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Abstract: Understanding the aeroelastic behaviour of aerospace systems is critical in aircraft
design. The presence of structural nonlinearities can have a significant impact on these be-
haviours causing the onset of Limit Cycle Oscillations (LCO) and shifts in stability. Numerical
continuation techniques have been implemented to detect and track the behaviour of these solu-
tions. However, due to the complexity nonlinearities bring it is common practice to simplify the
analysis to linear models that can underestimate the impact nonlinearities have. Nonlinear anal-
ysis tools can often be inefficient especially for large scale systems. Studies have shown that
modelling nonlinear steady state vibrational behaviour in the frequnncy domain with Harmonic
Balance Methods (HBM) can significantly improve the efficiency of nonlinear analysis. In this
paper, the architecture of a HBM based continuation tool for analysis of nonlinear aeroelastic
systems is presented. A simple 2D aerofoil case study featuring a freeplay nonlinearity is inves-
tigated with the tool and compared to state of the art alternative software that operate in the time
domain. With this case study, it was shown that HBM provided both faster running times and
less data storage requirements than alternative software. The devised HBM operated 11 times
faster than MATCONT and 3 times faster than COCO for the same test case. Stability data
obtained using Hill’s method was also in agreement with COCO and time history comparisons.
The significance of the freeplay nonlinearity is also demonstrated, shifting the safety margin of
the design by 18% when compared to purely linear aeroelastic analysis.

1 INTRODUCTION

With the increasing integration of lightweight materials and complex systems, the study of non-
linearities in aerospace structures is becoming an important area of research. These nonlinear-
ities can arise from various sources, from large structural deformation, unsteady aerodynamic
force to friction and wear within structural joints [1]. The effects of these nonlinearities on
dynamics and control can be very significant, changing flutter boundary in tiltrotor systems [2]
and shifting the aerodynamic centre of certain wings effecting control [3]. However, the effects
of nonlinearities are often neglected in analysis due to the added complexity and high compu-
tational cost [4], which greatly limits the design space of these aerospace systems. Bifurcation
analysis has proven effective in revealing several stable and unstable solutions of nonlinear
systems for a wide range of parameters. In aeroelastic systems, flutter and divergence speeds
can be found at bifurcation points and solutions past can be further tracked through numerical

1

Computation of limit cycle oscillations and their stabilities in nonlinear aeroelastic systems using harmonic balance methods 

This is a peer-reviewed, accepted author manuscript of the following paper: McGurk, M., & Yuan, J. (2022). Computation of limit cycle oscillations and their stabilities 
in nonlinear aeroelastic systems using harmonic balance methods. Paper presented at International Forum on Aeroelasticity and Structural Dynamics (IFASD) , Madrid, 
Spain.



continuation. In particular, Limit Cycle Oscillations (LCO) of nonlinear aeroelastic systems
can be detected, often revealing the maximum response of systems with major implications on
structural fatigue [5]. LCO are characterised by undamped self-sustaining vibrations, which
can be problematic in an aeroelastic context. The onset of LCO typically occurs at a specific
type of bifurcation called a Hopf bifurcation [6]. It has been shown through both theory and
experimentation that hopf bifurcations occur at the flutter points of aeroelastic systems [7] [8].
The numerical continuation process uses previous solutions of the system and the equations
of motion to accurately estimate the following solution with respect to a chosen continuation
parameter. There is several methods mostly utilising a predictor to obtain a rough estimate then
a corrector to improve the accuracy of the guess. Methods such as arclength and pseudoar-
clength continuation have proven effective at tracking solutions past turning points, revealing
multiple behaviours for a system. Despite differences in existing bifurcation software, the most
common tools are based on orthogonal collocation to track and model LCO [9] [10]. This is a
time domain method in which a periodic orbit is divided into intervals, the unknown variables
are represented by polynomials on each interval and the governing equations are collocated at
Gauss points [11]. Orthogonal Colloctaion methods have been implemented in most common
bifurcation software such as MATCONT [12], AUTO [13] and COCO [14]. While accurate,
these methods are rarely employed for larger systems as considerable memory space is required
leading to high computation expense [9].

Harmonic balance methods (HBM) provide a computationally less expensive alternative when
identifying the maximum response of LCO. The periodic motion of LCO is approximated by
Fourier series coefficients in the frequency domain. By carrying out analysis in the frequency
domain only a set number of coefficients are required to be stored to characterise the response
as opposed to a set of coordinates with corresponding time values in the time domain. Sev-
eral previous studies [15] [16] have shown this method can achieve a good level of accuracy
when compared to alternative methods such as the shooting method, whilst being much less
expensive. In a comparison between HBM and orthogonal collocation on nonlinear mechanical
systems, Karkar found HBM to have better convergence on certain systems and proved to be
”very robust” [11]. Highlighted in the work however, is the lack of research in comparing HBM
to current alternatives. Particularly in an aeroelastic context [9] [11] there is a low level of re-
search. Most existing previous work is limited to low-harmonics or on forced non-autonomous
systems [17]. The NLvib package [18] implements HBM but with a focus mainly on nonlinear
mechanical systems and stability analysis is not included.

The aim of this work is to develop an efficient numerical tool to predict the maximum response
in LCO and their stability for aeroelastic systems with different types of structural nonlinear-
ities. The numerical tool will be based on HBM and numerical continuation techniques. Al-
ternative Frequency Time scheme (AFT) will be implemented so different types of nonlinear
forces can be evaluated in the time domain [19]. Considering the stability of LCO branches is
important, as this revels if states close to the branch settle at solutions away from the branch
or towards it. Hill’s method was selected to compute the stability of LCO [20]. This method
calculates stability purely in the frequency domain, so is a proven practical choice when using
HBM [21]. In this work, to demonstrate the capability of the tool, a case study involving a two
degree-of-freedom aerofoil with a structural nonlinearity known as freeplay will be presented.
A freeplay nonlinearity is selected as the behaviour can often occur in aging systems at joints
and hinges [22]. Results from this study will be bench-marked by two other available software
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namely MATCONT and COCO as well as being compared to time domain responses gathered
from differential equation solvers. Both computational accuracy and efficiency will be com-
pared and discussed. Finally, the impact of including the nonlinearity in the design of aerospace
systems will be highlighted and compared to purely linear analysis.

2 METHODOLOGY

In this section the mathematical architecture of a numerical continuation tool based on HBM
will be presented. In practice, the tool was constructed in MATLAB based around the methods
laid out in Ref. [23]. First, set up of the general equations of motion will be shown and the
linear analysis process is described. It will then be shown how HBM is utilised to conduct
analysis in the frequency domain. The Nonlinear Frequency Domain Continuation Solver is
then introduced, describing the constraints used to build the corrector. Prediction method and
stability analysis via Hill’s method are finally discussed.

2.1 General equation of motion

The methods laid out here are all based around mathematical models that can be arranged into
the second order differential equation shown in Equation 1. Nonlinear aeroelastic systems can
be arranged in this form assuming structural forces act to balance aerodynamic forces.

Mẍ+Dẋ+Kx+ qnlfnl = Aẍ+Bẋ+ Cx (1)

Above, x denotes the system’s degrees of freedom and M ,D and K are the structural mass,
damping and stiffness matrices respectively. Matrices A, B and C represent the encountered
aerodynamic force, with size N × N where N is the number of degrees of freedom of the
system. Nonlinear function fnl is used to represent different types of nonlinearties encountered
in aeroelastic systems. The N × 1 vector qnl is utilised to implement the nonlinear equations in
the degrees of freedom they impact. The standard differential equation is rearranged into first
order state Equation 2 as:

ẋ = Qx + qnfnl (2)

Where:

x =

[
ẋ
x

]
Q =

[
(M − A)−1(B −D) (M − A)−1(C −K)

0N×N IN×N

]
qn =

[
−(M − A)−1qnl

0N×1

]
Matrix Q will be referred to as the linear matrix as it fully captures the linear behaviour of
system. The system is arranged in this form so linear analysis can be conducted, determining
the flutter point through the following procedure. Considering only the linear part of the system,
Equation 2 can be written as the eigenvalue problem ẋ − Qx = 0. Assuming a oscillatory
response x = xoe

ψt the eigenvalue problem is written:

[Q − Iψij]ϕ = 0 (3)

Where ψij are eigenvalues in the conjugate pair

ψij = −ζijωij ± iωij
√

1− ζij (4)

where ωij are the damped natural frequencies and ζij are the damping ratios. Matrix ϕ contains
the corresponding eigenvectors. Flutter is characterised by unstable negatively damped oscil-
lations. From this definition it can be determined that if any of the real parts of Equation 4 is
positive, the system is dynamically unstable [24].
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Introducing nonlinearities into the analysis modifies this behaviour. In nonlinear systems, the
loss of linear stability commonly results in the development of LCO at a hopf bifurcation point.
Though linear analysis can identify where hopf bifurcation points occur, carrying out numer-
ical continuation from a hopf point often show that LCO solutions can exits before the loss
of linear stability. This was demonstrated in Ref. [4] that introducing structural nonlinearities
into a tiltrotor system resulted LCO development in regions that appeared dynamically stable
through purely linear analysis. The goal of the nonlinear analysis is to estimate the maximum
vibrational response of an autonomous nonlinear system with respect to a selected continuation
parameter λ and determine their stability. Through numerical continuation, the analysis should
be able to detect vibrational solutions in regions linear analysis determines to be stable.

2.2 Harmonic Balance Methods

If it is assumed following a hopf bifurcation the dynamic response of the system is a LCO,
the time response of x and ẋ can be represented using Fourier series. The unknowns can be
expressed by multi-harmonic response and solved in frequency domain:

x(t) = X0 +
l∑

k=1

Xk,s sin kωt+Xk,c cos kωt

ẋ(t) =
l∑

k=1

Xk,s cos kωt−Xk,c sin kωt

(5)

Where l represents the harmonic order of the response and X0, Xk,s and Xk,c are Fourier coeffi-
cients. This assumed response is central to HBM, converting the system from the time domain
to the frequency domain. The number of unknowns will become (2× l+1)×N . In addition to
a set of Fourier coefficients, there is also natural frequency of the system ω and the continuation
parameter that can be any structural or aerodynamic parameters.

Nonlinear forces are commonly modelled as nonlinear time functions. Seeing as they are not
linear functions of states or explicit functions of time, it is not possible to transform directly to
the frequency domain [19]. However, the nonlinear force response is also be converted to the
frequency domain through AFT procedure, which can be used to obtain F0, Fk,s and Fk,c as:

fnl(t) = F0 +
l∑

k=1

Fk,s sin kωt+ Fk,c cos kωt (6)

Predicted values of X0, Xk,s, Xk,c and ω are used in Equations 5 to obtain the time domain
response over a period. The time domain nonlinear force response fnl(t) is then found. A fast
Fourier transform algorithm is used to estimate Fourier coefficients based on the time domain
nonlinear force response. With the relationships described, the equation of motion shown in
Equation 2 can be expressed into a set of algebraic residual equations, which are solved numer-
ically using a Newton-Raphson solver [23].

2.3 Nonlinear Frequency Domain Continuation Solver

Figure 1 describes a basic outline of nonlinear solver in the frequency domain. The user must
define a model in the form in Equation 2 and select the continuation parameter λ. Continuation
is initiated based on an initial guess taken at a hopf bifurcation point. Hopf bifurcation points are
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Figure 1: The architecture of the nonlinear continuation solver

identified through the linear analysis described in the previous section. Initial natural frequency
ω is taken as the imaginary part of the eigenvalues in Equation 4 with zero real part. A standard
continuation procedure based on prediction-correction then takes place using a tangent predictor
and correction via pseudo-arclength method. Stability of LCO is determined with Hill’s stability
technique, based on the Jacobean matrix of each converged solution. Each step will be detailed
in the following. After correction, each converged solution is stored and the process is repeated
until a user defined termination condition is met. Either a max/min λ or maximum number of
points along the continuation.

2.3.1 Initiating Continuation

To commence the continuation process an initial guess at j = 0 is made based on results
from the linear analysis. The linear flutter point is taken as a hopf bifurcation point, where
ω and λ are the initial results. Typically at hopf bifurcation points, the amplitude of LCO is
close to zero. So a small guess of X1,s is used to solve a reduced version of System 15. In
this reduced solver (shown in Appendix A.1), λ0 is treated as a known and ω0 is taken as an
initial guess. With no knowledge of other points, only residual Equations 11 can be solved,
leaving l + 1 equations and l + 2 unknowns. To overcome this, a phase condition is set so
X1,c = 0. Once a converged solution is reached at j = 0, a small step is made in λ and the
process is repeated for j = 1. With the initial two points converged, the first set of direction
vectors can be calculated by obtaining arclength increment δs from Equation 7 and using finite
difference method. Gathering direction vectors allows for the full Newton-Raphson solver to
be implemented and arclength continuation to commence.

δsj+1 =
√

(Xj+1 −Xj)T (Xj+1 −Xj) + (ωj+1 − ωj)2 + (λj+1 − λj)2 (7)

2.3.2 Linear Equation

In order to calculate the response of the nonlinear degree of freedom, the response of the linear
part of the system xL is evaluated. xL represents the degrees of freedom of the system with
the nonlinear degree of freedom xnl removed. The linear and nonlinear parts of the system are
solved separately so xL can be treated as a known when solving the nonlinear part, reducing the
number of unknowns in the system. By removing the nonlinear degrees of freedom from Equa-
tion 2, the system can be rewritten as Equation 8. Equation 8 is treated as a non-autonomous
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forced system, with the nonlinear degrees of freedom’s impact acting as the forcing term.

ẋL = (Q)p,pxL + (Q)p,uẋ(t) + (Q)p,vx(t) + (qn)pfnl(t) (8)

It is assumed the linear response of the system is also in the shape described by Equation 5.
Here, X0, Xk,s and Xk,c are the linear Fourier coefficients. The subscript p denotes the linear
degrees of freedom and v and u represent the nonlinear degree of freedom and nonlinear differ-
ential respectively. Equation 5 and and the linear shape function are substituted into Equation
8. Performing Harmonic Balance by equating the constant, sine and cosine terms separately
allows for System 9 to be constructed and hence, the linear Fourier coefficients to be obtained.

(Q)p,p = −(Q)p,vX0 − (qn)pF0[
−(Q)p,p −kωI
kωI −(Q)p,p

] [
Xks

Xkc

]
=

[
−(Q)p,ukωXk,c + (Q)p,vkωXk,s

(Q)p,ukωXk,s + (Q)p,vkωXk,c

]
+

[
(qn)pFk,s
(qn)pFk,c

]
(9)

2.3.3 Nonlinear equations

Once the Fourier’s coefficients of the linear part are obtained, nonlinear section of Equation 2
gives the relationship as follows:

ẍnl(t) = (Q)u,pxL + (Q)u,uẋnl(t) + (Q)u,vxnl(t) + (qn)ufnl(t) (10)

Substitution of Equations 5, 6 and the linear shape into the nonlinear relationship allows for
three sets of residual equations to be derived. Harmonic balance is performed and the set of
equations in System 11 are produced. Where W represents the residual values the Newton-
Raphson solver tends to zero. This forms the first 2 × N + 1 equations that are solved in the
Newton-Raphson solver:

W0 = (Q)u,pX0 + (Q)u,vX0 + (qn)uF0

Wk,s = −k2ω2Xk,s − (Q)u,pXk,s + (Q)u,ukωXk,c − (Q)u,vXk,s − (qn)uFk,s
Wk,c = −k2ω2Xk,c − (Q)u,pXk,c + (Q)u,ukωXk,s − (Q)u,vXk,c − (qn)uFk,c

(11)

Including the continuation parameter and natural frequency there is 2 × N + 3 unknowns,
so two more residual equations must be derived, which will be detailed in the following two
subsections.

2.3.4 Continuation Constraint

A constraint can be defined based on pseudo-arclength continuation, allowing for another resid-
ual equation to be derived. Figure 2 shows the process of a tangent prediction being corrected
through pseudo-arclength continuation. Predicted point j + 1 is made using known the known
jth point and direction vector dX

ds
, as well as a small arclength distance δs. The predicted j+1, 0

value is then corrected assuming the converged j+1 value is perpendicular to the initial predic-
tion. As the dot product of perpendicular vectors is zero, in the case of the Fourier coefficients
it can be assumed: (

Xj+1 −Xj+1,0

δs

)
.
dX

ds
= 0

Expanding for all system unknowns the residual Equation 12 can be written.

W2l+2 = (Xj+1 −Xj+1,0)
dX

ds j
+ (ωj+1 − ωj+1,0)

dω

ds j
+ (λj+1 − λj+1,0)

dλ

ds j
(12)
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Figure 2: Pseudo-arclength continuation scheme

2.3.5 Phase Constraint

A final residual equation can be derived related to a phase constraint. It is common practice in
continuation to assume orthogonality between a response and its differential. This assumption
can be used to derive a relationship between jth Fourier coefficients and the j + 1 points in the
’Orthogonality Phase Condition’ [25]:∫ T

0

ẋ(t)jx(t)j+1 = 0

Or:
ET
j Xj+1 = 0 (13)

Where ET
j = [0,−kXk,c, kXk,s] for k = 1, . . . , l.

Carrying out the integration and making use of Equations 5, the final residual Equation 14 is
obtained.

W2l+3 =
l∑

k=1

−k(Xk,c)j(Xk,s)j+1 + k(Xk,s)j(Xk,c)j+1 (14)

2.3.6 Residual Equations

With 2l + 3 residual equations matching the number of system unknowns [X0, Xk,s, Xk,c, ω, λ]
(for k = 1, . . . , l), the Newton-Raphson solver can be set up. System 15 shows the iterative
process employed until a converged solution has been reached. Finite difference method is used
to obtain the derivatives δW

δX
, δW
δω

and δW
δλ

.

 Xj+1,1

ωj+1,1

λj+1,1

 =

 Xj+1,0

ωj+1,0

λj+1,0

−


δW
δX j+1

δW
δω j+1

δW
δλ j+1

dX
ds

T

j
dω
ds j

dλ
ds j

ET 0 0


−1  Wj+1,0

W2l+2

W2l+3

 (15)

2.3.7 Calculation of Direction Vectors

Once a converged solution for all system unknowns is reached at j, calculation of j + 1 direc-
tion vectors is carried out. It is commonly assumed in pseudo-arclength continuation that new
direction vectors point the same direction as the previous ones:

dX

ds

T

j

dX

ds j+1
= 1
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As arcpoint s lies on the same curve created by solutions of W (X0, Xk,s, Xk,c, ω, λ) = 0 for all
values of s it can be said:

δW

δX

dX

ds
+
δW

δω

dω

ds
+
δW

δλ

dλ

ds
= 0

This principal is employed to construct the relationship in Appendix A.2. Allowing j + 1
direction vectors to be obtained.

2.3.8 Stability Analysis

When applying HBM, solutions can converge to both stable and unstable states. A stable LCO
solution describes behaviour where following an initial perturbation the response of a system
is drawn towards the LCO. With an unstable LCO, the opposite is true and following a pertur-
bation the response is a trajectory away from the unstable cycle [26]. Stability of a LCO can
be computed in the frequency domain with Hill’s method. Hill’s method implements Floquet
theory in the frequency domain [26]. Lazarus and Thomas demonstrate the accuracy of the
method on a forced duffing oscillator system in Ref. [20]. Stability is computed based on the
eigensoltuion of the truncated Hill’s matrix H as follows:

H =


. . . ...

...
... ...

· · · J0 + iωI J−1 J−2 · · ·
· · · J1 J0 J−1 · · ·
· · · J2 J1 J0 + iωI · · ·

... ...
...

... . . .

 (16)

where Jk is the Jacobian matrix related to the kth harmonic. Natural frequency of the LCO
is given by ω and I is an identity matrix of appropriate size. H is truncated to a matrix of
size N(2l + 1) × N(2l + 1). Eigenvalues ψln and eigenvectors ϕln of H associated to l = 0
are selected by considering that ϕ0

n is the set of eigenvectors with the most symmetric shapes.
The associated eigenvalues are then compared to zero to determine the periodic stability. This
process is carried out at every converged solution in the continuation and the stability data is
stored.

3 CASE STUDY

The methods detailed in the previous section are demonstrated on an aeroelastic test case. A
freeplay nonlinearity is introduced to demonstrate the process’s capability with non-smooth
nonlnearities that are encountered in real aeroelastic systems. Freestream velocity U is taken
as the continuation parameter due to it’s link to flutter behaviour. In this part, the model setup
and nonlinearties is firstly described. Linear analysis is then conducted to determine the loca-
tion of any hopf bifurcation points. The post-critical LCO behaviour is then tracked through
the continuation methods described previously. Results are verified by comparing the displayed
behaviour to time histories and the LCO plot to results from MATCONT and COCO. The accu-
racy and efficiency of the HBM is compared to the alternatives and discussed. The implications
that nonlinear analysis has on design specifications is compared to purely linear analysis and
highlighted to show benefits of including nonlinearities at early design stages.

3.1 Model Setup

The model investigated here is a two-degree-of-freedom aerofoil section shown in Figure 3.
This is a simplified model of the system investigated in Ref. [27]. Pitch angle θ and plunge z
are the degrees of freedom. Plunge degree-of-freedom is constricted by a spring of stiffness Kz
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Figure 3: Freebody diagram of 2 DoF aerofoil

Figure 4: Freeplay nonlinearity with δ = 1o

and a torsional spring Kθ resits pitch movement. A freeplay structural nonlinearity was added
on the torsional spring, represented by Figure 4. This describes behaviour where between pitch
angles of −δ and δ, the torsional stiffness is zero. The region of zero torsional stiffness is known
as the freeplay region. Equations of motion can be derived from first principals as Equations
17. Effective pitch angle experienced by the torsional spring is taken as the nonlinear function
fnl(θ) and is also expressed.

Iθθ̈ + Sθz̈ +Kθfnl(θ) =Mθ

Sθθ̈ +Mwz̈ +Kzz = L
(17)

Where Iθ is the moment of inertia, Sθ is the static moment of the wing and Mw is the mass of
the wing. Aerodynamic forces are given by L and Mθ and the nonlinear force is:

fnl(θ) =


θ + δ θ ≤ −δ
0 − δ < θ < δ

θ − δ θ ≥ δ

Structural mass, stiffness and damping matrices M , K and D are derived in Appendix B. Aero-
dynamic forces for an incompressible flow were taken from Ref. [28] to model aerodynamic
moment Mθ and lift L.

Mθ = −ρb2{π(1
2
− a)Ubθ̇ + πb2(

1

8
+ a2)θ̈ − aπbz̈}+ 2ρUb2π(a+

1

2
)C(k){Uθ + ż + b(

1

2
− a)ż}

L = −ρπb2(Uθ̇ + z̈ − baθ̈)− 2πρUbC(k){Uθ + ż + b(
1

2
− a)θ̇}

(18)
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WhereC(k) is the generalised Theodorsen’s function detailed in again in Ref. [28]. Theodrsen’s
function is related to the model through reduced frequency k that can be calculated with k =
ωb/U . Aerodynamic mass, damping and stiffness matrices (A,B,C) can now be derived:

A = ρπb2
[
−b(1

8
+ a2) ba
ba −1

]
B = ρπbU

[
−b2(1

2
− a) 2bC(k)(a+ 1

2
)(1 + b(1

2
− a))

−b(1 + 2C(k)(1
2
− a)) −2C(k)

]
C = 2ρπbU2C(k)

[
b(a+ 1

2
) 0

1 0

]
The aerodynamic forces and structural matrices are combined in the generalised form from
Equation 2. With the nonlinearity in the pitch degree-of-freedom, the Boolean matrix to allocate
the nonlinear function can be defined as qn = [1, 0]T . This allows linear flutter analysis to take
place followed by the numerical continuation method detailed.

Table 1: Parameters used in case study

Parameter Value
c 0.254m
b 0.127m
a −0.5
Mw 0.62868kg
m 1.558kg
Sθ 0.08587kg.m
xθ 0.434
Iθ 0.01347kgm2

Kθ 37.3kg/s2

Kz 2818.8N/m
ζ1 0.01626
ζ2 0.0113

3.2 Linear and LCO Analysis

Using parameters in Table 1, it was found that the linear flutter velocity without torsional stiff-
ness was 31.45m/s and with was 29.5m/s. A successful continuation was run from the hopf
point at 31.45m/s using the proposed HBM solver. Figure 5a. shows the maximum point of the
resultant LCO detected at varying airspeed. It is observed that multiple solutions exist between
airspeeds of 24.3m/s and 29.5m/s and vibration responses exist before the linear flutter speed.
Figure 5b. also shows LCO development with different orders of harmonics. It is observed that
the harmonic order impacts the location of the turning point. With lower harmonic orders the
turning point appears occur at lower velocities. Table 2 shows a convergence of results at l = 8
when comparing the location of the turning point to the harmonic order of the system.

Stability analysis was implemented once a converged solution had been reached. It is shown in
Figure 5a. that unstable LCO are formed at the bifurcation point and continue backwards with
respect to velocity to 24.2m/s. A turning point is then reached where there is an exchange of
stability. Stable LCO of increasing amplitude are then formed from 24.3m/s until 29.5m/s.
This is the standard linear flutter speed with no freeplay nonlinearity included. At 29.5m/s
flutter behaviour is observed, where the amplitude of the LCO tend to infinity.
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Figure 5

Table 2: Freestream velocity turning point occurs [m/s] in relation to l.

l 1 2 3 4 5 6 7 8 9
UTP 23.5827 23.5827 24.2532 24.2532 24.2801 24.2801 24.29 24.29 24.29

3.3 Result Validation

A comparison between the LCO plot and time histories gathered from the ode45 differential
equation solver in MATLAB is shown in Figure 6. This figure demonstrates the physical signif-
icance of the LCO plot, as well as validating the accuracy. At velocities lower than the turning
point, the response of the system to any initial perturbation in pitch or plunge is to oscillate with
positive damping before settling to a steady rest state at zero. Responses at velocities between
the turning point and linear flutter speed with torsional stiffness are dependant on the magnitude
of the initial perturbation. Low perturbations exhibit behaviour similar to the response below
the turning point. With larger perturbations in pitch, LCO are generated. Figure 6 shows that
the maximum point of the time responses accurately corresponds to the curve generated from
the HBM results. Beyond 29.5m/s until 31.45m/s the LCO plot shows unstable LCO that ei-
ther push the response to a stable solution, or away towards infinity. This is validated from the
time responses, as with low perturbations the systems settles and with larger ones the system is
dynamically unstable in Figure 6. Above the linear flutter speed without torsional stiffness, it is
shown in both the LCO plot and the time histories no stable solutions exist and the response to
any perturbation is binary flutter. It is observed here that the amplitude of the unstable section
of the LCO plot does not hold physical significance. What is shown is that solutions lie either
side of the branch, in this case either settling to rest at a steady state or a vibrational response
(flutter or a LCO).

When comparing the results to MATCONT and COCO a high level of accuracy is observed.
Figure 7 show that prediction of the amplitude of the stable LCO is accurate. Inaccuracies
exist in the amplitude of the unstable region as is shown in Figure 7 and Table 3. At the hopf
point the amplitude error is at 45.71%. By 27m/s the sets of data are in agreement. Both
MATCONT and COCO agree on the amplitude of LCO at low pitch inputs, indicating this
inaccuracy comes from HBM. Figure 8 shows that at l = 8 when in appears the results have
converged the nonlinear force response is not fully captured. With HBM, the peak of the true
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Figure 6: Comparison of bifurcation plot with time histories

Figure 7: Comparison of bifurcation results with alternative software

nonlinear force is not reached at low inputs of pitch at 30m/s. Between pitch inputs of −δ and
δ, HBM response oscillates around zero instead of maintaining absolute zero. The inaccuracy
becomes less pronounced at the size of the inputs is increased. This source of error has been
described by Gibbs phenomenon [29]. It is stated that the error will reduce as the number of
harmonics is increased but always be present to some degree [30].

Table 3: Discrepancy in data for low inputs of pitch comparing HBM to MATCONT

U [m/s] 31.43 31 30.5 30 29.5 29 28.5 28 27.79 27.5
Error [%] 45.71 40.56 33.31 24.44 16.67 13.10 5.26 2.18 0.54 0.23

A comparison of running times and data points required is shown in Table 4. When comparing
HBM to MATCONT, it is observed that for a converged solution at l = 8 HBM runs over 11
times faster. The data storage requirements of HBM are lower, requiring 97.79% less data be
stored. The HBM at l = 8 runs 3 times faster than COCO and also with 30% less data stor-
age demands. As the harmonic orders of the analysis increases, HBM has higher data storage
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Table 4: HBM time and data storage requirement comparison with alternative software to run continuation for
j = 150. Data storage represents the number of data points gathered from the full continuation

Software Run Time [s] Data Storage
HBM(l = 5) 14.819 2250
HBM(l = 8) 19.039 3150
HBM(l = 15) 35.876 5250
MATCONT 215.97 96900
COCO 55.746 4650

Figure 8: Nonlinear force response at l = 8

demands than COCO as it is shown with l = 15. In this test case, with accurate fully con-
verged results (l = 8) both the run time and data storage requirement favour HBM. Considering
stability analysis, MATCONT does not provide stability analysis for LCO. COCO predicted
an exchange of stability at the turning point, in the same location as the implemented Hill’s
method.

3.4 Design Implications

From a design perspective nonlinear analysis results have significant implications. Using typical
linear aeroelastic analysis it would appear the system is safe until the flutter speed is reached
at 31.5m/s. However, when including a single nonlinearity in the analysis it is found that
potentially unsafe vibrational responses exist 18% below the linear flutter speed at 24.5m/s.
Figure 9 demonstrates this unsafe region displaying the amplitude of the resulting LCO. At low
pitch disturbances it is also shown from nonlinear analysis that the system is stable 6% past the
linear flutter speed.

4 CONCLUSION

A tool was developed capable of modelling both the stable and unstable LCO behaviour of
nonlinear aeroelastic systems based around HBM. From the low degree of freedom case study
carried out, results produced are promising. Comparison of HBM results with time histories
proved the method is capable of representing the physical behaviour of nonlinear systems. A
series of time histories for different initial perturbations is not required from the HBM making
it a far more computationally efficient method. Also the LCO plot is capable of representing
multiple solutions at a single point in λ. In the comparison with MATLAB and COCO, HBM
continuation proved to run faster than the two alternatives and with less data storage require-
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Figure 9: Impact of freeplay nonlinearity on design

ments. This accounted for an 11 times speed up compared to MATCONT and a 3 times with
COCO. There was a slight loss of accuracy with low pitch inputs converting the nonlinear force
from the time domain to the frequency domain in the AFT procedure. This inaccuracy was only
present in the amplitude of the unstable LCO for this case study. Unstable LCO do not repre-
sent a solution that the system will settle to, so the amplitude on the LCO diagram does not hold
a great deal of physical significance. The purpose of the unstable branch is to represent that
multiple solutions exist on either side of the branch. Benefits of including nonlinearities in the
design process was also demonstrated. With purely linear aeroelastic analysis of the case study,
the design appears dynamically stable in areas were it is shown from nonlinear analysis poten-
tially unsafe LCO exist. This unsafe region extends to an airspeed 18% lower than the flutter
speed meaning the safety region of the design is overestimated. While the results from this case
study are promising, further work on the method is required. Improving the accuracy of HBM
at low inputs is necessary. This could potentially be achieved through performing HBM with
high levels of harmonics at low inputs to the nonlinear force and reducing the level of Harmonic
with larger inputs to improve efficiency. However, this may be challenging as this inaccuracy is
the limitation of HBM itself. The capability of developed tool at handling systems with sources
of nonlinearities in multiple degrees and with higher degrees of freedom must also be tested.
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6 APPENDIX

A HBM CONSTRUCTION

A.1 Reduced Newton-Raphson solver

Detailed is the reduced Newton-Raphson solver that is used to obtain points j = 0 and j = 1,
initiating continuation. (

δX
δω

)
= −

[
δW
δX

∗
j+1

δW
δω j+1

]−1 (
Wj+1,0

)
(
Xj+1,1

ωj+1,1

)
=

(
Xj+1,0

ωj+1,0

)
+

(
δX
δω

)
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Where δW
δX

∗ is the same as δW
δX

but with the term related to X1,s removed as it is treated as a
known.

A.2 Direction vector solver

Shown is the system employed to obatin j + 1 direction vectors based on jth direction vectors
and j + 1 Jacobi.  dX

ds

T

j+1
dω
ds j+1
dU
ds j+1

 =


δW
δX j+1

δW
δω j+1

δW
δU j+1

dX
ds

T

j
dω
ds j

dU
ds j

ET 0 0


−1  0

1
0

 (19)

B AEROFOIL MODEL STRUCTURAL MATRICES

B.1 Nondimentional relationships

The following relationships are utilised in converting Equations 17 to nondimensional form and
then derive the structural mass stiffness and damping matrices.

M̄θ =
Mθ

mb2
L̄ =

L

mb

rθ =

√
Iθ

mb2
xθ =

√
Sθ

mb
ωθ =

√
Kθ

Iθ
ωz =

√
Kz

m

Where b is the semichord and m is mass per unit length of the wing. Equation 17 to nondimen-
sional form:

r2θ θ̈ + xθz̈ + r2θω
2
θfnl(θ) = M̄θ

xθθ̈ +
MT

m
z̈ + ω2

zz = L̄
(20)

From the nondimensional equations of motion, structural mass, damping and stiffness matrices
are derived.

M =

[
r2θ xθ
xθ Mw/m

]
K =

[
r2θω

2
θ 0

0 ω2
z

]
(21)

B.2 Structural damping matrix derivation

Then structural damping matrix D is found using the relationship:

D = (ΛT )−1DmodΛ

Where Λ is the eigenvectors of the system M ẍ+Kx = 0, ψi being the corresponding eigenval-
ues, and:

Dmod =

[
2m1ω1ζ1 0

0 2m2ω2ζ2

]
With ζi the measured damping ratios, ωi the coupled natural frequencies and mi the modal
masses. Natural frequencies are found with ωi =

√
ψi. Modal masses are obtained from the

diagonal of Mmod, where:
Mmod = ΛTMΛ
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