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Figure 1: The spectrum of trust: Illustrates trade-offs between user agency and reliance on conversational agents.

ABSTRACT
Previous work identified trust as one of the key requirements for
adoption and continued use of conversational agents (CAs). Given
recent advances in natural language processing and deep learning,
it is currently possible to execute simple goal-oriented tasks by
using voice. As CAs start to provide a gateway for purchasing
products and booking services online, the question of trust and its
impact on users’ reliance and agency becomes ever-more pertinent.
This paper collates trust-related literature and proposes four design
suggestions that are illustrated through example conversations.
Our goal is to encourage discussion on ethical design practices
to develop CAs that are capable of employing trust-calibration
techniques that should, when relevant, reduce the user’s trust in
the agent. We hope that our reflections, based on the synthesis of
insights from the fields of human-agent interaction, explainable ai,
and information retrieval, can serve as a reminder of the dangers of
excessive trust in automation and contribute to more user-centred
CA design.

CCS CONCEPTS
• Human-centered computing → Ubiquitous and mobile
computing design and evaluation methods; Auditory feedback.
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1 INTRODUCTION
Trust has been identified as the key factor influencing users’ be-
haviour during interactions with Conversational Agents (CAs) and
a crucial prerequisite for their adoption [38]. Research shows that
CAs that sound like humans (e.g. [18, 37]), and look like humans
(e.g. [26, 42, 57]) are perceived to be significantly more trustworthy
than CAs with more “robot-like” qualities. While the advantages of
increasing trust are manifold, including quicker task execution and
better performance [19, 40], excessive trust can also have harmful
consequences, such as complacency and loss of control over task
execution [13, 34]. Following the central premise of Shneiderman’s
The Human-Centered Artificial Intelligence framework: ‘people are
different from computers’ [43, p.502], this paper discusses potential
benefits of a non-anthropomorphic CA design as a way to increase
user-agency, improve agent’s transparency and enable better cal-
ibration of trust. Specifically, we consider trust in the context of
transactional interactions, where CAs’ recommendations can have
a consequential impact on the user (e.g. financial implications)
as compared to societal/relational interactions that are not goal-
oriented by nature (cf. [11]). Recent examples of CA transactional
studies include: takeaway-ordering [23], flight-booking [15, 16] and
investment-making [47] scenarios.

The contribution of this paper is two-fold. Firstly, through litera-
ture review, it bridges insights from the human-agent interaction,
explainable AI, and information retrieval disciplines to highlight
the dangers of excessive trust and discuss their impact on the user.
Secondly, building on these insights, it proposes four design sug-
gestions to promote user agency and improve control during inter-
actions with conversational agents.
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2 ASPECTS OF TRUST
The concept of trust has been extensively studied in the context
of Human-Automation Interaction (HAI), especially from a human
factors and ergonomics perspective [25, 30]. As elicited by the
work of Hoff and Bashir [22], trust is an ever-evolving concept
influenced by a number of factors (both internal and external) that
impact the interaction between a user and an automated system.
Some of these factors are linked to cultural and personal biases (e.g.
experience of previous interactions with agents), while others are
linked to performance of the agent (e.g. accuracy and precision).
Recording and measuring trust, as well as its calibration over time,
is a highly complex task, which is why trust is often studied in
parallel with reliance [3] – the degree to which the user depends on
the system.

In the context of Information Retrieval (IR), trust is frequently
linked to the concept of user control [7] and search agency [48]. An
interactive information search study by White and Ruthven [53]
indicated that while users were willing to delegate the task of recom-
mending potential keywords to a search system, they still wanted
to retain the control of adding the keywords themselves. In another
study, Andolina et al. [5] developed a prototype of a search agent
that screened participants conversations for key entities and then
used them to proactively retrieve results. Andolina et al. also found
that the prototype improved the collaborative search experience by
enabling participants to maintain eye-contact. The improvement,
however, came at the cost of participants feeling less in control of
the search process and, consequently, trusting the agent less. The
above findings highlight that proactive CAs might be detrimental
to trust and user search agency if the agent has too much control
over the search process.

The importance of trust calibration (i.e., adjusting the ‘right’
level of trust) has also been acknowledged in the literature on CA
design [38]. Rheu et al. highlighted that previous research was
overly focused on using human-like features to enhance user trust
instead of illuminating CAs’ features to adjust trust based on the
actual capabilities of the system [38]. As stated by Rheu et al., the
current CA design practices are based on the implicit assumption
that enhancing trust through design features is the ultimate goal.
This assumption does not consider the fact that excessive trust
could lead to a misguided reliance on the agent which may lead
to loss of agency and frustration if user’s expectations regarding
the CA’s capabilities are too high [12]; or under-utilisation of skills
if the expectations are too low compared to its actual capabilities
(cf. [25, 27]).

As capabilities of CAs rapidly evolve, we postulate that conversa-
tional agents should promote trust calibration mechanisms so that
users can retain control over the level of their agency and reliance
during interaction (see Figure 1), as required for a specific task. In
the following sections, we will first comment on the dangers of
excessive trust (Section 3) and then provide several design sugges-
tions on how to effectively reduce trust to promote user agency
and reduce complacency (Section 4).

3 DANGERS OF EXCESSIVE TRUST
Continued advances in Automatic Speech Recognition [55], Speech
Synthesis [20] and Spoken Language Processing [1] are making in-
teractions with CAs increasingly more natural and seamless. While
CAs are currently mostly used for simple tasks such as checking
weather, factoid queries, playing music or setting alarms [4], a
growing number of people is expecting to routinely use them for
purchasing products and services [46]. Some of the commercially
available CAs already feature online shopping1 or takeaway-order2
functionalities, that can directly impact user finances. As the capa-
bilities of CAs improve, it is timely to consider negative implications
that miscalibrated trust in such devices can have on users.

Research shows that as familiarity with a system grows, users
report increased trust in its capabilities [32]. In the context of con-
versational user interfaces, familiarity with an agent’s voice can
lead to the user being less critical of provided recommendations.
One of the domains where excessive trust and a lack of user agency
can be harmful is online-shopping. A recent study found that an
increased facility of purchasing products via ‘one-click’ button [21]
led to an increase in impulsive buying behaviours. It was demon-
strated that impulsive buying can lead to over-shopping and, in
the long run, can cause shopping addictions [33, 56]. The majority
of respondents (69%) to a 2021 survey (N = 81) on purchasing be-
haviours [21] indicated that convenient shipping was their main
reason for frequently using online shopping. Due to the continued
COVID-19 emergency, this trend is likely to become even more
prevalent in the future.

Another example is the financial sector, where CAs are deployed
to help bank customers in selecting loans or mortgages, or to advise
investors on how to best manage their assets (e.g. stock transac-
tions). In this context, CAs recommendations are driven by statisti-
cal models that are based on historical data and may not generalise
well given the dynamic nature of global markets, which could conse-
quently result in users being misguided and taking ill-informed de-
cisions. A study by Ng et al. [31] found that simple socio-emotional
features (such as a human-sounding name compared to a more
“robotic" one) made participants significantly more likely to share
personal banking details and trust the agent.

Some researchers argue that in order to promote better trust
calibration, in certain cases it may be desirable to decrease trust
(e.g. [14, 38]) or even instil distrust [36], as familiarity developed
through repeated interactions with a system may result in form-
ing habits that can have negative consequences for the user. For
example, over-trusting the capabilities of a system can form com-
placent behaviours, often defined as ‘an inappropriate monitoring
or checking of automated functions’ [28]. Complacent behaviour
can be harmful to the user in the long term as it increases the risk of
missing automation failures and reduces the situational awareness
of the user, ultimately resulting in poor decision-making [35]. In an
effort to prevent users from over-relying on a system, HAI and XAI
(eXplainable AI) studies have focused on increasing transparency
of the agent’s reasoning [9].

1See e.g. https://tinyurl.com/rn7jy6r2 (Last Accessed: 11th April 2022)
2See e.g. https://tinyurl.com/4sskb5tv (Last Accessed: 11th April 2022)
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Table 1: Controlling the level of search support

Conversational prompts Level of support
1. User: Hello, I am looking for an Italian restaurant for this evening.
2. CA: Hello Tom, OK, please select your desired level of support.
3. User: Proactive recommendation, please.
4. CA: Based on your previous searches and current location,

I recommend ‘Gusto di Roma’. It has great reviews and
they serve your favourite parmigiana dish.
Should I book a table for you and Jen at seven?

Proactive

5. User: No, let’s try something different today. Please switch to manual control
and search for Italian restaurants in Luxembourg, Belair district.

6. CA: I have found two restaurants in that area, one in a high and the other
in a mid-price range. Would you like to hear more details about any of them?

Command-and-control

Table 2: Fostering reflection

Conversational prompts Reflection mode
1. User: Hello, please order my regular from Burger Palace.
2a. CA: Sure Tom, your order has been placed.

It is scheduled to arrive in 10 minutes.
Off

2b. CA: Tom, it is the fourth time this week that you are ordering fast food.
Could you tell me why do you want to order from that place again?

On

3b. User: I’ve been very busy this week and don’t have any time to cook.
4b. CA: OK, I understand. Just to let you know,

there are many restaurants with healthier food options that deliver to your area.
Would you like to explore some alternatives?

On

4 CALIBRATING CA TRUST: DESIGN
SUGGESTIONS & FUTURE DIRECTIONS

Given the importance of an adequate trust-calibration, we would
like to propose four reflection points (i.e. (1) user in control of
agent’s features, (2) fostering reflections and suggesting alterna-
tives, (3) ethical personalisation, and (4) facilitating scrutinisation of
results) on how to effectively manage human-CA trust relationships
to improve efficiency of interactions while preventing complacency.
These reflection points seek to address dangers of excessive trust
in CAs, as highlighted in Section 3.

4.1 User in control of agent’s features
Research in the field of HAI shows that an adequate calibration of
trust can be attained by informing users of the inner-workings of an
agent [44]. This is achieved through explanations and visualisations
that are provided before, during and/or after the interaction with
an agent to increase the user’s awareness of the agent’s strengths
and limitations [24]. Based on the above findings, we posit that
an increased understanding of a CA’s actions could be achieved
through an explicit control over its functions. For example, as pre-
sented in Table 1, a user should be able to freely enable and disable
proactive recommendations offered by the CA and control the level
of provided support as required. This functionality would allow
users to retain search agency while also enabling them to leverage
the benefits of an automated support at any point of the search
process by adjusting interaction settings.

A similar ‘command-and-control’ approach is routinely used in
most safety critical environments where a system can be toggled on
and off by the user (e.g. automatic landing systems in aviation, ex-
tensively investigated in trust-focused studies [29]). In the context
of CUI interactions, the user could be provided with a menu of fea-
tures that can be customised. As an example, the CA could present
the user with the choice of using explicitly ‘synthetic’ (e.g. empha-
sising unnatural, robot-like pitch) or ‘natural-sounding’ voices. This
recommendation is in line with Aylett et al. who suggested a more
diverse approach to CA voice design that goes beyond naturalness
and human-likeness of synthetic voices [6].

4.2 Fostering reflections and suggesting
alternatives

In the context of transaction-based interactions such as online
shoppingwhere a CA recommends products and services to the user,
several safeguards can be put in place. Firstly, in order to promote
more informed choices, the CA can ask the user to provide their
motivation for selecting a particular product before completing the
purchase. There is evidence that this type of intervention has a
strong potential to reduce compulsive buying behaviour during
individual online shopping, i.e. without the support of the agent (cf.
[21]). Secondly, if the CA detects that the user repeatably engages
in similar behaviours (e.g. ordering fast-food takeaways everyday),
the CA can encourage them to consider alternatives such as home-
cooking or provide purchasing statistics to make them reconsider
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Table 3: Ethical personalisation

Conversational prompts Ethical personalisation
1. User: Hello, please go to CinemaHouse.com

and book me one ticket for James Bond at 8pm tonight.
2a. CA: Hello Tom, sure, I have made the reservation.

Your card had has been debited for 25$. Enjoy the movie.
Off

2b. CA: Hello Tom, it looks like you are using their website for the first time.
Just to let you know,
the company reserves leather seats in the ’delux area’ by default.
Would you like to customise your preferences?

On

3b. User: Yes, for any cinema reservations, please always book
the cheapest available seat and remove any extras.
Never reserve a seat in the first row,
unless there are no other options.

4b. CA: OK, I will keep these settings for the future.
There is a seat available in the middle fifth row (E8) for 18$.
Would you like to book?

On

their decisions. Example interactions with reflective (lines 1 and
2a) and non-reflective (lines 1, 2b-4b) CAs are presented in Table 2
above.

While a reflective CA can be perceived as confrontational and
inappropriate from the perspective of the user, nonetheless, it also
has the potential to reduce complacency and foster a healthier use
of technology on a long-term basis by encouraging self-reflection
about the use of CAs.

4.3 Ethical personalisation
Most state-of-the-art CAs rely on dynamic, reinforcement-based
machine learning methods [8, 41] that provide personalised out-
comes based on previous interactions with the user. One of the
downsides of such methods is the opacity of the agent’s motiva-
tions and decisions [39]. In order to increase transparency, the CA
should be able to justify why it made certain recommendations,
explain its interaction policies and suggest alternative strategies to
the user. For example, when making a purchase, instead of select-
ing the shipping method as ‘priority’ by default or substituting a
missing item with an equivalent one automatically, the CA should
explain its interaction policy to the user and allow them to amend
it if needed. In order to enable this kind of interaction, we propose
a hybrid, user-centred approach where the user’s preferences are
elicited before their first interaction with the agent (e.g. through
survey instruments and tutorials), and where different learning
methods are introduced and explained so that the user can de-
velop a more accurate mental model of the CA’s motivations for
any subsequent interactions. This approach, centred on learning
and experimenting with different recommendation policies, offers
flexibility and encourages more frequent interactions. An exam-
ple interaction that features ethical personalisation is provided
in Table 3.

The relationship between the user and CA can evolve, and explic-
itly eliciting users’ consent and clarifying recommendation policies
offers a better fit to constantly changing capabilities of CAs.

4.4 Facilitating scrutinisation of results
Most studies centred on the explanation of agents’ actions rely on
visualisations techniques that summarise the inner-workings of
the agent [52, 54]. Voice-only interactions suffer from a broadband
limitation (non-persistent nature of speech) as providing too much
details to the user would induce cognitive overload and, conse-
quently, reduce the agent’s performance and usability. Drawing
from insights in both the XAI and IR community, we propose a
multi-modal approach to tackle this issue. A study by Alipour et al.
[2] experimented with different ways to explain an agent’s be-
haviour; either by displaying textual justifications for the agent’s
choices or by using heat-maps to highlight areas of interests. As a
solution to the constrained broadband of voice-only interactions,
a CA could propose to display additional information about its
decisions through ‘complementary’ channels. For example, the CA
could choose a nearby desktop computer or the user’s smartphone
to list potential alternatives and provide the reasoning behind their
selection, instead of vocally eliciting each option to the user. Table 4
provides an example of how a CA can assist user in scrutinising
the results.

In addition to the visual channel, in the example above, Speech
Synthesis Markup Language (SSML) can be used to add vocal em-
phasis to some results and effectively increase their prominence -
this approach has been demonstrated to be effective in the context
of voice-only interactions [10]. The selection of the channels and
methods of visualisation could be consented and pre-programmed
by the user during initial ‘familiarisation’ process, as described in
Section 4.3.

Overall, our four design suggestions advocated a non-anthropo-
morphic approach to trust calibration. Nonetheless, we admit that
in certain contexts, anthropomorphism such as using expressive
vocal features to convey information about CA’s attitude could be
helpful. For example, in English, breathiness can be used to indicate
high-priority utterances [50] or dissatisfaction [49]. While the cur-
rently available state-of-the-art speech synthesisers do not allow for
controlling breathiness of voice [51], in the future this feature could
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Table 4: Scrutinising results

Conversational prompts Results
Scrutinisation

1. User: Hello, I am flying for a conference to Helsinki
on the 20th of March. Find me a cheap flight.

2. CA: Hello Tom, sure here is a graph displaying
flights available on that day, based on price and travel time.
The highlighted two seem to be the best tradeoff between
price and travel time.

[Results shown on
a smartwatch screen]

3. User: Are you sure that there are no cheaper options?

4. CA: There em... may be cheaper options, but I don’t have access
to all service providers. You can check by contacting them.

[Introducing disfluencies
and syllable elongation
to indicate uncertainty ]

be used to indicate the involvement of the CA and concern with
user’s behaviour (e.g. indicating concern about repeated takeaway
orders illustrated in Table 2).

On the other hand, disfluencies and elongations (illustrated in
Table 4, line 4) can be used to signal CA’s uncertainty. Recent
research [45] shows that spontaneous (unscripted) audio data can
be used to synthesise voices that sound more authentic and better
capture the expressive characteristics of speech - this approach
offers new possibilities for CA voice design that are relevant to
trust calibration.

5 CONCLUSION
In this paper we have bridged insights from the HAI, XAI and IR
disciplines to highlight the importance of trust calibration and il-
lustrate the dangers of excessive trust and its implications for user
experience. We believe that by providing the user with more control
and agency, CA design could foster healthier user-agent relation-
ships. Edwards and Sanoubari [17] emphasised the importance of
trust in CAs research and called for its evaluation through the com-
bination of different, inter-disciplinary studies. This call becomes
increasingly more important, as the capabilities of CAs are evolving
to provide support with more complex tasks that can have finan-
cial implications for the users. While we have only proposed four
ways of calibrating trust to more appropriate levels, a continued
discussion about trust calibration is needed. The CUI community
should consider in what meaningful ways trust can be evaluated,
in particular focusing on the interplay between ethics and policy
making, to foster design of user-centred CAs that promote agency
and encourage a long-term use.
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