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Abstract 

Employees continue to be the weakest link in an organizational security ecosystem, exposing 
organizational assets through carelessness, malicious threats, or apathy towards security poli-
cies. Security-related decision making is a complex process that is driven by an individual’s risk 
perception, self-efficacy, and their propensity to accept risks. Existing behavioral security re-
search on user security behavior is rooted in models based on rational choice theory such as 
protection motivation theory and deterrence theory, both of which focus on using fear appeals 
and punishments to prompt desired security behavior. Recent research on human rationality 
suggests that security-related decision making is far more complex and nuanced, not a simple 
carrot-and-stick related process, and not necessarily grounded in rational reasoning. In reality, 
a combination of dispositional and situational factors is likely to interact to influence security 
decisions. In this paper we explore the role of one particular dispositional factor, individual 
risk acceptance vs. risk aversion. While not refuting the influence of other factors, we argue 
that this factor plays a key role in influencing security behaviors. We propose a model that 
depicts the impact of individual dispositional risk propensity and situational risk perception 
on employees’ security-related decisions. We believe this model will lay a foundation for de-
signing effective security compliance interventions.  
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1 Introduction 

Employees continue to make poor cybersecurity decisions, causing security breaches and exposing organiza-
tional data (Willison & Warkentin 2013; ITRC, 2015; Korolov, 2015); it is thus crucial to understand how 
humans make security decisions and how we can influence the process to improve their security behavior. 
There is significant disparity among individuals in terms of their vulnerability to security threats, and under-
standing this disparity may help organizations to mitigate risks based on their employee risk profile. They may, 
for example, tailor training based on individual risk propensity, govern data access and set monitoring programs 
based on risk profile, or assign employees appropriately.  Research has identified dispositional and situational 
risk factors.  Some individuals are inherently more prone to risk-taking than others (dispositional).  Other indi-
viduals take riskier decisions based on external factors (situational), such as peer pressure. Although the influ-
ence of dispositional factors on risk decisions has been studied in different contexts (see, for example, Lerner 
and Keltner (2000)), it has not been addressed extensively in the information security decision-making literature.  
Research has long shown the influence of individual dispositional factors, including the so-called “Big Five 
Factors” (extraversion, agreeableness, openness, conscientiousness, and neuroticism), on a range of attitudes 
and behaviors (McCrae and John, 1992). Such dispositional differences might explain why two individuals with 
exposure to the same situations (organizational environment, training, threat vectors, etc.) would react to secu-
rity threats differently. In this research, we focus on investigating whether risk tolerance or aversion constitutes 
a significant factor contributing towards information security behaviors. Disposition, situation, and experience 
all play a role in influencing security decision making; our goal is to understand their relative contributions to 
user security decisions.  
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The current theoretical approaches to understanding human security behavior are grounded in rational choice 
models of decision making. These theories assume that people are motivated to improve gains and avoid losses 
(e.g. from threats of punishment). For example, protection motivation theory (PMT) (Rogers, 1983) is based on 
classic risk analysis which postulates that the user’s actions are driven by a “cognitive mediating process” of 
assessing: (1) the perceived severity of the threat; (2) the perceived vulnerability to the threat; (3) perceptions 
of the utility of recommended response to the threat; and (4) the user’s self-efficacy in executing the behavior. 
Herath and Rao (2009b) used PMT to study the security behavior of employees in organizations and found that 
(a) threat perceptions about the severity of breaches and response perceptions of response efficacy, self-effi-
cacy, and response cost are likely to affect attitudes toward security policy; (b) organizational commitment and 
social influence have a significant impact on compliance intention; and (c) resource availability is a significant 
factor in enhancing self-efficacy, which in turn, is a significant predictor of policy compliance intention. These 
essential perceptions can be manipulated by communicating a fear appeal (Johnston & Warkentin 2010) to the 
employee, designed to enhance threat appraisal and coping appraisal factors mentioned above. However, the 
findings from numerous PMT-based studies have been inconsistent (Johnston et al. 2015). 

Deterrence theory is also grounded on rational choice theory, and suggests that humans base decisions on an 
examination of the consequences of their actions in terms of gains (pleasure) and losses (pain). By increasing 
the “pain” through the imposition of formal sanctions (punishment), the decision calculus is altered such that 
the potential offender recognizes the consequences of policy violation in the workplace (such as employment 
termination) and is deterred from forming the behavioral intention to engage in such transgressions. In the past 
two decades, a number of seminal studies have applied deterrence theory to explain IS behaviors such as com-
puter abuse (D’Arcy et al. 2009; Straub and Welke 1998; Harrington 1996), information security policy violations 
by employees (Siponen and Vance 2010; Willison and Warkentin 2013; Barlow, et al. 2013), internet usage policy 
violations (Ugrin et al. 2008), and illegal copying of software (Siponen et al. 2012). However, as with the appli-
cation of PMT to the focal phenomenon, the research results have been mixed (D’Arcy and Herath 2011). 

Several other studies have also shown that rationality may not adequately explain real-world decisions. Decision 
makers have repeatedly been shown to violate the tenets of expected utility in making risk decisions based on 
framing effects (Gilovich, Friffin, and Kahneman, 2002; Hastie and Dawes 2001; Kahneman and Tversky, 1979; 
and Tversky and Kahneman, 1981). Tversky and Kahneman (1981) also show that risk decisions are situational, 
something these models do not incorporate. Research has shown that individuals are risk-averse when dealing 
with gains, but are risk-seeking when faced with information regarding losses. Moreover, in the information 
security context, people are influenced by their social context and their reliance on their colleagues (Posey et al., 
2014). 

What is missing from much of the security literature is a consideration of individual differences. There are likely 
to be traits and dispositions that impact risk-related decision making, which should be investigated in the con-
text of information security. Warkentin et al. (2012) and Johnston et al. (2016) discuss the influence of personality 
traits in predicting intention to comply with security policies, and found them to influence individuals’ percep-
tions of threats and sanctions. Shropshire et al. (2015) evaluate the role of conscientiousness and agreeableness 
personality traits, and found that they partially explain the discrepancy between behavioral intention and actual 
behavior in the security context. Such research can provide insights into designing proper organizational 
measures that are contextualized to different individuals in the organization.  

Fundamentally, situational human risk behavior is influenced by individual perceptions of risk, which can be 
conceptualized as a rational (or irrational) assessment of the potential rewards for risky behavior vs. the potential 
costs.  It is essentially a balancing act: perceived rewards vs. uncertain costs. Risk taking increases as perceived 
likelihood and magnitude of loss decreases or the expected reward increases. It is clear that situational factors 
play a large part in the assessment of risk. For instance, individuals may engage in high-risk behavior in their 
recreational activities (e.g., skiing), yet be very conservative when making financial decisions. However, individ-
ual differences in risk tolerance and risk propensity play a role as well. That is, a person’s inherent propensity 
toward risky behavior may influence the risk calculus underlying risk perception and subsequent security be-
havior. Risk seekers are likely to have different perceptions of loss and reward than those who are risk-averse. 
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Individual risk behavior is complicated and the result of several interacting influences, including situational cues 
regarding rewards and threat, disposition to risk, and sensation-seeking behavior (Zuckerman et al., 1964, Zuck-
erman, 1974; Zuckerman and Kuhlman, 2000). We argue that information security behavior is influenced in 
part by individual differences in risk propensity. That is, a person’s tendency to engage in unsecure acts is due 
in part to a willingness to take risks. Rohrmann (2004) defines risk propensity as a general positive attitude 
toward taking recognized risks. In an information security context, risk propensity may well lead people to 
ignore or overlook security warnings and policies.  

In this paper, we present a blueprint of research that will examine the psychological disposition of individuals 
in terms of risk tolerance vs. risk aversion and the degree to which this balance will influence their security 
behaviors. Based on this fundamental premise we intend to study the: (1) impact of dispositional risk on com-
puter security behavior; and (2) amount of variance in risky behavior that can be attributed to dispositional vs. 
situational factors.  

 

We attempt to answer the following research questions: 

1. Does dispositional risk propensity influence security-related behaviors? 

2. Is the relationship between dispositional risk propensity and security behaviors mediated by situational 
factors? 

3. Does dispositional risk propensity affect secure behaviors over and above the effects of situational 
factors? 

4. Do prior outcomes influence risk perception? 

 

2 Research Model 

Our conceptual model extends the model of decision making presented by Sitkin and Weingart (1995), which 
incorporated both risk propensity and risk perception (Figure 1). Risk perception is the assessment of “the ex-
pected loss by an individual and the uncertainty associated with the event.” Risk propensity is defined as “an 
individual’s tendency to undertake risky behavior” (p. 12). They further note that risk propensity is an emergent 
trait that evolves from outcomes of previous decisions, and risk perceptions are also shaped by prior outcomes. 
Finally, they contend that framing can influence risk perception, and consider that as an antecedent to risk 
perception in their model. Sitkin and Weingart’s model is a more realistic view of risk decisions, and our research 
uses their model to more comprehensively model security-related decision making. 

 

 
Figure 1: Sitkin and Weingart’s Risk Decision Model 

Although risk propensity has been examined in several contexts (e.g., financial decision making, driving behav-
ior, health behavior), reliable measurement of the construct is problematic. Hatfield and Fernandes (2008) iden-
tified several problems with existing measures of risk propensity, including inferring propensity from self-re-
ports of risky behavior (circular logic), and the failure to distinguish risk propensity from risk perception (i.e., 
separating the willingness to engage in risky behavior from the perception that the behavior is risky). Other 
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research has equated risk propensity with sensation seeking, but represents a very narrow view of what is most 
likely a multi-dimensional construct. Rohrmann (2004) presented and validated a multi-dimensional measure 
of risk propensity that we will apply to the information security context. This measure assesses the motives 
behind valuing risk positively in addition to risk aversion and experience-seeking tendencies.  

In our model (Figure 2), a prior outcome is considered the outcome that a person has experienced in a similar 
situation; situations can include, ignoring the security policy, not installing software patches, or accidentally 
revealing passwords. Situational factors are context-dependent factors that influence risk perception, such as a 
tight deadline or work pressure, which may cause an individual to ignore security policies or distribute a secure 
password to other co-workers. It is important to note that our model does not include all the other factors that 
undeniably impact risky behaviors in an information security context. This is not to suggest that they are unim-
portant or insignificant. Our model seeks only to test the impact of risk propensity and situational factors. A 
comprehensive model of decision making in an information security context would include all influential fac-
tors, and our purpose here is to determine whether risk disposition and situational factors should be included 
in such a model. 

 

 
Figure 2: Conceptual Risk Decision Model 

2.1 Hypotheses 

The primary hypothesis is that risk perceptions are directly associated with secure behaviors. 

 

H1: As risk perception increases, so will secure behaviors. 

 

A key component of our research is to determine the impact of risk disposition in an individual’s risk perception 
and we articulate this hypothesis as H2, which is shown below. If a person is generally a risk taker, he/she will 
have a higher threshold for risky behavior resulting in riskier behavior (for instance, visiting unsafe web sites 
with higher chances of malware infections). 

 

H2: Risk disposition influences security risk perception, such that an individual with high propensity 
for risk (or “risk-seekers") is likely to perceive lower risk in any particular setting. 

 

Prior outcomes in similar situations influence a persons’ risk perception, such that if a person has engaged in 
prior risky behavior without negative consequences (e.g. driving at excessive speeds without experiencing an 
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accident), their perception of risk decreases in the same or similar contexts (which could increase the chances 
of driving at excessive speeds). Similarly, if a person opened an email attachment that contained malware in the 
past, he/she will have a higher perception of risk. Hence the following hypotheses: 

 

H3: Prior (positive or negative) outcomes from previous risk decisions in similar situations impacts 
the level of risk perception  

 

Situational factors also change the risk calculus of individuals, such that certain circumstances may increase or 
decrease tolerance of risk and risk-seeking. For instance, in a tight deadline a person would be more lax in 
security compared to under normal work conditions. 

 

H4: Situational factors influence levels of risk perception 

 

Note that situational factors include fear appeals, deterrence, and other proactive managerial interventions de-
signed to influence an individual’s intention to behave in a secure manner.  Johnston, et al. (2015) suggest that 
the rhetorical approach to designing such messages can be a key driver of the resulting behavioral intention.  
Consistent with Sitkin and Weingart (1995), Shropshire, et al. (2010) and Barlow, et al. (2013) showed that 
message framing can significantly influence information security behaviors. 

 

Situational factors and risk perception may also interact with each other to inform risk perception. 

 

H5: Situational factors interact with risk propensity to influence levels of risk perception 

 

2.2 Research Design 

To empirically test our research hypotheses, we propose an experimental design in which we: 1) measure indi-
vidual dispositional variables with established scales; 2) manipulate situational variables (such as levels of threat 
and sanctions (Johnston, et al. (2016)), and 3) hold other variables constant. This will enable us to measure 
associations with (or impacts on) the dependent variable, which will be compliance with information security 
policies. The proximal measure for this behavior will likely be the research subject’s stated security decisions 
within a scenario context. We will also assess the kinds of security behaviors they routinely engage in, using 
techniques proposed by Warkentin, Straub and Malimage (2012).   

 

For independent variables, we anticipate measuring prior outcomes (by asking subjects about their experiences 
with threats and responses (using measures established by Mutchler and Warkentin (2015)). We will also apply 
previously published and validated scales for dispositional factors such as personality traits and meta-traits 
(Johnston, et al. 2016) and dispositional risk aversion (Filbeck et al., 2005). We will study situational risk assess-
ment factors as manipulated within research scenarios. 

 

Using a combination of lab and field experiments, subjects will complete instruments to measure their disposi-
tional behavior traits and prior experience in risk decisions. Subsequently, they will be exposed to different 
situational scenarios to understand their security calculus (costs vs. rewards) and their risk perception. Subjects 
will also be educated on standard security guidelines during the lab session. Subsequent to the experiments, 
specific decision behaviors will be observed.  We will assess the impacts of these dispositional and situational 
factors (and their interaction) on a range of information security decision outcomes, based on various scenarios 
similar to Johnston, et al. (2015), such as password hygiene decisions, data backup decisions, physical security 
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decisions, encryption decisions, online activity decisions, and others, which will enable us to generalize to in-
formation security policy compliance overall, as well as general computer security hygiene. 

3 Implications for Research and Practice 

In devising interventions to reduce risk taking in the information security context, we must ground our work 
on an in-depth understanding of risk-taking behaviors and consequent non-compliance. As a discipline, we do 
not yet have that insight; empirical findings are required in order to advance the field in this respect. Further 
research is required so that we can formulate appropriate interventions that reduce risky information security 
behaviors. Jeffery (1989) argues that any intervention to reduce risk-taking behavior should meet three require-
ments: (1) benefits to the individual are substantial and virtually guaranteed; (2) the interval to realization of the 
benefit is short; and (3) the response cost of the behavior is low. Information security behavior, on the contrary 
is often costly in terms of effort with marginal benefits to the individual (as opposed to the organization) if any 
benefits are realized at all. This makes mitigation of risk taking in the security context particularly intractable, 
especially if we persist in the tried yet untested interventions currently deployed by organizational managers, 
namely one-size-fits-all information security training, augmented by persuasive messages (such as fear appeals) 
and official sanctions (punishments). We need a deeper understanding of why people decide to behave riskily, 
on an individual and societal level. Once we have this understanding, we can design interventions in a more 
nuanced and effective way. In the long run, this basic scientific understanding of the nature of human decision 
making in this context will also convey to organizational practice as the scientific results are translated into 
operational programs implemented within the organizational context. 

4 Conclusions and Future Work 

Grounded in the perspective that individuals often follow irrational decision processes, we suggest a variance 
model to explain information security decisions that incorporates human dispositional factors as well as situa-
tional factors as antecedents. A deeper understanding of user decision making in the context of information 
security behavior will enhance our ability to tailor specific interventions for different employees improving 
security compliance and effectiveness. The research is based on the human risk decision-making model pro-
posed by Sitkin and Weingart (1995); it incorporates the psychological risk propensity of individuals and their 
perceptions of risk based on situational factors. We seek to establish the theoretical foundations for an empirical 
research study to be conducted over the next year. We believe the research findings from our study will facilitate 
a richer, more granular application of organizational influence measures, ranging from personalized security 
training to customized persuasive messages that will prove to be more effective in encouraging improved em-
ployee security decisions. 
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