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Abstract—It sometimes seems that every IT user is a com-
batant, engaged in a battle with multitudes of hackers across
the globe. This battle is unevenly biased in favor of the hackers,
because people routinely act in ways that open doors for hackers,
thereby enabling their nefarious activities. If current approaches
to raising security awareness were working the hackers would
not be having as much success in attacking systems. It is time
to reconsider how we design, formulate and deliver security
awareness training. In this paper we propose using a technique
borrowed from the health arena, “Intervention Mapping,” to
target security awareness training more effectively. We detail
the different phases of the methodology and give an example to
show how it was applied to an SME. The purpose of this paper
is to open a discourse in the community about how we can arrive
at more effective awareness-raising endeavors.

I. INTRODUCTION

The era of ubiquitous connectivity has ushered in a brave
new world where people can access information about any
topic under the sun, and contact others at any location across
the globe within seconds. The speed at which this new
functionality has become available has left something of a void
with respect to security. Many computer owners do not know
how to secure their own, or their organization’s, information.
Even if they do know, they sometimes do not apply this
knowledge effectively [58]. The reality is that many computer
users are not resilient enough to spot or resist attacks, a
situation we will refer to as a cyber-defense deficit.

This deficit has, unfortunately, been exploited by unscrupu-
lous hackers, as evidenced by multiple attacks carried out daily
on the unwitting and unwary across the globe. Organizations
are clearly aware of the cyber-defense deficit, even if they
don’t refer to it by this name. The Ernst and Young 2016/17
Global Security Survey [36] reports that 73% of organizations
are concerned about a poor level of awareness amongst their
employees. The ISO 17799 standard [52] flags security educa-
tion as one of the key aspects to be addressed to maximize the
security of an organization’s systems and information. Failure
to address the cyber-defense deficit will inevitably lead to
fiduciary loss and reputational damage [18], [57], [50].

Organizations tend to attribute the weakness in their de-
fenses to a knowledge gap [4], [49]. The obvious way to
bridge a gap is to deliver training to ensure that the requisite

knowledge is provided [14], [92]. However, training, while
essential, is not guaranteed to be 100% efficacious.

There are three dimensions that influence the effectiveness
of security awareness training:

1) Design: deciding which (in)security issues to address,
2) Formulate: formulating the training: deciding how to

frame and present the material, and
3) Deliver: deciding on a delivery mechanism.

There is surprisingly little agreement about the first aspect,
as Section II-A will show. With respect to the third, there
is little to quibble about — this often has more to do with
budgetary and resource constraints within organizations than
anything else. On the other hand, there is a uniformity with
respect to the second (Section II-B) that might be contributing
to the existence and intractability of the cyber-defense deficit
(Section II-D). As a community, we need to seek out and
design more effective awareness-raising formulations.

In this paper we propose a new methodology for maximiz-
ing the effectiveness of security awareness training (Section
III), focusing here specifically on formulating the delivery
of the material. Sections IV and V detail firstly applications
of intervention mapping in other areas, then an information
security application for an SME. Section VI reflects on the
applicability of the new approach and Section VII concludes.

II. RELATED RESEARCH

A. Designing Training

Those designing security training within organizations often
find it difficult to know which particular areas to include in
the training. The employees attending the training generally
have urgent tasks to return to, and it is easy to bore them
or lose their attention if the training continues for too long.
The person formulating the training is thus left with the task
of choosing the most important topics to present. Essentially,
they have to strike a balance between comprehensiveness and
efficiency.

The ISO 17799 standard [52] does not provide much
guidance with respect to what particular kinds of training
ought to be delivered. They talk about addressing “security
requirements, responsibilities and business controls and the
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correct use of information.” The generic nature of this list
is perhaps due to the age of the standard and the speed
with which attack vectors are changing and developing. Other
publications also speak about security awareness in general
terms, not being too specific about what ought to be included
[80], [54]. It is probably unrealistic to expect any public body
to be specific about what ought to be included in security
awareness training, because experts agree that training should
be tailored to the needs of the particular organization [34].

A number of academics are actively engaged in security
awareness research, and attempt to guide awareness endeavors
[23], [24], [55], [100]. For example, Vroom and Von Solms
[100] make the case for security training and propose training
on two fronts: (1) general practices, and (2) role-specific
security. They then review the components of each of those,
but do not explain how they decided to choose the particular
components to include in the two broad categories. NIST [101]
provides a list of topics to be covered, as do [66], [8]. Its lists
are comprehensive, but are out of date now because of the
speed of change in the cyber threat field. The more sedate
march of research publication probably condemns them to
being out of date as soon as they appear.

B. Formulating the Message

Having decided on topics to include in training, those de-
livering awareness training then have to formulate the training
so as to deliver the material in the most effective way.

Ferrara [39] poses commandments of security awareness
training, including the follows (1) serve small bites, (2)
reinforce lessons, (3) train in context, (4) vary the message, (5)
give immediate feedback, (6) tell a story, (7) make them think,
(8) let them set the pace, (9) Offer conceptual and procedural
knowledge.

Valentine [96] also advocates making training meaningful
and advises making the awareness training scenario-based.
He argues for a data-focused approach, moving away from
a “Security Basics” model to offer specialized training that
meets the organization’s needs. He says training should aim
to help end users to understand attack vectors and to explain
how to respond if they feel they are being targeted by a hacker.

Albrechtsen and Hovden [5] also found that a participative
approach was more likely to deliver behavioral change than
traditional delivery of material via presentations, posters and
emails.

These are all excellent guidelines for pure knowledge trans-
fer, following sound educational principles [27]. Yet they stop
short of explaining how to counter existing biases people might
have [37], or how to counteract change resistance [61].

C. Delivering the Training

Awareness training can happen either before, during or after
people carry out security-related actions.

“Before” training can be delivered in a number of ways.
The most time consuming of these is face-to-face training. It
does have some undeniable benefits. Having a trainer there in
person affords trainees the opportunity to ask questions and to

establish a connection with the instructor, which might ease
subsequent interactions when they have follow-up queries.

A cheaper alternative is the use of web-based modules [44],
with quizzes at the end to ensure that people are paying
attention to the content. Shaw et al. [87] report that online
training can be even better than face face training if the media
is rich enough. However, this kind of training can only be
applied to a small number of contexts, where it can indeed be
very helpful [82]. It is expensive to develop, though, especially
if tailored to a particular organization’s needs.

A very poor and ineffective delivery mechanism is the
use of paper-based handouts, often provided to new staff
on the day they commence employment. Companies usually
require employees to sign an undertaking that they have read
the handouts. This gives an illusion that training has been
delivered but does not actually ensure that the new employees
understand the security culture of the organization [86] or have
the efficacy to apply required security procedures.

“During” training is delivered as and when people are
carrying out an action. For example, by providing dynamic
strength feedback as and when passwords are provided [20],
[31]. Other examples are the use of pop-ups and warnings as
and when people carry out security-related actions [3]. There
is little agreement, at present, as to the impact of these kinds
of measures, with some researchers reporting positive effects
[95] and others finding no impact at all [98], [88].

“After” training is delivered post-behavior. A number of
researchers [53], [68], [91], [29] exploit something they call
a teachable moment to teach people not to fall for Phishing
messages. The organization sends fake Phishing messages to
employees. If they fall for the Phish they are directed to a
website explaining what they did wrong. It is particularly
applicable to Phishing but not perhaps as easily applied to
other contexts. These kinds of exercises are becoming popular
in industry [38], [79]. This training is expensive, and could be
considered unethical because it involves the use of deception.

The training we are focusing on in this paper is the “before”
variety, perhaps more of a pure awareness approach than the
“during” and “after” approaches, which could be considered
to be nudges and teaching-moment approaches, respectively,
as opposed to pure awareness training.

D. Behavioral Approach

Reports of successful hacks appear daily [33], [85], [78],
[59]. Many attacks succeed because the hackers manage to
dupe people into following a link in a Phishing email, or trick
them into installing malware, or because they generally do
something inadvisable, thereby allowing the hackers to gain
access to an organization’s systems. This still happens despite
the huge efforts that go into security awareness training.

The latest wave of ransomware attacks attest to the fact that
awareness efforts are not yet making their mark. It is time
to find new ways of reducing the cyber-defense deficit and
making employees more resilient. While current awareness-
raising efforts do deliver some benefit [35], [67], a pure
knowledge and/or skill dissemination approach is insufficient.
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One of the reasons might be that organizations are unre-
alistic about what people will do with the information the
awareness-raising training delivers. Many approaches assume
that people simply need the requisite knowledge: that the
knowledge gap needs to be bridged in order to improve
resilience. The core assumption is that, having been apprised
of the correct actions to take, employees will proceed to act
as required.

For example, Furnell and Clarke [43] say “the fact that
incidents remain all too frequent is indicative of users not
having understood their part in the security culture” (p. 70).
Yet knowledge, on its own, does not guarantee compliance or
behavior change [6], [9].

Other authors model compliance using rationality-based
models [51], [84] and also assume that people will maximize
utility when making security decisions. Recent publications
question the assumption of rationality, at least in terms of
security behaviors [46]. Moreover, other fields have reported
that knowledge, by itself, has little impact on behavior [40],
[47], [58]. In particular, Pooley and O’Conner explain that
attitudes, emotions and beliefs have to be acknowledged and
targetted too [81].

Hence it becomes important to present awareness training
in such a way that acknowledges that it needs to be more
than a knowledge-transfer exercise. It should present the
information as effectively as possible. By “effective” we mean
delivering the information in such a way as to get past people’s
biases and resistance so that they accept and implement the
practices the training is advocating. In essence, the training
has to be informed by behavioral science research to maximize
effectiveness.

The need to acknowledge and design awareness training
with full cognisance of the behavioral aspects thereof is an
issue that a number of researchers have highlighted [41],
[89], [21], [83], [94], [25]. They stop short of proposing how
this ought to be done though, something we address in the
following section.

E. Summary

In conclusion, we need to move beyond the concept of
a pure knowledge gap. To consider human behavior to be
entirely predicated on availability of knowledge is to ignore
“the rich mixture of cultural practices, social interactions,
and human feelings that influence the behavior of individuals,
social groups and institutions” [90, p. 2]. A more realistic
knowledge & behavioral gap needs to be acknowledged if we
are going to address the cyber-defense deficit.

III. INTERVENTION MAPPING

To address the knowledge & behavioral gap we have
to acknowledge and design to accommodate the underlying
behavioral antecedents of insecure behaviors. The training
should be tailored specifically to ameliorate the behavioral
determinants. Bridging the knowledge gap, on its own, is
clearly not going to guarantee a change in behaviors unless the
delivery mechanism also addresses the behavioral antecedents.

One way of looking at security awareness training is that we
are essentially formulating an intervention to change behavior.
In so doing we grapple with issues similar to those experienced
by health practitioners. They, too, confront unhealthy behav-
iors that persist in the face of strong evidence related to their
harmful consequences.

Information security researchers often benefit from the
findings and practices of older, more established, disciplines.
Health researchers propose and utilize an approach called
intervention mapping [76] to formulate more effective ways
of persuading people to change their health-related behaviors.
We believe this approach is worth trialling in the information
security domain too.

A number of different approaches to intervention mapping
were consulted in order to tailor the process to the informa-
tion security context [11], [62], [63], [64], [26], [7], [97].
Michie and Johnston [76] propose a two step process, whereas
Bartholomew and Mullen [11] propose a four step process.
Kok et al. [62] augments the previous plan with two extra
steps, a plan for implementation and evaluation. The latter
approach has been embraced by other researchers [64], [26],
[7]. Table I presents an overview of the different proposed
approaches.

Stage [11] [62],
[64],
[26],
[7]

[76]

Problem behaviors (Graphical)
Desired behaviors (Graphical)
Mechanisms of Change
Map Interventions to Mechanisms of
Change
Implementation & Evaluation Plan

TABLE I
INTERVENTION MAPPING STAGES

A. Applying Intervention Mapping to Information Security
Awareness Raising

Figure 1 is a graphical depiction of the process we have
derived from the approaches summarized in Table I to tailor
it to the information security context. We describe the phases
below.

1. Enumerate Insecurities Organizations identify the se-
curity issues they are experiencing that are related to employee
behaviors. The activity can be described as a mapping from:
Insecurity → Problem Behaviors

2. Identify Underlying Problem behavior The secu-
rity issue is mapped to a particular human behavior that
needs to be nudged in a positive direction. The activity can
be described as a mapping from: Security Issues →
Problem Behaviors

3. Map Antecedents of Behaviors The antecedent of the
problem behavior is identified using two sources. The first, and
most important, is to speak to the people who will receive the
training and to ask them about the problems they face with
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respect to the problem behavior. This should help us to iden-
tify organization-specific barriers. The second source is the
research literature. The activity can be described as a mapping
from: Problem Behaviors → Antecedents.

4. Identify Behavioral Change Mechanism The an-
tecedent is mapped directly to Mechanisms for behavioral
Change. The activity can be described as a mapping from:
Antecedent → Change Mechanism

5. Identify Desired behavior The problem behavior is
mapped directly to changed (desired) behaviors. The activity
can be described as a mapping from: Problem Behaviors
→ Desired Behaviors

6. Design Interventions Interventions are proposed that
are formulated to change behaviors, in a way that exploits
known change mechanisms. The activity can be described
as a mapping from: Desired behavior + Change
Mechanism → Interventions and is essentially the
deliverable of this process: the security awareness training

B. Behavioral Change

It is extremely hard to change behavior [22], [69]. A change
to complex behaviors, like most security behaviors, necessarily
requires an understanding of the barriers that exist for the
activity to change. Because of this, information campaigns are
unlikely to bring about any meaningful change unless they
address the barriers [75]. Naı̈ve carrot or stick approaches
are also unlikely to make an impact and may indeed lead to
unintended negative side effects [19], [70], [71].

The field of behavioral economics has led to a popularisa-
tion of techniques for steering people towards wiser choices
[93], [48]. The psychology literature also documents a range
of phenomena where people’s behavior can be changed by
surprisingly small and inexpensive interventions [12], [28].
A comprehensive discussion of the range of techniques is
infeasible here, but we can mention one or two examples of
techniques that seem particularly applicable in this context.

One strong effect is that humans are loss averse and prefer
maintaining the status quo i.e their existing behavior. If we
market a non-change as a loss this might make them consider
switching [56], [16].

Another example is that when a sense of urgency is invoked
people do not think decisions through as clearly [30]. This
propensity is exploited by Phishers, but we can also exploit
this effect by eliciting a sense of urgency when we market a
behavioral change.

However, the reality is that if we want to change behaviors
we ought to focus first on identifying barriers to change [74].
Having identified these, the best way to change behavior is to
give people the resources to overcome said barriers.

One of the most prevalent barriers is that people lack
efficacy to make and sustain a new behavior. It is of utmost
importance, when we “sell” a new security behavior, that we
ensure that people can perform the behavior well enough for
them to experience a feeling of self efficacy in so doing [10].

C. Example

To explain how this approach would work, consider the
following example:

1. Insecurity: The organization is concerned about hackers
being able to gain access to their systems by guessing pass-
words.

2. Underlying Problem Behavior Weak password choice
by employees

3. Antecedents of Behaviors: This is a hypothetical exam-
ple so we cannot consult actual employees. However, based
on the extensive literature on this subject, we can pinpoint
the antecedents with some confidence. The antecedents are
twofold. The first is that the organization forces people to
change passwords monthly, meaning that password strength
effectively reduces each month. The second antecedent is well
known: human memory is limited and fallible. People are
humanly unable to memorize multiple strong passwords. They
know they will forget their passwords and be locked out of
their accounts so they choose passwords that are easier to
remember, and probably “weak” [1].

4. Behavioral Change Mechanism: Telling people to
choose stronger passwords is unlikely to work nor will ex-
plaining what strong passwords look like. They have probably
heard it all before. Unless we can persuade the IT department
that their password change policy is actually misguided [15],
[77], we have to identify a mechanism that ameliorates the
antecedent: the memory issue. This is the barrier that no
amount of admonition will eradicate, and until it is dealt
with it is unlikely that people will improve their password
choices. One way of removing the barrier is to promote the
use of password managers. We could ask the organization’s IT
department to approve one for use in the organization. This
effectively removes the behavioral antecedent.

5. Desired behavior: People choosing stronger passwords.
6. Intervention: Introduce an approved password manager.

Sell it as a labor saving tool. Show people how it works and
help them to install and use it. Offer short term assistance
and support for installation and use. Offering assistance in the
short term introduces a sense of urgency and will make them
less likely to put off installing the tool. Activate loss aversion
in two ways: (1) Offer them the tool cost free for a limited
period, (2) offer technical assistance in the short term to help
them with initial hurdles.

D. Summary

The usual awareness training, where a pure knowledge gap
is assumed, will provide explanations of how to choose strong
passwords. The trainer might also explain the consequences of
weak passwords. This does not remove the barriers: it does not
address the antecedents of the insecure behavior. So, while it
might address the behavioral gap, it fails to effect a widespread
change across the organization.

The Intervention Mapping approach proposes bringing some
rigor into security awareness training. If this process is fol-
lowed we ensure that (1) the actual problem behavior is
targeted, (2) an intervention focuses on moving the employee
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Fig. 1. Research Phases

towards an identified and articulated desired behavior, (3)
the barriers to the desired behavior are acknowledged, and
(4) formulation is informed by the insights from behavioral
science research.

Any behavioral change intervention has to acknowledge
the complexity and intractability of human behavior. With
this approach we propose maximizing the effectiveness of
interventions, even while we accept that there is no perfect
mechanism to effect reliable and universal change.

IV. APPLICATIONS IN OTHER DISCIPLINES

Kok et al. [65] provide an excellent review of a number of
applications of intervention mapping. We mention three here.

Van Oostrom et al. [97] describe a successul application
of intervention mapping in order to address the problems
related to employees with stress-related mental disorders. The
authors explain that, before the intervention, there had been
no uniformity in applying work adaptation for employees
returning to work after stress-related absences. In reflecting
on the success of their intervention, they considered the
involvement of various stakeholders throughout the process
to be key. They also consider the fact that the approach closes
the gap between scientific evidence and daily practice to be
a particular strength, which makes it particularly helpful in
addressing human-related issues.

Brug et al. [17] propose an intervention mapping approach
to improving nutrition and physical activity. They point out
that without this kind of approach, it is all too easy to apply
interventions that have not been proven to be efficacious: they
“lack a strong empirical foundation.” They urge practitioners
to use intervention mapping to ensure that genuine theories

are used to promote nutrition and physical activity behavior
change, rather than continuing with traditional approaches.

McEachen et al. [72] applied intervention mapping to help
employees to be more active. They considered the methodol-
ogy useful in informing the development of a theory-based
intervention. A subsequent paper reported on the outcome
of their intervention [73]. They report mixed results. Their
intervention did not increase physical activity but it did
significantly reduce systolic blood pressure resting heart rate
compared to control. This suggests that the approach probably
needs refining, and evidence from applications thereof can be
used to feed into this refinement and improvement process.

V. APPLICATION OF INTERVENTION MAPPING IN
INFORMATION SECURITY

We carried out a intervention mapping investigation to
help a local SME in Mississippi to target insecure employee
behaviors. The investigation proceeded as follows:

Identify Insecurities:

An interview with the Information Security Officer revealed
that she considered the main problems to be Phishing and
Vishing messages, weak passwords, and insecure management
of USB drives of unknown provenance.

Problem Behaviors:

The particular behaviors were (1) clicking on links in
emails, opening email attachments, (2) using weak passwords
and (3) trusting USB drives.
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Antecedents:
We published an anonymous survey and asked people about

the barriers that got in the way of their behaving securely with
respect to the above-mentioned behaviors.

Phishing messages: Barriers fell into three groups: (1)
those with a blame-worthy dimension (laziness, gullibility); (2)
those attributed to an understandable human-related fallibility
(not paying attention, not being careful enough, dealing with
emails in haste or when fatigued, heavy workload) and (3)
those where the respondent demonstrated empathy for the
person who fell for the Phish (they were deceived, the email
was expected or appeared to be from a known respondent, the
email induced a fear response, they were curious).

Vishing messages: the respondents were not as judgemental
in their responses here. Most suggested that people who fell for
these were probably deceived because the caller had personal
information about them, or because they felt they could trust
a person who took the trouble to phone them. Some felt that
there was a need to raise awareness to prevent people being
deceived.

Choosing strong passwords: Some blame-worthy reasons,
such as laziness and stupidity, were mentioned. However, most
respondents pointed to the fact that people have too many
passwords and simply cannot remember them all. A prior
forgetting experience was deemed likely to change password
behavior for the worse because the person did not want to
repeat the experience.

Plugging in USB drives: Here three main explanations
were mentioned: (1) curiosity, (2) an intention to return the
drive to its rightful owner, and (3) people wanting to keep
the drive for their own use. Only two cited ignorance of the
company’s policy in this respect.

Desired Behaviors:
The desired behaviors are for people to (1) detect Phishing

and Vishing messages, (2) be wary of unknown USB drives,
and (3) choose stronger passwords.

Change Mechanisms:
It is clear from the previous section that training and aware-

ness drives are unlikely to make much of a difference. Many of
the barriers are related to human nature, which is not changed
by training. The responses with blame-worthy undertones are
unhelpful. Pointing fingers merely makes people defensive: it
does not lead to changed behaviors. Hence we identify more
creative interventions that are designed specifically to remove
the genuine barriers identified in the survey.

Interventions:
Resisting Phishing & Vishing: In this case an ounce of

prevention is better than a pound of cure. People who are
deceived do not deliberately fall for the lure. Improving aware-
ness, while essential, is insufficient. Moreover, Phishing is an
issue that organizations across the globe grapple with. There
is no simple intervention that will prevent all Phishing attacks
from succeeding. Three interventions are thus suggested:

(1) Regular awareness drives ought to be conducted — in
the long run this is probably the best defense.

(2) It seems worth attempting to change the culture of
dealing with emails after hours, or when fatigued. In France,
for example, it is against the law for employees to deal with
email after hours1. This ensures that people take sufficient time
away from email to rest, and makes it more likely that they
will be able to pay more attention to individual emails.

(3) The use of technical measures can bolster security. As
soon as a Phish attack is identified a block should be put
on that site so that any subsequent clicks by employees are
blocked.

Choosing stronger passwords: Because the primary barrier
is the limit of human memory and difficulty in coping with
too many passwords, it is pointless to keep “educating”
people about the need for stronger passwords. This does not
remove the barriers and will fail to make any difference. The
intervention has to address the barrier. The best way to do this
is to promote the use of a password manager, as suggested in
the previous section. The company could investigate these and
assist employees with installation and initial adoption. This
effectively neutralizes the memorability issue and there is no
longer any barrier to strong passwords.

Not plugging in USB drives: The reasons cited here will
not be changed by warning people about the potential conse-
quences of this behavior. One cannot deactivate helpfulness,
avarice or curiosity with admonitions.

One possible way to protect the company’s systems is to
provide a safe place for people to look at a USB they discover.
One way would be to make available a basic computer that
is not connected to the Internet or to the company network
(with no access password). This computer should be available
in a public place such as a common room; with a read-only
hard drive, and be configured to scan any USB that is plugged
in. People could plug in the hard drive and ascertain who the
owner is, in order to return it. They could also reformat it if
they want to keep it for themselves. If it does contain malware
the scanner ought to be able to detect this, and the drive can
be reformatted automatically. Now, all that has to be done
is for people to be told to test any drives they find on this
machine, rather than on their own. Offering people a safe way
of satisfying their curiosity, avarice and desire to be helpful is
much cheaper than dealing with the consequences of malware
inadvertently being installed on the company’s systems.

VI. REFLECTION

There is a school of thought that says we cannot train
users to be secure and that security ought to be addressed
by technical measures: that we ought to quit trying to get
end-users to behave more securely [2], [13]. These authors
have also alluded to the futility of security awareness training,
arguing for a purely technically-focused approach to cyber
defense.

1http://fortune.com/2017/01/01/french-right-to-disconnect-law/
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Discarding training altogether is not an option for orga-
nizations, at least not those in developed countries. These
organizations undergo yearly mandated security audits and
have to show that they have security policies and also that
they deliver regular security awareness training to apprise
employees of correct security behaviors. Training is generally
considered to be indispensable but we agree with [2], [13] that
technical measures ought to be as sophisticated as possible so
that the burden on the end user can be minimized.

The other drastic option is to avoid the use of computers al-
together. After the NSA leaks it was reported that the Russian
Intelligence service was switching to the use of typewriters
[32]. After a recent hotel ransomware attack, Ghosal reports
that the hotels in question are contemplating returning to
traditional locks with hardware keys [45]. It is hard to imagine
that many organizations have the flexibility or resources to
abandon their IT systems altogether so this, too, is not really
a feasible option.

Given that these two extreme options are unlikely to be
feasible, what we should do, as some researchers have pro-
posed, is to combine approaches, addressing both technical,
governance and user aspects of security [99]. Khonji et al.
[60] suggest a two-pronged approach, as do [23]. The first
prong is user training, and the second technical measures such
as automated detection. The latter includes blacklists, machine
learning and visual similarity detection. Frauenstein and Von
Solms [42] propose combining human, organizational and
technical measures. The first includes awareness and training,
the second policies and procedures and the last one includes
automated measures to detect phish.

Such a multi-pronged approach is clearly superior to any
approach that relies solely on either shoring up technical
measures or human training. The proposal we presented in
this paper still has a role to play in reducing the cyber-defense
deficit, but we do not claim this to be sufficient in reducing
the deficit. The one thing we cannot do is to rely solely on
security awareness training, even if we make it as effective as
it can be.

Kok et al. [65] explain that the intervention mapping
methodology guarantees that: (1) interventions are grounded
on empirical evidence and theory; (2) the intervention is
linked to both the theory and the identified issues; (3) the
stakeholders identify the issues to be addressed; (4) the inter-
vention is properly targeted; and (5) the methodology ensures
that intervention implementation issues are contemplated and
accommodated throughout the design of the intervention.

VII. CONCLUSION

In this paper we have explained why security awareness
training is required. We reviewed the research literature on
training, in terms of design, formulation and delivery of the
training. We highlighted the fact that the training might fail
because it is not formulated to address behavioral aspects. We
proposed a different approach, designed to target specific be-
haviors, and to exploit known behavioral change mechanisms.
We illustrated the application thereof with an example. We

present this proposal to open a discourse in the community so
that we can move towards more effective awareness training.
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