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Abstract: Transporting green hydrogen by existing natural gas networks has become a practical
means to accommodate curtailed wind and solar power. Restricted by pipe materials and pressure
levels, there is an upper limit on the hydrogen blending ratio of hydrogen-enriched compressed
natural gas (HCNG) that can be transported by natural gas pipelines, which affects whether the
natural gas network can supply energy safely and reliably. To this end, this paper investigates the
effects of the intermittent and fluctuating green hydrogen produced by different types of renewable
energy on the dynamic distribution of hydrogen concentration after it is blended into natural gas
pipelines. Based on the isothermal steady-state simulation results of the natural gas network, two
convection–diffusion models for the dynamic simulation of hydrogen injections are proposed. Finally,
the dynamic changes of hydrogen concentration in the pipelines under scenarios of multiple green
hydrogen types and multiple injection nodes are simulated on a seven-node natural gas network. The
simulation results indicate that, compared with the solar-power-dominated hydrogen production-
blending scenario, the hydrogen concentrations in the natural gas pipelines are more uniformly
distributed in the wind-power-dominated scenario and the solar–wind power balance scenario. To
be specific, in the solar-power-dominated scenario, the hydrogen concentration exceeds the limit
for more time whilst the overall hydrogen production is low, and the local hydrogen concentration
in the natural gas network exceeds the limit for nearly 50% of the time in a day. By comparison, in
the wind-power-dominated scenario, all pipelines can work under safe conditions. The hydrogen
concentration overrun time in the solar–wind power balance scenario is also improved compared
with the solar-power-dominated scenario, and the limit-exceeding time of the hydrogen concentration
in Pipe 5 and Pipe 6 is reduced to 91.24% and 91.99% of the solar-power-dominated scenario. This
work can help verify the day-ahead scheduling strategy of the electricity-HCNG integrated energy
system (IES) and provide a reference for the design of local hydrogen production-blending systems.

Keywords: hydrogen-enriched compressed natural gas (HCNG); natural gas network; dynamic
simulation; hydrogen concentration; convection–diffusion equation; renewable energy hydrogen
production; scenario analysis

1. Introduction

Injecting hydrogen into the natural gas pipeline network can make full use of the
existing natural gas infrastructure to achieve long-distance, large-scale transportation and
the utilization of hydrogen energy [1,2]. It is widely believed that after a certain degree of
hydrogen resistance transformation, or even without any modification, existing natural gas
pipelines can withstand the transportation of hydrogen-enriched compressed natural gas
(HCNG) within a certain level of hydrogen blending ratio [3]. Certainly, the upper limit of
the hydrogen blending ratio is determined by actual conditions.
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In terms of hydrogen production methods, the current mainstream one in the world is
still the production of gray hydrogen by fossil fuels such as coal and natural gas. Addi-
tionally, blue hydrogen, a relatively clean type of hydrogen, can be obtained if adopting
the CCUS technology [4]. Nevertheless, to achieve the social targets of promoting high
proportional renewable energy and carbon emission reduction, producing green hydrogen
by renewable energy will become a crucial approach to utilizing secondary energy in the
future [5]. However, the renewable energy output is significantly intermittent and fluctuat-
ing. If the hydrogen produced by water electrolysis with the surplus electricity generated
by the renewable energy is directly injected into the natural gas network, the hydrogen
concentration in the natural gas network will also show substantial uncertainty. The oper-
ating condition of pipelines is closely related to the hydrogen concentration. Hence, if the
hydrogen concentration of HCNG in the pipeline exceeds the permitted limit for a long
time and at a high frequency, it might lead to problems like serious gas leakage, hydrogen
embrittlement, and even explosion, posing threats to the reliability of the system’s energy
supply as well as the safety of the surroundings.

There are distinctive differences in physicochemical properties between hydrogen
and natural gas, so blending hydrogen into natural gas has implications for the operating
condition of natural gas pipelines. Broad engineering experiments and simulation studies
have been carried out worldwide to explore the influence of hydrogen blending on the
natural gas infrastructure and its potential safety risks. Several representative international
HCNG demonstration projects are presented in Figure 1 [6], in which the horizontal axis
represents time, and the histogram height represents the upper limit of the allowable
hydrogen blending ratio (in volume fraction) in these projects. It can be seen that the value
of hydrogen blending ratio ranges from 2% to 50%, and there are also projects for pure
hydrogen. As shown in Figure 1, the European Union conducted a demonstration project
named NaturalHy in 2004 which studied the conditions of blending hydrogen into the
natural gas network without affecting the integrity, safety, and combustion properties of
the natural gas network. After that, countries including the Netherlands, France, the UK,
and China carried out demonstration projects and trials targeting different links of the
HCNG supply chain and studied the maturity, reliability, and stability of HCNG-related
technologies [7–11].
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Those demonstration projects mentioned above are preparing the standard-setting and
popularization of HCNG technology throughout society. Meanwhile, scholars in different
countries have carried out modeling and simulating investigations aimed at the HCNG
network and other core equipment, including the establishment of simulation models and
methods, a power flow analysis with the help of professional software such as ANSYS
Fluent, SPS, Pipeline Studio and so forth, conducting experiments in real environments, and
so on. For natural gas pipelines with multiple hydrogen blending nodes, Ref. [12] proposed
a calculating method for the transient gas flow of HCNG to trace gas component changes.
This method verified the inaccuracy of the traditional steady-state method and revealed
the degradation effect of hydrogen blending on the line-pack capacity of natural gas
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pipelines. Ref. [13] investigated the steady-state gas flow distribution in the low-pressure
natural gas distribution network under the condition of constant hydrogen injection, and
the simulation results indicated that the selection of the hydrogen blending nodes had
a distinctive impact on the distribution of the hydrogen component in pipelines and
determined whether it would exceed the limit. Using the COMSOL Multiphysics software,
Ref. [14] performed steady-state and transient simulations on a single natural gas pipeline
and a three-node loop network successively under the condition of constant hydrogen
injection. This work revealed the potential risks of hydrogen blending to the embrittlement
of the pipeline’s material from the angle of a steady-state pressure drop and transient-
state pressure fluctuation network. The authors of Ref. [15] proposed a mathematical
optimization framework for modeling and evaluating the conditions of hydrogen blending
into the existing natural gas network without any modification. The optimizing content
includes minimizing the consumption of compressor fuel, maximizing hydrogen blending
amount and transportation capacity, as well as finding the greatest degree of transportation
pressure increase. In Ref. [16], the effects of different hydrogen blending ratios on the
pressure, flow rate, and transportation loss of the natural gas network were compared.
The simulation results showed that the upstream hydrogen injection was better than the
downstream hydrogen injection of the pipeline network and centralized hydrogen blending
performed better than distributed hydrogen blending.

When the blended hydrogen is green hydrogen produced by renewable energy, the
intermittency and fluctuation of the renewable energy will pass down to the natural gas
network. For example, a PV power station reaches its power generation peak at noon
and does not generate any at night. Wind power has the typical characteristics of daily
fluctuation and seasonal fluctuation. Even the controllable hydropower with relatively
stable working conditions has dry seasons and wet periods. The simulation results in
Ref. [17] indicated that blending the hydrogen produced by surplus wind power into
the natural gas network from multiple nodes might lead to the hydrogen concentration
exceeding the upper limit. Therefore, it is necessary to conduct gas and power system
modeling and simulation before carrying out practical hydrogen blending. Ref. [18] studied
the influence of blending green gases, including hydrogen, into natural gas pipelines on
the qualities of gases, including parameters like Wobbe index, gas gravity, and higher
heating value; it also evaluated the maximum amount of hydrogen blending in each node.
Certainly, energy storage technologies will hopefully help to alleviate the above problems.
In terms of hydrogen storage, technologies such as pressurized storage vessels [19], metal
hydride [20], and underground hydrogen storage (UHS) [21] can realize the decoupling
of hydrogen production and utilization on different time scales. In particular, affected
by complex geological conditions, hydrogen in UHS will be converted into methane and
hydrogen sulfide under bacterial catalysis [22]. If the gas stored in UHS is injected into the
natural gas network, the gas composition in the pipelines will be more complicated.

In addition to the above simulation studies, some scholars investigated the designing
of hydrogen blending schemes as well as the evaluation of related economic and environ-
mental benefits from the planning, operation, and techno-economic analysis of hydrogen
penetrated energy systems. Regarding the planning and operation of the electricity–gas
integrated energy system (IES) with hydrogen injection, Ref. [23] put forward a calculating
method of probabilistic multi-energy flow analysis that considered the uncertainty, reduc-
ing the computation time while guaranteeing the computation accuracy at the same time.
To make use of Ireland’s surplus wind power, Ref. [24] established a wind–hydrogen system
that contained hydrogen production by water electrolysis, hydrogen compression, tube trailer
transportation to hydrogen blending nodes, etc., and studied the equipment configuration
and techno-economic analysis of this system. The result indicated that 76% of wind farms
with a capacity higher than 1 MW were located within 100 km around the hydrogen blending
nodes. To reduce carbon dioxide emission, authors of Ref. [25] investigated the economy
and reliability of using hydrogen as the alternative fuel in places with coal as their main fuel.
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Thereby, a mixed integer linear programming model for the regional natural gas supply chain
was established to optimize the hydrogen blending scheme.

Based on the above studies, hydrogen blending into the natural gas network has
become a hot topic of current green hydrogen utilization, but research about the dynamic
change of gas component in the natural gas network after hydrogen injection is still
insufficient. Additionally, there is a lack of attention to the adaptation degree between
different renewable energy hydrogen production methods and pipeline hydrogen blending.
Therefore, for injecting green hydrogen into the natural gas network, it is necessary to study
the dynamic change of hydrogen concentration in different scenarios of varying hydrogen
blending ratios so as to provide instructive suggestions for the planning of equipment in
the electricity-HCHG-IES, the retrofitting of pipelines, and the designing of injecting nodes.

Thus, this paper carried out the modeling and simulation research on the natural gas
network with multiple green hydrogen types and multiple injection nodes, discussing the
dynamic change of the hydrogen concentration in the pipelines in different scenarios. The
main contributions of this paper are as follows.

(1) A power flow calculation model for the isothermal steady-state natural gas network
is established and solved by the finite element node method, which provides initial
calculation values of gas pressure and flow rate for the hydrogen diffusion dynamic
simulation of hydrogen injection in the natural gas network.

(2) For three types of renewable energy power production scenarios of hydropower
stations, wind farms, and PV power stations, the mathematical model of the surplus
electric power that can be used for hydrogen production by water electrolysis for
each type is established. Among them, hydropower output is related to the head,
water flow rate, and unit efficiency, and the output can be considered stable within a
dispatching day; wind power output considers the superposition of four velocities of
base wind velocity, gust wind velocity, ramp wind velocity, and noise wind velocity;
PV power output considers the superposition of the two components of the intraday
light component and the random weakening component.

(3) The effects of two factors, convection, and diffusion, on the dynamic change process of
hydrogen concentration are analyzed. The convection–diffusion model with variable
diffusion coefficient considering the change of diffusion coefficient and the convection–
diffusion model with constant diffusion coefficient suitable for convection-dominated
scenarios are established; solving methods based on the central difference and upwind
difference scheme are proposed.

(4) The dynamic distribution of hydrogen concentration in pipelines under different
hydrogen injection modes is simulated on a seven-node natural gas network. Based on
the simulation analysis, the hydrogen blending simulation of the studied natural gas
network belongs to the convection-dominated problem, so the convection–diffusion
model with constant diffusion coefficient is adopted to solve it. In addition, the
upwind difference scheme is chosen to solve the simulation model. Although the
truncation error is high, the negative hydrogen concentration caused by the central
difference scheme can be avoided.

(5) To compare the influence of different renewable energy output characteristics on the
distribution of hydrogen concentration and the safety of pipeline operation, hydro-
gen blending stations using hydropower, wind power, and solar power to produce
hydrogen are set up at three nodes in the natural gas network. Furthermore, three
scenarios of “high penetration of solar power”, “high penetration of wind power”,
and “balanced penetration of solar power and wind power” are set up, respectively.
The simulation results show that in the solar-power-dominated scenario, the hydrogen
concentration exceeds the limit for more time and the overall hydrogen production
is low. In contrast, hydropower and wind power are more compatible with hydro-
gen production by water electrolysis, and the hydrogen concentration in natural gas
pipelines is more evenly distributed.
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2. Steady-State Simulation of Natural Gas Network
2.1. Modeling of Isothermal Steady-State Natural Gas Network

First, for a loop-free natural gas network, the network state can be described by two
matrices: node-pipeline matrix A and loop-pipeline matrix B [26].

As shown in (1), the element aij of the node-pipe matrix A can be deduced according
to Kirchhoff’s first law. The pressure of the reference node is set as known.

aij =


0, pipe j is not connected to node i

1, pipe j flows to node i
−1, pipe j flows out of node i

(1)

Assuming that the clockwise direction is the reference direction of the loop, the element bnj
of the loop-pipe matrix B can be deduced according to Kirchhoff’s second law, as shown in (2).

bnj =


0, pipe j does not belong to loop n

1, pipe j belongs to loop n and gas flows counterclockwise in pipe j
−1, pipe j belongs to loop n and gas flows clockwise in pipe j

(2)

According to the graph theory, matrix A is orthogonal to matrix B, that is, the inner
product of any vector of A and any vector of B is equal to zero, as shown in (3):

A× BT = B×AT = 0 (3)

Matrix A and B describe the relationship between nodes, pipes, and loops, and also
serve as the link to connect loop pressure drop, pipeline pressure drop, and node pressure.
Analogous to the power flow model, the natural gas network state can be described by
these two matrices.

For any natural gas network: set the number of nodes (including the reference node)
as i, the number of loops as n, and the number of pipelines as j. The relationship among the
three is shown in (4):

j = n + i− 1 (4)

For any node, the flow into the node is equal to the flow out of the node (Kirchhoff’s
first law). Accordingly, the nodal flow equation is shown in (5):

A(i−1)×jQj×1 = q(i−1)×1 (5)

where q is the gas load vector, m3/s; Q is the branch flow vector, m3/s.
For any closed loop, its pressure drop is zero (Kirchhoff’s second law), and the loop

pressure drop equation is obtained, as shown in (6).

Bn×j∆pj×1 = 0n×1 (6)

where ∆p denotes the vector of pipeline pressure drop, Pa.
The pipeline pressure drop equation is shown in (7), where the pipeline pressure drop

is equal to the pressure difference between the inlet and the outlet of the pipeline.

∆pj×1 = AT
j×(i−1)p(i−1)×1 (7)

where p is the node pressure vector relative to the reference node, Pa.
When the inner diameter of the pipeline is known, the unknowns of each pipeline are

its pressure drop and pressure. So far, there are 2j unknowns, and the number of equations
that can be listed is j + (i − 1) + n = 2j, so the linear equation system has a unique solution.

Secondly, there is a relationship between the pipeline flow rate and the pipeline
pressure drop as shown in (8), which is called the pipeline flow rate pressure drop equation.

∆p = S|Q|Q (8)
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where S represents the pipeline flow resistance coefficient matrix.
For low pressure networks (0–0.01 MPa), the pipeline pressure drop and pipeline flow

resistance coefficient can be calculated according to (9) [27]:{
∆pab = pa − pb
S = κ1

λ
d5 ρ T

Tn
L (9)

where ∆pab represents the pressure drop between node a and node b, Pa; pa and pb represent
the pressure at nodes a and b, Pa, respectively; λ represents the friction resistance coefficient
of the pipeline and is dimensionless, and its relationship with the Reynolds number Re is
related to the gas flow mode; d represents the inner diameter of the pipe, mm. ρ represents
gas density, kg/m3. Tn represents the absolute temperature under standard conditions,
273.15 K; T is the actual temperature, K; L represents the length of the pipe, m; κ1 represents
the empirical constant for low pressure networks, 6.26 × 107.

For medium and high pressure networks (>0.01 MPa), the pipeline pressure drop and
pipeline flow resistance coefficient can be calculated according to (10) [27]:{

∆pab = p2
a − p2

b = (pa + pb)(pa − pb) = 2p0(pa − pb)
S = κ2

λ
d5 ρ T

Tn
ZL (10)

where Z represents the compressibility factor, dimensionless; κ2 represents the empirical
constant for medium and high pressure networks, 1.27 × 1010.

Define the j × j diagonal admittance matrix G, and its element gij is shown in (11):{
gij =

1
Sj|Qj| , i = j

gij = 0, i 6= j
(11)

Combining the above Equations (5)–(8) and (11), the matrix form of the relationship
between the pipeline flow rate and the node pressure is obtained, as shown in (12) and (13).

Qj =
∆pj

Sj
∣∣Qj
∣∣ ⇒ Qj×1 = Gj×j∆pj×1 (12)

A(i−1)×jGj×jAT
j×(i−1)p(i−1)×1 = q(i−1)×1 (13)

Let Y = AGA, (13) can be rewritten as (14):

Y(i−1)×(i−1)p(i−1)×1 = q(i−1)×1 (14)

2.2. Solving Method

In this section, the widely used method of solving nodal equations is used to solve
the isothermal steady-state model of the natural gas pipeline network [28]. Specifically, the
finite element node method is adopted, which does not have high requirements for the initial
value of pipeline flow rates. Meanwhile, the rate of convergence and calculation accuracy is
relatively satisfactory. The procedure of the iterative solution is shown in Figure 2.

To use the finite element node method to solve the problem, it is necessary to set the
initial value of the flow rate of each pipeline as its estimated value, and then correct the
value of flow rate through continuous iteration to obtain the final accurate value.

The steady-state simulation model and solution method of the natural gas network
presented in this section can provide the initial value of the gas flow rate and pressure for
the subsequent dynamic simulation of hydrogen diffusion in the natural gas network.
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3. Modeling of Hydrogen Production in Different Scenarios

At present, the technology of hydrogen production by water electrolysis is relatively
mature and can be applied to industrial production. Since the research focus of this paper is
the influence of the injection of green hydrogen on the hydrogen concentration distribution
in natural gas pipelines, the technology of hydrogen production by water electrolysis will
not be explained here.

Ideally, about 3.55 kWh of electricity is needed to produce 1 m3 of hydrogen [29,30].
Then, by integrating the surplus renewable power input into the electrolyzer, the amount
of produced hydrogen can be obtained by converting the power consumption coefficient.
Therefore, for the three renewable energy hydrogen production scenarios of hydropower,
wind power, and solar power, the electric power output directly affects the amount of
hydrogen production and the gas mixture. This section presents the calculation methods of
three types of renewable energy power output from hydropower stations, wind farms, and
PV power stations.

3.1. Power Output of Hydropower Station

The power output of the hydropower station can be calculated by (15) [31]:

Phydro,out = γHQwaterηhydro × 10−6 (15)
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where Phydro,out is the power output of the hydropower station, MW; γ is the specific weight
of water, 9810 N/m3; H is the effective head, m; Qwater is the water flow rate, m3/s; ηhydro is
the efficiency of the power station unit, including the turbine efficiency and the generator
efficiency, dimensionless.

The power output of the hydropower station can be divided into two parts: one part
is integrated into the upper power grid, and the other part cannot be integrated into the
grid but can be used for hydrogen production. The hydropower output that can be used to
produce hydrogen is expressed as (16):

Phydro−H =

{
0, Phydro,out < Pmax

hydro,grid

Phydro,out − Pmax
hydro,grid, Phydro,out > Pmax

hydro,grid
(16)

where Phydro-H is the hydropower output that can be used to produce hydrogen, MW;
Pmax

hydro,grid is the maximum output of the hydropower station integrated into the grid, MW.
According to (15), the hydropower output is proportional to the water flow rate.

Since the water flow rate is relatively stable, the hydropower output can be considered
to be unchanged on the time scale of 24 h. Therefore, after the hydrogen produced in the
hydropower station is mixed with natural gas in the gas mixing station, the hydrogen
concentration of the HCNG in the gas mixing station does not change, which can be
regarded as a constant.

3.2. Power Output of Wind Farm

This section adopts the widely used four-component model of wind, and the wind
velocity, Vwind, acting on the wind turbine is shown in (17) [32]:

Vwind = VA + VB + VC + VD (17)

where VA, VB, VC, and VD represent the base wind velocity, the gust wind velocity, the
ramp wind velocity, and the noise wind velocity, respectively, m/s.

The calculation method for each wind velocity is given below.

a The base wind velocity VA can be approximated by the Weibull distribution parameter,
which is derived from the wind measurement data of the wind farm.

It is determined by the mathematical expectation of the Weibull distribution, that is, (18):

VA = Awb·Γ
(

1 +
1

Kwb

)
(18)

where Awb and Kwb are the scale parameter and shape parameter of Weibull distribution,
respectively, dimensionless; Γ is the gamma function, dimensionless.

b. For the gust wind velocity VB, the abrupt change of wind velocity can be expressed
by (19):

VB =


0, t < T1G
(maxG/2){1− cos 2π[(t/TG)− (T1G/TG)]}, T1G ≤ t < T1G + TG
0, t ≥ T1G + TG

(19)

where T1G is the time when the abrupt change starts, min; TG is the change period, min;
max G is the maximum value of gust wind velocity, m/s.

c. For the gust wind velocity VB, the abrupt change of wind velocity can be expressed
by (19):

VC =


0, t < T1R
maxR[1− (t/T2R)/(T1R − T2R)], T1R < t < T2R
maxR, T2R ≤ t < TR + T2R
0, t ≥ TR + T2R

(20)
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where max R is the maximum ramp wind velocity, m/s; T1R is the start time of the gradual
change, min; T2R is the end time of the gradual change, min; TR is the holding time after
the gradual change, min.

d. For the noise wind velocity VD, the randomness is generally represented by random
noise, as shown in (21):

VD = 2
Nsam
∑

i=1
[SV(ωi)∆ω]1/2 cos(ωi + ϕi)

ωi =
(

i− 1
2

)
∆ω

SV(ωi) =
2KN F2|ωi|

π2[1+(Fωi/µπ)2]
4/3

(21)

where Nsam is the number of spectral sampling points, dimensionless; i is the index to
the sampling point, and i ∈ [1, . . . , Nsam]; ωi denotes the angular frequency of sampling
point i, rad/s; ∆ω is the sampling step size, rad/s; ϕi is a random variable obeying a
uniform distribution between [0, 2π], rad/s; KN is the surface roughness coefficient, 0.004,
dimensionless; F is the turbulent scale, m; µ is the average wind velocity at the relative
height, m/s.

For a wind power station whose parameters are determined, its power output is
proportional to the cube of the wind velocity, as shown in (22) [33]:

Pwind,out = 0.5Cwindρair AwtV3
wind × 10−6 (22)

where Pwind,out is the power output of the wind farm, MW; Cwind is the dimensionless wind
energy utilization coefficient, which depends on the type and operating conditions of the wind
turbine; ρair is the air density, kg/m3; Awt is the area swept by the wind turbine blades, m2.

Similar to hydropower stations, the output of wind farms can be divided into two
parts: one part is integrated into the upper power grid, and the other part is used for
hydrogen production. Therefore, the wind power output that can be used to produce
hydrogen is expressed by (23):

Pwind−H =

{
0, Pwind,out < Pmax

wind,grid
Pwind,out − Pmax

wind,grid, Pwind,out > Pmax
wind,grid

(23)

where Pwind-H is the wind power output that can be used to produce hydrogen, MW;
Pmax

wind,grid is the maximum output of the wind farm integrated into the grid, MW.

3.3. Power Output of PV Power Station

Photovoltaic (PV) cells utilize the photovoltaic effect, capable of converting solar
energy into direct current [34]. The energy source of solar power output is light intensity. In
this section, the light intensity, Ssolar, is divided into two components: the light component
SA, W/m2, and the random weakening component SB, W/m2. The latter reflects the
attenuation effect of uncertain cloud cover on solar irradiance [35].

a. The intraday light component SA describes the process of the light intensity changing
from weak to strong and then weak again in a day, which can be expressed by (24):

SA =


0, t < Tr
Smax

w sin[π(t− Tr)/(Td − Tr)], Tr < t < Td
0, t > Td

(24)

where Smax
w is the maximum light intensity statistical value under certain local weather,

which can be obtained from the local light intensity statistics, W/m2; Tr and Td represent
the sunrise time and sunset time, respectively, min.

b. The random weakening component SB describes the change of light intensity caused
by the meteorological factor of dark clouds and is simulated using random number
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generation. Divide the time from sunrise to sunset into equal parts, and generate
random numbers for each part to simulate whether dark clouds appear. Then, the
light intensity of part i can be calculated by (25):

SBi = −λlSAXi (25)

where Xi obeys the Bernoulli distribution, dimensionless; λl represents the weakening
degree of the cloud to the light intensity, and its mean value can be obtained from the
simple experimental measurement in the field, dimensionless.

In conclusion, the total light intensity is shown in (26):

Ssolar = SA + SB (26)

According to the Ref. [36], under the condition of constant temperature, for a photo-
voltaic array with various parameters determined, the maximum power point has a strong
positive correlation with lighting conditions, as shown in (27):

Psolar,out = Ssolar × cos θ × ηm × Apv × ηpv × 10−6 (27)

where Psolar,out is the power output of the PV power station, MW; θ is angle of incidence of
PV panels, ◦; ηm and ηpv are the efficiency of MPPT and PV panels, respectively, dimension-
less; Apv is the area of PV panels, m2.

Similar to hydropower stations and wind farms, the output of PV power stations
can be divided into two parts, and the part that can be used for hydrogen production is
described by (28):

Psolar−H =

{
0, Psolar,out < Pmax

solar,grid
Psolar,out − Pmax

solar,grid, Psolar,out > Pmax
solar,grid

(28)

where Psolar-H is the solar power output that can be used to produce hydrogen, MW;
Pmax

solar,grid is the maximum output of the PV power station integrated into the grid, MW.

4. Dynamic Simulation of Hydrogen Concentration in Natural Gas Network

Based on the knowledge of fluid mechanics, this section considers the effects of
convection and diffusion on the transportation of natural gas and hydrogen component,
establishing a hydrogen dynamic diffusion model based on the convection–diffusion
equation [37]. It should be noted that the following modeling of hydrogen diffusion in
natural gas pipelines is still based on the isothermal assumption.

4.1. Fundamental of Fluid Dynamics
4.1.1. Convection

Convection is the concentration transfer due to the whole directional motion of the
fluid. For example, when gas B is dissolved in gas A, gas B will also flow with the flow
of gas A. In other words, when the low-concentration species is in the high-concentration
species and the high-concentration species dominates the momentum of the system, the
whole directional motion of the fluid makes a flux contribution to the low-concentration
species. Assuming that the reference velocity is that of the high-concentration species, the
convection flux N can be in the following form:

N = Cα (29)

where C is the mass concentration of the gas, kg/m3; α is the fluid velocity, m/s.
Combined with the continuity equation (30), the concentration change due to convec-

tion at a certain position can be obtained, as shown in (31):

∂ρ

∂t
+

(∂ρv)
∂x

= 0 (30)
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∂C
∂t

= −∂N
∂x

= −α
∂C
∂x
− C

∂u
∂x

(31)

where t is the index to time, min; x is the index to pipeline length, m; ρ in (30) is the fluid
density, kg/m3; v in (30) is the gas flow rate, m/s; u in (31) denotes the fluid velocity
variable that varies along the pipeline.

In a natural gas pipeline, assuming that natural gas flows continuously and uniformly,
then C ∂u

∂x= 0, and the mass of the entire fluid is conserved. The one-dimensional convection
equation can be obtained, as shown in (32):

∂C
∂t

+ α
∂C
∂x

= 0 (32)

This equation has an analytical solution and describes the process of the concentration
C propagating in a certain direction with velocity α.

4.1.2. Diffusion

According to Fick’s first law, the molar flux due to diffusion is proportional to the
concentration gradient, as shown in (33):

J + D
∂C
∂x

= 0 (33)

where J is the diffusion flux, defined as the ratio of the amount of molecules passing
through a unit cross-sectional area in a very short time to time, kg/m2·s; D is the diffusion
coefficient which is related to temperature, fluid viscosity, and molecular size, m2/s.

The empirical formula of D is shown in (34) and (35):

D =
ξ

p
(34)

ξ =
1× 10−3T1.75

√
1

MA
+ 1

MB[
(∑ VA)

1
3 + (∑ VB)

1
3
]2 (35)

where T is the fluid temperature, K; p is the total pressure, Pa; MA, MB are the molecular
weights of components A and B, g/mol; ΣVA, ΣVB are the molecular diffusion volumes,
cm3/mol; ξ is only related to temperature and gas species, and it can be considered as a
constant when the temperature is constant.

Fick’s first law applies only to steady-state calculations, while the diffusion of hydro-
gen component in HCNG should be considered from a dynamic perspective. Therefore,
combining the continuity equation (36), Fick’s second law is derived, as shown in (37):

∂C
∂t

+
∂J
∂x

= 0 (36)

∂C
∂t

=
∂

∂x

(
D

∂

∂x
C
)

(37)

4.2. Hydrogen Diffusion Model Based on Convective–Diffusion Equation
4.2.1. Convective–Diffusion Model with Variable Diffusion Coefficient

Considering the convection and diffusion described in Section 4.1, and without exter-
nal power input, the convective–diffusion equation with variable diffusion coefficient can
be obtained, as shown in (38):

∂C
∂t

+ α
∂C
∂x

=
∂

∂x

(
D

∂C
∂x

)
(38)
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In a natural gas pipeline, when the fluid velocity is much less than Mach 0.3, the fluid
can be regarded as incompressible. According to the Fanning formula, the pipeline pressure
loss is expressed as (39):

∆px = λ
Lx

D
ρu2

2
= kLx (39)

For a section of the pipeline, based on its upstream pipeline calculation results of
hydrogen concentration, the density in (39) is updated according to (44), which will be
explained later. Then, the relationship between the pressure at a point in the pipeline and
its position can be expressed as (40):

px = p− kLx (40)

It is assumed that the initial hydrogen concentration in the pipeline is zero, and the
hydrogen concentration at the injection node of the pipeline is known. Combining these
boundary conditions and initial values, the convective–diffusion model with variable
diffusion coefficients is obtained, as shown in (41):

∂C
∂t + α ∂C

∂x = ∂
∂x

(
D ∂C

∂x

)
dp
dx = k
D = ξ

p
C(0, t) = CH2 , t ∈ (0, T)
C(x, 0) = 0, x ∈ (0, L)
p(0) = pinlet

(41)

where T is the time boundary, considering that the dispatch time of natural gas generally takes
several hours, this paper takes 1440 min (24 h); L is the overall length of the pipeline, m.

4.2.2. Convective–Diffusion Model with Constant Diffusion Coefficient

If the diffusion coefficient is constant, (38) can be transformed into (42):

∂C
∂t

+ α
∂C
∂x

= D
∂2C
∂x2 (42)

The equation is a linear Burgers equation, and in some cases, there is an analytical solu-
tion. Since solving the analytical solution requires relatively rich mathematical knowledge,
this paper only seeks its numerical solution.

Similar to Section 4.2.1, the convective–diffusion model with constant diffusion co-
efficient can be obtained after considering the boundary conditions and initial values, as
shown in (43): 

∂C
∂t + α ∂C

∂x = D ∂2C
∂x2

C(0, t) = CH2 , t ∈ (0, T)
C(x, 0) = 0, x ∈ (0, L)
C(L, T) = CH2

(43)

This model is suitable for the case where the inner diameter of the natural gas pipeline
is large, the pressure difference is small, and the coefficient of the convection term is much
larger than the coefficient of the diffusion term (that is, the convection-dominated scenario).

4.3. Changes of Diffusion Coefficient in HCNG

It can be seen from (34) and (35) that the diffusion coefficient D has a certain propor-
tional relationship with the pressure p. Assuming that hydrogen is fully mixed with natural
gas after being injected into the hydrogen blending station, the concentration of HCNG
injected into the natural gas network by the hydrogen blending station is uniform.

In this paper, a fixed-volume gas blending method is adopted, that is, the volume of the
blending zone is determined. To be specific, the upstream pipeline at the hydrogen blending
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station injects HCNG into the gas blending zone, and the produced green hydrogen near
the hydrogen blending station is also injected into the gas blending zone. In the hydrogen
blending station, the gas temperature and volume remain unchanged, and the density of the
gas increases due to the filling of hydrogen. When the mass concentration of the hydrogen
component is Cm, the fluid density after blending can be calculated according to (44):

ρ′ =
1

1− Cm
ρ (44)

where ρ is the density before blending and ρ′ is the density after blending, kg/m3.
The compressibility factor Z is related to both the gas composition Cm and the pressure

p [38]. When the HCNG gas composition is determined and the hydrogen concentration is
relatively low, the relationship between Z and p can be linearly fitted, which can be simply
expressed as (45):

Z = ap + b (45)

where a = a(Cm, T) and b = b(Cm, T) are the fitting coefficients. The unit of a is Pa−1 and b is
dimensionless. The detailed calculation process of a and b can be seen in [38,39].

The equation of state of real gas is shown in (46):

pM = ρZRT (46)

where M is the molecular mass, kg/mol; R is the general gas constant, J/(mol·K); T is the
temperature, K.

According to (46), when the molecular mass M and pressure ρ of upstream pipelines
are known, the relationship between Z and p can also be determined. Therefore, the values
of Z and p can be determined according to the intersection of the line segments drawn by
(45) and (46), and then the diffusion coefficient D can be updated.

4.4. Solving Method

For the partial differential hydrogen diffusion model presented in Section 4.2, this section
proposes two solution schemes of central difference and upwind difference successively.

4.4.1. Central Difference

Divide the solution domain Ω = {(x, t)|0 < x < L, 0 < t < T} equidistantly, assuming m,
n ∈ N+, so the space step size is4x = L

m , and the time step size is4t = T
n . Then, denote

xi = i∆x (0 < i < m), tj = j∆t (0 < j < n), and Cj
i = C(xi, tj).

Substituting the relationship between diffusion coefficient and pipeline length in (34)
and (39) into (38), the explicit central difference scheme is shown in (47):

Cj+1
i − Cj

i
∆t

+

(
α +

ξ

kx2
i

)
Cj

i+1 − Cj
i−1

2∆x
=

ξ

kxi

Cj
i+1 − 2Cj

i + Cj
i−1

∆x2 (47)

The explicit central difference scheme of (42) is shown in (48):

Cj+1
i − Cj

i
∆t

+ α
Cj

i+1 − Cj
i−1

2∆x
= D

Cj
i+1 − 2Cj

i + Cj
i−1

∆x2 (48)

The truncation error of the central difference is O(∆x2 + ∆t), and the accuracy is high.
However, in some cases, the central difference method overestimates the convective flow
rate, so that there are negative values of the hydrogen concentration in the nearby meshes,
which is inconsistent with the actual physical meaning.

4.4.2. Upwind Difference

The solution domain division of the upwind difference scheme is the same as in
Section 4.4.1. Substitute the relationship between the diffusion coefficient and pipeline
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length in (34) and (39) into (38), and the explicit upwind center difference scheme is
obtained, as shown in (49):

Cj+1
i − Cj

i
∆t

+

(
α +

ξ

kx2
i

)
Cj

i − Cj
i−1

∆x
=

ξ

kxi

Cj
i+1 − 2Cj

i + Cj
i−1

∆x2 (49)

The explicit central difference scheme of (42) is shown in (50):

Cj+1
i − Cj

i
∆t

+ α
Cj

i − Cj
i−1

∆x
= D

Cj
i+1 − 2Cj

i + Cj
i−1

∆x2 (50)

The truncation error of the upwind difference scheme is O(∆x + ∆t), which is slightly
higher than that of the central difference scheme. Since the problem to be solved in this
section is about the hydrogen concentration, the upwind difference scheme is a more
suitable choice, which can overcome the negative value of the concentration in the central
difference method.

4.5. Overall Simulation Process

So far, the distribution of hydrogen concentration Cm in natural gas pipelines can be
obtained. To facilitate the judgment of whether the hydrogen concentration exceeds the
permitted limit, hydrogen concentration needs to be converted into the mass fraction, as
shown in (51).

fm =
Cm

ρ
(51)

where fm is the mass fraction, which is dimensionless and varies between 0 and 1.
It is assumed that the natural gas pipeline in this paper can withstand the transport

of HCNG with an upper hydrogen volume fraction of 20%. The relationship between the
hydrogen mass fraction and the volume fraction is given by (52):

fvρh
fvρh + (1− fv)ρng

= fm (52)

where fv is the volume fraction, which is also dimensionless and varies between 0 and 1.
According to (52), the corresponding upper limit of the hydrogen mass fraction is

3.03%. Then, when the mass fraction of hydrogen in the pipeline exceeds 3.03%, it is
considered that the hydrogen concentration exceeds the limit.

Based on the above analysis, the detailed simulation process of the hydrogen diffusion
in natural gas pipelines is presented in Figure 3.

As shown in Figure 3, inputs to the hydrogen diffusion model include natural gas
network parameters, isothermal steady-state simulation results (pipeline flow rates and node
pressures), and green hydrogen production information near the hydrogen blending point.

According to the network parameters and isothermal steady-state simulation results of
the studied case, the type of convection–diffusion equation to be adopted is determined. Then,
the hydrogen diffusion model is built based on the selected convective–diffusion equation.

Before solving the hydrogen concentration, the initial value of each node is set to be the
value of the outlet of the upstream pipe connected to it. If the node is a hydrogen injection
node, the concentration change caused by hydrogen injection needs to be superimposed.

If the convective–diffusion model with variable diffusion coefficient is adopted, the
value of fluid density, pipeline pressure and diffusion coefficient of each pipeline will be
updated based on its upstream pipeline calculation results. Otherwise, the spatial and
temporal calculation step sizes are determined, and the hydrogen diffusion model is solved
with certain difference scheme.
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Figure 3. Overall simulation process of hydrogen diffusion in natural gas network.

Based on the hydrogen concentration of all pipelines at each time and each position,
the mass fraction is calculated to determine whether the hydrogen concentration exceeds
the permitted limit.

The following case study is performed on a computer with an i7-9700KF CPU and
32 GB of memory. The programs are developed and solved using MATLAB R2021b.

5. Case Study
5.1. Case Description

The case study in this paper was carried out on the natural gas pipeline network
shown in Figure 4. The data of each pipeline is given in Appendix A, Node 7 was set as the
reference node, and the pressure level was 0.8 MPa.
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Figure 4. Schematic diagram of the studied seven-node natural gas network structure.

It was assumed that there is a hydropower station near Node 7, and the hydrogen
produced by the surplus hydropower is allowed to be mixed and injected. Similarly, it was
assumed that Node 2 is the hydrogen production node of the wind farm, and Node 4 is the
hydrogen production node of the PV power station.

It should be pointed out that the natural gas topology in Figure 4 was artificially
designed. In fact, it is rare in reality that a small-scale natural gas network has the conditions
for hydropower, solar power, and wind power development at the same time. The seven-
node natural gas pipeline network in this paper was constructed to carry out scenario
analysis and draw some qualitative and quantitative conclusions, which can provide a
reference for the hydrogen blending work on natural gas pipelines.

The calculation method in Section 3 was used to calculate the changes of the blended
hydrogen flow rate at these three nodes.

5.2. Steady State Simulation of the Natural Gas Network

First, the isothermal steady-state simulation of the natural gas network was modeled
and solved according to Section 2. The simulation results of the pipeline flow rate and
node pressure, as well as the annotation in the natural gas network, are shown in Figure 5,
providing initial calculation values for the hydrogen diffusion dynamic simulation of
hydrogen injection.

5.3. Simulation Model Validation—Single Pipe Example

In this section, the pipeline data adopted the data of Pipe 1 in Section 5.2. According
to the calculation results, the diffusion coefficient was 0.0805 and the convection term
coefficient was 5. This case was an extremely obvious convection-dominated problem.
In addition, according to the pipeline parameters and the pressure results in Figure 5,
this problem met the two conditions of the large inner diameter of the pipeline and small
pressure difference. Therefore, the convective–diffusion model with constant diffusion
coefficient, (43), was used to model the hydrogen concentration of each pipeline, and the
difference solution method used (50). The simulation results are shown in Figure 6.
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In Figure 6, by observing the top view, we can find a color band with gradual color
change. The central slope of this color band was approximately the convective velocity
of the fluid, that is, the convection term coefficient, and the color gradient was caused by
the diffusion. The simulation results were consistent with the actual situation in which the
convection dominates, and it can be considered that the simulation effect was good.

5.4. Simulation Results of Differernt Hydrogen Production-Blending Scenarios

In this section, the proposed method is extended to the entire natural gas network in
Figure 4, and the electricity–gas coupled simulation is carried out while considering the
output characteristics of solar power, hydropower, and wind power.

A total of 3 hydrogen production-blending scenarios were set: Scenario I is a scenario
with high penetration of solar power, Scenario II is a scenario with high penetration of
wind power, and Scenario III is a scenario with balanced penetration of solar power and
wind power. It should be pointed out that the hydropower output at Node 7 was the same
in the three scenarios.

5.4.1. Scenario I: High Penetration of Solar Power

In Scenario I, it was assumed that the regional light resources were more abundant than
the wind resources. The parameters of the PV power station and wind farm are given in
Appendix B. The simulation results of the electric power of the wind farms and photovoltaic
power stations at Node 2 and Node 4 that could be used for hydrogen production are
shown in Figure 7.
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According to the dynamic simulation results, the changes of hydrogen concentration
in each pipeline are shown in Figures 8–13.

Since Pipe 1 and Pipe 2 were located upstream of the whole natural gas network, their
hydrogen concentrations were only influenced by the hydropower station at Node 7. It can
be seen in Figures 8 and 9 that, the hydrogen mass fractions in Pipe 1 and Pipe 2 were zero
at the initial stage and remained at 1.37% after about 96 and 173 min, respectively.

The distributions of hydrogen mass fraction in Pipe 3 and Pipe 4 were both affected
by the generation of the hydropower station at Node 7 and the wind farm at Node 2. Since
the hydropower output was assumed to be constant, the trend of hydrogen concentration
over time is similar to that of the wind power curve. The detailed difference between
Figures 10 and 11 is related to the pipeline parameters.
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In terms of Pipe 5 and Pipe 6 shown in Figures 12 and 13, the changes of hydrogen
concentration were the most complex, because the hydrogen injections at Node 7, Node 2,
and Node 4 all influenced their hydrogen mass fraction distributions. The maximum value
of the hydrogen mass fraction in Pipe 5 and Pipe 6 was 3.57%, which appeared near the
peak of PV output at noon.

In addition, the inconsistency between the simulation results in Figure 10 to Figure 13
and the renewable power output for hydrogen production in Figure 7 also reveals the slow
dynamic characteristics of the natural gas network.

The results of hydrogen concentration violation of each pipe in Scenario I are presented
in Table 1. It can be seen that in Scenario I there was no limit exceeding from Pipe 1 to Pipe 4
within 24 h. In contrast, Pipe 5 and Pipe 6 exceeded the limit for 655 and 703 min, respectively.

Table 1. The results of hydrogen concentration violation of each pipe in Scenario I.

Pipe No. Maximum Mass
Concentration of H2 (%)

Start Time of
Violation

End Time of
Violation

1 1.37 - -
2 1.37 - -
3 1.92 - -
4 1.92 - -
5 3.57 556 min/09:16 1210 min/20:10
6 3.57 556 min/09:16 1258 min/20:58

5.4.2. Scenario II: High Penetration of Wind Power

In Scenario II, it was assumed that the regional wind resources were more abundant
than the light resources. The parameters of the PV power station and wind farm are given in
Appendix C. The simulation results of the electric power of the wind farm and PV power station
at Node 2 and Node 4 that can be used for hydrogen production are shown in Figure 14.
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Figure 14. Renewable power output for hydrogen production in Scenario II.

The concentration changes of Pipe 1 and Pipe 2 are the same as in Section 5.4.1. The
dynamic changes of the hydrogen concentration in Pipe 3 and Pipe 4, Pipe 5, and Pipe 6
are similar. Hence, only the simulation results of the dynamic changes of the hydrogen
concentration in Pipe 4 and Pipe 6 are given in Figures 15 and 16.

Compared with the solar-power-dominated scenario, the average value of the hy-
drogen mass fraction of Pipe 4 in Figure 15 was obviously greater, representing more
consumption of hydrogen energy. Meanwhile, the peak-to-valley difference of hydrogen
concentration in Pipe 6 was reduced.
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As shown in Table 2, in Scenario II, the hydrogen concentration from Pipe 1 to Pipe 6
did not exceed the limit within 24 h.

Table 2. The results of hydrogen concentration violation of each pipe in Scenario II.

Pipe No. Maximum Mass
Concentration of H2(%)

Start Time of
Violation

End Time of
Violation

1 1.37 - -
2 1.37 - -
3 2.51 - -
4 2.51 - -
5 3.03 - -
6 3.03 - -

5.4.3. Scenario III: Balanced Penetration of Solar Power and Wind Power

In Scenario III, it was assumed that the regional wind resources and light resources
were relatively balanced. The parameters of the PV power station and wind farm are
given in Appendix D. The simulation results of the electric power of the wind farm and
PV power stations at Node 2 and Node 4 that can be used for hydrogen production are
presented in Figure 17.
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Figure 17. Renewable power output for hydrogen production in Scenario III.

The concentration changes of Pipe 1 and Pipe 2 are still the same as in Section 5.4.1.
Similar to Section 5.4.2, only the simulation results of Pipe 4 and Pipe 6 are given in
Figures 18 and 19.
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It can be seen that the performance of hydrogen diffusion of Pipe 4 and Pipe 6 in
Scenario III is between that of Scenario I and Scenario II. The solar–wind balance improves
the uniformity of the hydrogen distribution to a certain extent.
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As shown in Table 3, in this scenario, the hydrogen concentration from Pipe 1 to Pipe
4 did not exceed the limit within 24 h, while the hydrogen concentrations in Pipe 5 and
Pipe 6 exceeded the limit in some time periods. Compared with Scenario I, in Scenario III,
the hydrogen concentration in Pipe 5 and Pipe 6 exceeded the limit for a shorter period of
time, which was 91.24% and 91.99% of Scenario I, respectively.

Table 3. The results of hydrogen concentration violation of each pipe in Scenario III.

Pipe No. Maximum Mass
Concentration of H2(%)

Start Time of
Violation

End Time of
Violation

1 1.37 - -
2 1.37 - -
3 2.20 - -
4 2.20 - -
5 3.42 537 min/08:57 1131 min/18:51
6 3.42 537 min/08:57 1180 min/19:40

5.4.4. Comparison and Analysis of the Three Scenarios

As mentioned above, when the volume fraction of hydrogen in the pipeline exceeds
20% or the mass fraction exceeded 3.03%, the pipeline could be considered to be in an
unsafe state. In the studied topology, Pipe 1 and Pipe 2 were in the upstream of the network,
and the hydrogen was produced by hydropower, so the hydrogen concentration was stable
and no overrun occurred.

Figure 20 shows the average hydrogen concentration of the six pipelines in three
scenarios. Figure 21 presents the violation duration when the hydrogen concentration
in Pipe 5 and Pipe 6 exceeded the limit in Scenario I and Scenario III, described by the
proportion of violation time relative to the entire simulation period.
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Combining the results shown in Figures 20 and 21, the analysis is as follows:

(1) Scenario I: The light resources were relatively sufficient and the wind resources were
relatively poor. The hydrogen concentration of Pipe 3 and Pipe 4 did not exceed the
limit, but the hydrogen concentration of Pipe 5 and Pipe 6 exceeded the limit to a
certain extent due to the light intensity at noon, and it happened nearly 50% of the
time in a day. In addition, the problem of the hydrogen concentration violation was
most serious in Scenario I, while the average hydrogen concentration level of the
whole network was the lowest throughout the simulation period.

(2) Scenario II: The wind resource was relatively sufficient, and the light resource was
relatively poor. When the hydrogen concentration in the system was at its highest, it
was close to the upper limit but did not exceed the limit, and the system was in a safe
operation state all the time.

(3) Scenario III: Lighting resources and wind resources were relatively balanced, and the
hydrogen concentrations of Pipe 3 and Pipe 4 still did not exceed the limit. Similar to
Scenario I, the hydrogen concentration in Pipe 5 and Pipe 6 exceeded the limit at noon
and partly during periods in the afternoon. However, the hydrogen concentration in Pipe
5 and Pipe 6 exceeded the limit for a significantly shorter period of time than in Scenario I.

Based on the above analysis, the following conclusions can be drawn:

(1) Solar power was greatly affected by the light intensity in the day, and too much
hydrogen production near the peak of light intensity could easily lead to the hydrogen
concentration violation. Meanwhile, the overall hydrogen production by solar power
was relatively low, which classifies the hydrogen production mode into an uneven
one. When the surplus renewable energy was mainly solar power, absorbing it with
hydrogen production by water electrolysis showed certain limitations, which may
bring risks to the safe and stable operation of natural gas pipelines.

(2) Compared with hydrogen production by solar power, hydrogen production by
hydropower and wind power were relatively stable hydrogen production modes.
Among them, hydropower was the most stable and adjustable, and the output could
even be considered unchanged within a dispatching day. Compared with solar power,
wind power could produce a higher overall hydrogen amount in one day, and the
difference between the wind peak and the wind valley was not that large. It was
a relatively even hydrogen production mode. In conclusion, it is highly feasible to
absorb surplus wind power using hydrogen production by water electrolysis.

(3) By virtue of the instinctive complementary characteristics of solar and wind power,
the solar–wind power balance scenario can improve the problem of hydrogen con-
centration exceeding the limit in the solar-power-dominated scenario. In addition,
the renewable energy that can be used for hydrogen production is also related to the
characteristics of local electricity demand. The design and dispatch of local hydrogen
production-blending systems need to comprehensively consider the complemen-
tary characteristics of solar and wind power, as well as the matching between the
renewable energy generation and local electricity load.

(4) The simulation research in this paper did not consider the energy storage technology.
If equipped with the electricity storage and gas storage technologies, the problems of
power to hydrogen (P2H) and pipeline transportation of HCNG could be better matched.
From another perspective, the simulation work in this paper also demonstrated the
necessity of planning and designing energy storage facilities when carrying out hydrogen
blending of natural gas pipelines in areas where solar power is dominant.

6. Conclusions

For the natural gas network under the scenarios of multiple green hydrogen types and
multiple hydrogen blending nodes, this paper carried out the modeling and simulation
research on the dynamic distribution of hydrogen concentration in the natural gas network
after hydrogen blending.
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A seven-node natural gas network was selected to validate the effectiveness of the
proposed method, on which a simulation study of the dynamic distribution of hydrogen
concentration in the pipelines under different hydrogen injection scenarios was carried out.
The simulation results reveal the potential of natural gas pipelines in consuming different
types of green hydrogen. In particular:

Quantitative findings:

• under the solar-power-dominated hydrogen production-blending scenario, the overall
hydrogen production is low while the hydrogen concentration exceeds the permitted
limit for nearly 50% of the time in a day;

• the hydrogen concentration in each pipeline of the natural gas network does not
exceed the limit in the wind-power-dominated scenario;

• in the solar–wind power balance scenario, the overrun time of the hydrogen concentration
in Pipe 5 and Pipe 6 decreases to 91.24% and 91.99% of the solar-power-dominated scenario.

Qualitative conclusions:

• hydrogen production by hydropower and wind power are relatively stable hydrogen
production modes compared with that by solar power;

• the instinctive complementary characteristics of solar and wind power as well as the
local electrical load curve deserve attention to smooth the hydrogen concentration
distribution in natural gas pipelines.

It should be pointed out that, due to the limitation of insufficient experimental con-
ditions, this paper only starts from numerical simulation and draws some reference con-
clusions. Experiments in the real environment can further verify the numerical simulation
results in this paper. Furthermore, the role of energy storage facilities in mitigating the
intrinsic intermittence and fluctuation of renewable energy and maintaining the stable
distribution of hydrogen concentration in pipelines is worth exploring. Therefore, the joint
modeling and simulation research of hydrogen storage technologies (such as UHS) and
HCNG network will be our next research topic.
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Nomenclature

A Node-pipeline matrix, dimensionless
aij Element of A
Awt Area swept by the wind turbine blades, m2

Apv Area of PV panels, m2

Awb Scale parameter of Weibull distribution, dimensionless
B Loop-pipeline matrix, dimensionless
bnj Element of B
Cm Hydrogen concentration, kg/m3

Cwind Wind energy utilization coefficient, dimensionless



Processes 2022, 10, 1757 27 of 31

D Diffusion coefficient, m2/s
d Inner diameter of the pipe, mm
F Turbulent scale, m
fm Mass fraction which varies between 0 and 1, dimensionless
fv Volume fraction which varies between 0 and 1, dimensionless
G Diagonal admittance matrix, dimensionless
gij Element of G
H Effective head, m
J Diffusion flux, kg/m2·s
KN Surface roughness coefficient, 0.004, dimensionless
Kwb Shape parameter of Weibull distribution, dimensionless
L Length of the pipe, m
MA, MB Molecular weights of components A and B, g/mol
N Convection flux, kg/(m2·s)
Nsam Number of spectral sampling points, dimensionless
p Total pressure, Pa
Phydro,out Power output of the hydropower station, MW
Phydro-H Hydropower output that can be used to produce hydrogen, MW

Pmax
hydro,grid

Maximum output of the hydropower station integrated into the grid,
MW

Psolar,out Power output of the PV power station, MW
Psolar-H Solar power output that can be used to produce hydrogen, MW
Pmax

solar,grid Maximum output of the PV power station integrated into the grid, MW
Pwind,out Power output of the wind farm, MW
Pwind-H Wind power output that can be used to produce hydrogen, MW
Pmax

wind,grid Maximum output of the wind farm integrated into the grid, MW
Q Branch flow vector, m3/s
Qwater Water flow rate, m3/s
S Pipeline flow resistance coefficient matrix, dimensionless
SA The light component of light intensity, W/m2

SB The random weakening component of light intensity, W/m2

Ssolar Light intensity, W/m2

Smax
w

Maximum light intensity statistical value under certain local weather,
W/m2

T Fluid Temperature, K
t Index to time, min
Tn Absolute temperature under standard conditions, 273.15 K
T1G The time when the abrupt change starts, min
TG The change period, min
T1R Start time of the gradual change, min
T2R End time of the gradual change, min
TR Holding time after the gradual change, min
Tr Sunrise time, min
Td Sunset time, min
u Fluid velocity variable that varies along the pipeline, m/s
VA Base wind velocity, m/s
VB Gust wind velocity, m/s
VC Ramp wind velocity, m/s
VD Noise wind velocity, m/s
Vwind Wind velocity acting on the wind turbine, m/s
x Index to pipeline length, m
Xi A parameter that obeys the Bernoulli distribution, dimensionless
Z Compressibility factor, dimensionless
ηhydro Efficiency of the power station unit, dimensionless
ηm Efficiency of MPPT, dimensionless
ηpv Efficiency of PV panels, dimensionless
γ Specific weight of water, 9810 N/m3
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Γ Gamma function, dimensionless
ωi Angular frequency of sampling point i, rad/s
ϕi A random variable obeying a uniform distribution between [0, 2π], rad/s
µ Average wind velocity at the relative height, m/s
ρ fluid density, kg/m3

ρair Air density, kg/m3

λ Friction resistance coefficient of pipelines, dimensionless
λl Weakening degree of the cloud to the light intensity, dimensionless
θ Angle of incidence of PV panels, ◦

α Fluid velocity, m/s
v Gas flow rate, m/s
ξ A parameter that is only related to temperature and gas species, Pa·m2/s
κ1 The empirical constant for low pressure networks, dimensionless

κ2
The empirical constant for medium and high pressure networks,
dimensionless

∆ω Sampling step size, rad/s
∆pab Pressure drop between node a and node b, Pa
ΣVA, ΣVB Molecular diffusion volumes of components A and B, cm3/mol

Appendix A

Table A1. Parameters of the seven-node natural gas network in the case study.

Pipe No. Start Node End Node Length (m) Diameter (mm) Pipeline Flow Resistance Coefficient

1 7 1 27,000 660 0.01
2 1 2 22,500 660 0.015
3 2 4 18,000 500 0.005
4 2 3 18,000 500 0.01
5 4 5 36,000 330 0.02
6 4 6 27,000 330 0.015

Table A2. Gas load of the seven-node natural gas network in the case study.

Node No. Gas Load (m3/s)

1 0
2 0
3 0
4 0.18
5 0.13
6 0.09
7 0

Appendix B

Table A3. Parameters of the gust wind velocity in Scenario I in the case study.

Gust Wind Velocity No. Start Time Duration Maximum Wind Velocity (m/s)

1 4:00 6 h 0.4
2 14:00 6 h 0.3
3 22:00 1.5 h 0.2

Table A4. Parameters of the ramp wind velocity in Scenario I in the case study.

Ramp Wind Velocity No. Start Time End Time Hold Time after Ramp Maximum Wind Velocity (m/s)

1 3:00 16:00 5 h 0.7
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Table A5. Parameters of the interday light components in Scenario I in the case study.

Sunrise Time Sunset Time Maximum Light Intensity Statistical Value (Lux)

5:30 17:30 27,000

Appendix C

Table A6. Parameters of the gust wind velocity in Scenario II in the case study.

Gust Wind Velocity No. Start Time Duration Maximum Wind Velocity (m/s)

1 3:00 7 h 0.4
2 12:00 8 h 0.4
3 20:00 4 h 0.2

Table A7. Parameters of the ramp wind velocity in Scenario II in the case study.

Ramp Wind Velocity No. Start Time End Time Hold Time after Ramp Maximum Wind Velocity (m/s)

1 1:00 5:00 6 h 0.9
2 12:00 18:00 5 h 1.1

Table A8. Parameters of the interday light components in Scenario II in the case study.

Sunrise Time Sunset Time Maximum Light Intensity Statistical Value (Lux)

5:30 17:30 15,000

Appendix D

Table A9. Parameters of the gust wind velocity in Scenario III in the case study.

Gust Wind Velocity No. Start Time Duration Maximum Wind Velocity (m/s)

1 3:00 7 h 0.4
2 12:00 8 h 0.35
3 20:00 4 h 0.2

Table A10. Parameters of the ramp wind velocity in Scenario III in the case study.

Ramp Wind Velocity No. Start Time End Time Hold Time after Ramp Maximum Wind Velocity (m/s)

1 1:00 5:00 6 h 0.8
2 12:00 18:00 5 h 1

Table A11. Parameters of the interday light components in Scenario III in the case study.

Sunrise Time Sunset Time Maximum Light Intensity Statistical Value (Lux)

5:30 17:30 21,000
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