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Abstract—Simultaneous wireless information and power transfer (SWIPT) for generalized frequency division multiplexing (GFDM) cooperative communications is proposed to save consumed energy of relay and destination. GFDM subsymbols are allocated for information decoding (ID) and energy harvesting (EH), respectively. Energy efficiency of SWIPT based GFDM system is maximized by jointly optimizing subsymbol and power allocations for ID and EH. A joint optimization algorithm is proposed to obtain the optimal solution to the energy-efficiency optimization problem. Simulation results show that energy efficiency of this scheme is 5bps/J/Hz higher than that of power-splitting SWIPT at total transmit power of 5mW.
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I. INTRODUCTION

Generalized frequency division multiplexing (GFDM) is one of the candidate multi-carrier communication schemes for 5G communications [1]. Compared with the Orthogonal Frequency Division Multiplexing (OFDM), it has the advantages of high spectrum utilization[2], low out-of-band radiation[3], low peak-to-average ratio and setting parameters that meet the requirements of different application scenarios[4]. Different from OFDM, GFDM can use its time-frequency focusing to design a shaping filter suitable for channel delay, which can resist both inter-symbol interference and inter-carrier interference and thus obtain higher spectrum efficiency[5]. However, multi-carrier transmission may consume more energy compared with the single-carrier communication.

Simultaneous wireless information and power transfer (SWIPT) has been proposed to save energy by collecting radio frequency energy of the receiving signal when decoding its information. There have been two models for SWIPT: time switching (TS) and power splitting (PS). TS-SWIPT or PS-SWIPT use different time slots or power streams for information decoding (ID) and energy harvesting (EH) [6], [7]. In [8], the optimal allocation ratio for EH and ID was calculated to evaluate the optimal balance between rate and energy of TS-SWIPT and PS-SWIPT in nonlinear energy harvesting model. PS-SWIPT can be used in point-to-point OFDM communication for the EH and ID of each subcarrier, where the achievable system rate can be maximized by optimizing the subcarrier power [9]. In [10], the influence of TS ratio on the system performance was analyzed, whereby the best allocation factor was obtained to improve the overall system throughput. [11] proposed a relaying PS-SWIPT system, where the PS ratio was optimized to minimize the outage probability. In [12], a SWIPT based multiuser OFDM system was presented, where channel allocation, PS ratio and power allocation are jointly optimized to minimize user interruption probability.

Most of the existing literatures focus on OFDM-SWIPT, but only a few of them study GFDM-SWIPT. In [13], a multiuser GFDM scheme for PS-SWIPT based Internet of Things was proposed, where the power of each GFDM subsymbol is divided into ID stream and EH stream respectively. The sum rate is maximized by jointly optimizing the subsymbol allocation, power allocation and PS ratio under the constraint of EH and power budget. However, the TS-SWIPT and PS-SWIPT schemes both assume each subcarrier has a fixed allocation ratio for ID and EH, which are unable to adapt to the dynamic channel states. In cooperative communication, relay nodes usually consume a lot of energy for forwarding information to the destination nodes. Therefore, the integration of cooperative communication and SWIPT enables continuous power supply to the relay while keeping its normal data transmissions.

This letter proposes a time-frequency resource allocation scheme for SWIPT based GFDM cooperative communications, which can allocate resources for ID and EH adaptively according to the time-varying characteristics of the channels. The contributions of this letter are drawn as follows: (1) a SWIPT based GFDM DF cooperative communication system is modeled, where both relay and destination perform ID and EH simultaneously. Compared with the traditional TS-SWIPT and PS-SWIPT, the proposed scheme allocates different subsymbols for EH and ID according to the time-frequency channel states, thus improving the performance of ID and EH in fading channel; (2) energy-efficiency optimization problem for the GFDM system is formulated by jointly optimizing subsymbol and power allocations for ID and EH, which seeks to maximize the target transmission rate under the constrained EH performance; (3) a subsymbol pairing algorithm for the first and second time phases is put forward to ensure that relay can use the best channel to forward source information.
then a joint optimization algorithm is performed to achieve the optimal solution to the optimization problem.

II. SYSTEM MODEL

A SWIPT based GFDM DF cooperative communication system is molded in Fig. 1, which consists of a source node $S$, a DF relay node $R$ and a destination node $D$. Each GFDM block from $S$ is transmitted through $K$ subcarriers, each of which consists of $M$ sub symbols. $\mathcal{K} = \{1, ..., K\}$ represents the subcarrier set and $\mathcal{M} = \{1, ..., M\}$ denotes the sub symbol set. In the first phase, all the $KM$ sub symbols form into a symbol set $\mathcal{N}$. Sub symbol $(k, m)$ denotes the time-frequency resource block in $m$ th sub symbol on $k$ th sub carrier. Considering a slow fading channel, the channel over each sub symbol is assumed to be flat, and the channel power gain can been seen as a constant during one sub symbol. The sub symbol is assumed to be flat, and the channel power gain can been seen as a constant during one subsymbol. Thus, the symbol set in the second phase.

\[
    \text{Fig. 1. System model.}
\]

III. MODEL OPTIMIZATION

A. Optimization Problem

Assume the transmitter can know the channel state information. In the first phase, the transmit power, channel power gain and noise power of sub symbol $(k, m)$ from $S$ to $R$ are defined by $p_{k,m}$, $h_{k,m}$ and $\sigma^2_{k,m}$, respectively. The information rate in bps/Hz at the relay is given as

\[
    R_1 = \sum_{(k,m) \in \mathcal{G}_I} \log_2(1 + \frac{p_{k,m}h_{k,m}}{\sigma^2_{k,m}}) \quad (1)
\]

The harvested power at the relay is expressed as

\[
    Q_1 = \xi \sum_{(k,m) \in \mathcal{G}_E} (p_{k,m}h_{k,m} + \sigma^2_{k,m}) \quad (2)
\]

where $\xi$ is energy conversion efficiency. In the second phase, the transmit power, channel power gain and noise power of the sub symbol $(k', m')$ is defined by $p_{k',m'}$, $h_{k',m'}$ and $\sigma^2_{k',m'}$, respectively. Then the achievable rate in bps/Hz at the destination node $D$ is given by

\[
    R_2 = \sum_{(k,m) \in \mathcal{G}_I} \sum_{(k',m') \in \mathcal{N}'} \rho_{k,m} \log_2(1 + \frac{p_{k',m'}h_{k',m'}}{\sigma^2_{k',m'}}) \quad (3)
\]

where $\rho_{k,m}$ denotes the sub symbol pairing indicator. That is, if the information of sub symbol $(k, m)$ in the first phase is relayed through sub symbol $(k', m')$ in the second phase, $\rho_{k,m} = 1$, otherwise, $\rho_{k,m} = 0$. Then the harvested power at $D$ is given as

\[
    Q_2 = \xi \sum_{(k,m) \in \mathcal{G}_I} \sum_{(k',m') \in \mathcal{N}'} (1 - \rho_{k,m}')(p_{k',m'}h_{k',m'} + \sigma^2_{k',m'}) \quad (4)
\]

Finally, the total achievable rate at $D$ within one GFDM block is obtained as

\[
    R_T = \min(R_1, R_2) \quad (5)
\]

We can get the total consumed power of the cooperative communication system over the two phases as

\[
    U_T = \sum_{k=1}^{K} \sum_{m=1}^{M} p_{k,m} + \sum_{k=1}^{K} \sum_{m'=1}^{M} p_{k',m'} + 2E_b - Q_1 - Q_2 \quad (6)
\]

where $E_b$ represents the power consumption for ID at the relay and destination. We can get the system energy efficiency (the ratio of total achievable rate to total consumed power) as

\[
    EE(\mathcal{G}, p, \rho) = \frac{R_T(\mathcal{G}, p, \rho)}{U_T(\mathcal{G}, p, \rho)} \quad (7)
\]

The energy efficiency can be maximized by jointly optimizing power allocation $p = \{p_{k,m}, p_{k',m'}\}$, sub symbol sets $\mathcal{G} = \{\mathcal{G}_I, \mathcal{G}_E\}$ and sub symbol pairing indicator $\rho = \{\rho_{k,m}\}$, under the constraints of minimum target transmission rate, $R_{min}$, maximum power of source node, $P_{max}$, and minimum harvested power for relay and destination. We formulate the optimization problem as

\[
    \max_{\mathcal{G}, p, \rho} \quad EE(\mathcal{G}, p, \rho) \quad \text{s.t.}
    \begin{align*}
        & C1: R_T \geq R_{min} \\
        & C2: \sum_{k=1}^{K} \sum_{m=1}^{M} p_{k,m} \leq P_{max} \\
        & C3: \sum_{k'=1}^{K} \sum_{m'=1}^{M} p_{k',m'} + E_b \leq Q_1 \\
        & C4: E_b \leq Q_2
    \end{align*}
\]

where the constraints $C3$ and $C4$ denote that the harvested power should afford the power consumption of $R$ and $D$, respectively.

As the the numerator and denominator of $EE(\mathcal{G}, p, \rho)$ are nonlinear and linear functions, respectively, equation (8) is a nonlinear non-convex optimization problem that is difficult to solve directly. Dinkelbach method is adopted to solve fractional programming problem [14]. Let $q^*$ equal to the maximum achievable energy efficiency, which can be obtained only when the equation $\max_{\mathcal{G}, p, \rho} R_T(\mathcal{G}, p, \rho) - q^* U_T(\mathcal{G}, p, \rho) = R_T(\mathcal{G}^*, p^*, \rho^*) - q^* U_T(\mathcal{G}^*, p^*, \rho^*) = 0$ is satisfied, where
By utilizing \( q \), the fractional objective function can be transformed into a more solvable function of subtraction form, which is given by

\[
\text{max} \quad R_T(\mathbf{g}, \rho) - qU_T(\mathbf{g}, \rho)
\]

s.t. \( C1, C2, C3, C4 \)

(9)

**B. Optimal Solution**

Lagrangian dual method is adopted to solve non-convex optimization problem with sufficient subsymbols [15]. The Lagrange dual function of (9) is given as

\[
g(\beta) = \text{max}_{(\mathbf{g}, \rho)} L(\mathbf{g}, \rho, \rho)
\]

(10)

where \( L(\mathbf{g}, \rho, \rho) \) is given as

\[
L(\mathbf{g}, \rho, \rho) = R_T(\mathbf{g}, \rho, \rho) - qU_T(\mathbf{g}, \rho, \rho)
\]

+ \( \beta_1(R_1 - R_{\text{min}}) + \beta_2(R_2 - R_{\text{min}}) \)

+ \( \beta_3(P_{\text{max}} - \sum_{k=1}^{K} \sum_{m=1}^{M} p_{k,m}) + \beta_4(Q_1 - \sum_{k=1}^{K} \sum_{m=1}^{M} p_{k',m'} - E_b) \)

+ \( \beta_5(Q_2 - E_b) \)

(11)

And \( \beta = (\beta_1, \beta_2, \beta_3, \beta_4, \beta_5) \) is the dual variable vector. The dual optimization problem is then described as

\[
\min_{\beta} \quad g(\beta)
\]

s.t. \( \beta \geq 0 \)

(12)

where \( \beta \) can be solved through the sub-gradient method. And the sub-gradient of the dual function is formulated as

\[
\begin{aligned}
\Delta \beta_1 &= R_1 - R_{\text{min}} \\
\Delta \beta_2 &= R_2 - R_{\text{min}} \\
\Delta \beta_3 &= P_{\text{max}} - \sum_{k=1}^{K} \sum_{m=1}^{M} p_{k,m} \\
\Delta \beta_4 &= Q_1 - \sum_{k=1}^{K} \sum_{m=1}^{M} p_{k,m} \sum_{m=1}^{M} p_{k',m'} - E_b \\
\Delta \beta_5 &= Q_2 - E_b
\end{aligned}
\]

(13)

\( \beta \) can be updated through \( \beta^{n+1} = \beta^n + \nu^n \Delta \beta \), where \( n \) is the iteration index, \( \nu^n \) is the step size of each iteration, and \( \Delta \beta = (\Delta \beta_1, \Delta \beta_2, \Delta \beta_3, \Delta \beta_4, \Delta \beta_5) \). The optimal \( \beta^* \) can be obtained when the iteration convergence is finally reached. With a fixed \( \beta, \mathbf{g}, \rho \) and \( \rho \) can be optimized as follows.

1) Optimizing \( \rho \) with fixed \( \mathbf{g} \) and \( \rho \): when \( \beta, \mathbf{g} \) and \( \rho \) are fixed, equation (10) is a standard maximization problem. We calculate the partial derivatives of \( p_{k,m}, (k, m) \in \mathbf{G}_1 \) and \( p_{k,m}, (k, m) \in \mathbf{G}_E \) using the Karush-Kuhn-Tucker conditions. The optimal power allocation in the first phase can be obtained by \( \frac{\partial L(\mathbf{g}, \rho, \rho)}{\partial p_{k,m}, (k, m) \in \mathbf{G}_E} = 0 \) and \( \frac{\partial L(\mathbf{g}, \rho, \rho)}{\partial p_{k,m}, (k, m) \in \mathbf{G}_E} = 0 \). The optimal power for ID is obtained as

\[
p^*_{k,m} = \left( \frac{\beta_1}{\ln(2(q + \beta_3))} - \frac{\sigma^2_{k,m}}{h_{k,m}} \right)^+, (k, m) \in \mathbf{G}_I.
\]

(14)

And the optimal power for EH is given as

\[
p^*_{k,m} = \begin{cases} 
\rho_{\text{max}} & \xi_h_{k,m}(q + \beta_3) > q + \beta_3, (k, m) \in \mathbf{G}_E \\
\rho_{\text{min}} & \xi_h_{k,m}(q + \beta_3) \leq q + \beta_3, (k, m) \in \mathbf{G}_E
\end{cases}
\]

(15)

where \( \rho_{\text{max}} \) and \( \rho_{\text{min}} \) represent the maximum and minimum power for each subsymbol, respectively. Similarly, the power allocation of \( p_{k',m'}, (k', m') \in \mathbf{G}_S \) and \( p_{k',m'}, (k', m') \in \mathbf{G}_P \) in the second phase is obtained as

\[
p^*_{k', m'} = \begin{cases} 
\rho_{\text{max}} & \xi_g_{k',m'}(q + \beta_5) > q + \beta_4, (k', m') \in \mathbf{G}_S \\
\rho_{\text{min}} & \xi_g_{k',m'}(q + \beta_5) \leq q + \beta_4, (k', m') \in \mathbf{G}_P
\end{cases}
\]

(16)

(17)

2) Optimizing \( \rho \) with fixed \( \mathbf{g} \) and \( \rho \): substituting (14), (15), (16) and (17) into (11), the Lagrange dual function (11) is rewritten as

\[
L(\mathbf{g}, \rho, \rho) = \sum_{(k,m) \in \mathbf{G}_I} \rho^*_{k,m} E_{k,m'} - q \sum_{k=1}^{K} \sum_{m=1}^{M} p_{k,m} - \sum_{k'=1}^{K} \sum_{m'=1}^{M} (p_{k',m'} g_{k',m'} + \sigma^2_{k',m'})
\]

\[
+ \sum_{k=1}^{K} \sum_{m=1}^{M} p_{k,m} h_{k,m} \sum_{(k,m) \in \mathbf{G}_E} \log_2(1 + \frac{p_{k,m} h_{k,m}}{\sigma^2_{k,m}})
\]

\[
- \sum_{(k,m) \in \mathbf{G}_E} R_{\text{min}} - \beta_2 R_{\text{min}} + \beta_3 (P_{\text{max}} - \sum_{k=1}^{K} \sum_{m=1}^{M} p_{k,m})
\]

\[
+ \beta_4 (\sum_{k'=1}^{K} \sum_{m'=1}^{M} (p_{k',m'} g_{k',m'} + \sigma^2_{k',m'}) - \sum_{k'=1}^{K} \sum_{m'=1}^{M} p_{k',m'} - E_b) + R_T(\mathbf{g}, \rho, \rho)
\]

\[
+ \beta_5 (\sum_{k'=1}^{K} \sum_{m'=1}^{M} (p_{k',m'} g_{k',m'} + \sigma^2_{k',m'}) - E_b)
\]

(18)

where \( E_{k', m'} \) is written as

\[
E_{k', m'} = \beta_2 \log_2(1 + \frac{p_{k',m'} g_{k',m'}}{\sigma^2_{k',m'}})
\]

\[
- q\xi(p_{k',m'} g_{k',m'} + \sigma^2_{k',m'})
\]

\[
- \beta_2 \xi h_{k,m}
\]

(19)

It is obvious that \( p_{k',m'} \) is only related to \( E_{k', m'} \) in (19). Thus, with a fixed \( \mathbf{g}, \rho_{k,m} \), \( \rho_{k,m} \) can be optimized by searching for paired subsymbols \( (k', m') \) in the second phase that maximize the value of \( E_{k', m'} \). The subsymbol pairing algorithm can be described in Algorithm 1.

\textbf{Algorithm 1 Subsymbol pairing algorithm}

1: reorder \((k, m)\) in descending order of channel gains;
2: reorder \((k', m')\) in descending order of \(E_{k', m'}\) in (19);
3: pair \((k, m)\) with \((k', m')\) sequentially;
4: set \(\rho_{[k, m]} = 1\), otherwise, set \(\rho_{[k, m]} = 0\).
3) Optimizing $\mathcal{G}$ with fixed $p$ and $\rho$: with the optimal $\rho$, equation (11) can be rewritten as

$$L(\mathcal{G}, p, \rho) = \sum_{(k,m) \in \mathcal{G}_I} F_{k',m'} - q(2E_b + \sum_{k=1}^{K} \sum_{m=1}^{M} p_{k,m} + \sum_{k'=1}^{K} \sum_{m'=1}^{M} p_{k',m'})$$

$$- \xi \sum_{k=1}^{K} \sum_{m=1}^{M} (p_{k,m}h_{k,m} + \sigma^2_{k,m}) - \sum_{k'=1}^{K} \sum_{m'=1}^{M} (p_{k',m'}g_{k',m'}) + \sigma^2_{k',m'}) + R_T(\mathcal{G}, p, \rho) - \beta_1 P_{\text{min}} - \beta_2 R_{\text{min}}$$

$$+ \beta_3 (P_{\text{max}} - \sum_{k=1}^{K} \sum_{m=1}^{M} p_{k,m})$$

$$+ \beta_4 \left( \sum_{k=1}^{K} \sum_{m=1}^{M} (p_{k,m}h_{k,m} + \sigma^2_{k,m}) - \sum_{k'=1}^{K} \sum_{m'=1}^{M} p_{k',m'} - E_b \right)$$

$$+ \beta_5 \left( \sum_{k'=1}^{K} \sum_{m'=1}^{M} (p_{k',m'}g_{k',m'} + \sigma^2_{k',m'}) - E_b\right)$$

where $F_{k',m'}$ is given as

$$F_{k',m'} = E_{k',m'} - \xi (q + \beta_4)(p_{k,m}h_{k,m} + \sigma^2_{k,m})$$

$$+ \beta_1 \log_2(1 + \frac{p_{k,m}h_{k,m}}{\sigma^2_{k,m}})$$

In (21), it can be found that $F_{k',m'}$ is relevant to $\mathcal{G}_I$. We can achieve the optimal $\mathcal{G}_I^*$ as

$$\mathcal{G}_I^* = \arg \max_{\mathcal{G}_I} \sum_{(k,m) \in \mathcal{G}_I} F_{k',m'}.$$

(22)

Obviously, all the subsymbols $(k,m)$ make $F_{k',m'} \geq 0$ form $\mathcal{G}_I^*$. Then $\mathcal{G}_E^*$ is given by $\mathcal{G}_E^* = \mathcal{N} - \mathcal{G}_I^*$.

The joint optimization of subsymbol and power allocations is shown in Algorithm 2. And the optimal system energy efficiency is finally obtained with the Dinkelbach[14] method in Algorithm 3.

Algorithm 2 Joint optimization of subsymbol and power allocations

1: initialize: $\beta$ with nonnegative values, $\mathcal{G}_E$ and $\mathcal{G}_I$ with certain subsymbol sets;
2: repeat:
3: obtain $p_{k,m}$ and $p_{k',m'}$ by (14) ~ (17);
4: obtain $\rho$ by Algorithm 1;
5: obtain $\mathcal{G}_E^*$ and $\mathcal{G}_I^*$ by (22);
6: update $\beta$ by (10);
7: until: $\beta$ is convergent.

Algorithm 3 Energy efficiency optimization

1: initialize: the optimization accuracy $\varepsilon$, $q = 0$;
2: repeat:
3: with given $q$, obtain $\mathcal{G}$, $p$, $\rho$ by Algorithm 1 and Algorithm 2;
4: update $q = \frac{R_T(\mathcal{G}, p, \rho)}{U_T(\mathcal{G}, p, \rho)}$;
5: until: $R_T(\mathcal{G}, p, \rho) - qU_T(\mathcal{G}, p, \rho) \leq \varepsilon$;
6: output: $q^* = \frac{R_T(\mathcal{G}, p, \rho)}{U_T(\mathcal{G}, p, \rho)}$, $\{\mathcal{G}^*, p^*, \rho^*\} = \{\mathcal{G}, p, \rho\}$. 

IV. Simulation Results and Analysis

Simulation parameters are set as follows. There are $K = 8$ subcarriers and $M = 8$ subsymbols in each subcarrier. The power consumption for decoding is $E_b = 0.5\text{mW}$, the energy conversion efficiency is $\xi = 0.5$, and the average noise power is $\sigma^2 = -60 \sim -40\text{dBm}$. Consider a Rician fading channel with 6 taps at the center frequency of 1.9 GHz. Each subcarrier is modeled as $\kappa(t) = \sqrt{\frac{\theta}{\pi + 1}}\hat{k} + \sqrt{\frac{1}{\pi + 1}}\hat{k}(t)$, where $\hat{k}$ is light-of-sight (LOS) deterministic component, $\hat{k}(t)$ is time-varying Rayleigh fading component and $\theta = 3$ is Rician factor.

Fig. 2 depicts subsymbol paring between the two phases, where the paired subsymbols are marked with the same number. In the first phase, the subsymbols marked in yellow and green perform ID and EH, respectively. In the second phase, the yellow subsymbols relay source information to the destination, and the energy of the green subsymbols is harvested by the destination. The power allocation for each subsymbol during the two phases is shown in Fig. 3. Since the channel states in the first and second phases are different, through subsymbol pairing, the best subsymbols in the second phase can relay the subsymbol information in the first phase for improving cooperative communication performance over various channels.

Fig. 4 shows energy efficiency versus total power $P$ under different average noise power $\sigma^2$. It is seen that the energy efficiency improves with the increase of $P$ due to the growing harvested energy $Q_1$ and $Q_2$. In addition, the increase of energy efficiency gradually slows down and tends to converge, because the power for ID will not increase when the target rate is satisfied.

Fig. 5 compares the proposed scheme with PS GFDM-SWIPT scheme [13] and no-paring GFDM-SWIPT scheme. In
In this letter, a SWIPT based GFDM DF cooperative communication system is modeled, whose communication process is divided into two transmission phases. By allocating GFDM subsymbols for ID and EH in each phase, both the relay and destination can perform ID and EH simultaneously. The subsymbol and power allocations for ID and EH are jointly optimized to maximize the system energy efficiency under the constraint of minimum EH performance. The subsymbol pairing algorithm and joint optimization algorithm are respectively proposed to achieve the optimal solution to the energy-efficiency optimization problem. Simulation results show that the proposed scheme outperforms the PS GFDM-SWIPT scheme and no-pairing GFDM-SWIPT scheme.

V. CONCLUSIONS
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