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ABSTRACT
Searching for people online is a common search task that most of us
have performed at some point or other. With so much information
about people available online it is often amazing what one can find
out about someone else – especially when information taken from
different sources is pieced together to create a more detailed picture
of the individual, and then used to make inferences about them
(leading to cumulative revelations). As such, the relevance of one
piece of information is often conditional and dependent on other
pieces of information found. This creates interesting and novel
challenges in evaluating information relevance when searching
personal profiles, posts and related information about an individual,
as well as the potential risks that can arise from such revelations. In
this demonstration paper, we present a tool designed to investigate
how people assess and judge the relevance and potential risks of
small, apparently innocuous pieces of information associated with
fictitious personas, such as Taylor Addison, when searching and
browsing online profiles and social media. The demonstrator also
comprises a cyber-safety tool, which aims to provide education and
raise awareness of the potential risks of cumulative revelations. It
does so by engaging participants in different scenarios where the
relevance of individual information items depends on the searcher
and their particular underlying motivation.
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1 INTRODUCTION
In Information Retrieval, we often consider documents as discrete
entities, materially and in terms of their content as independent of
each other [24]. As such, documents are often judged based on their
relevance, significance and usefulness, individually, without taking
account of other, even closely proximate documents. However, in
practice, information from documents is typically combined and
used together, including to make greater inferences. Not only is the
sum of all the information greater than its parts, through combi-
nation, any apparent “gaps” can be filled or inferred by the user
of the information. This is particularly the case when looking for
and retrieving information about individuals (such as from their
online posts and personal profiles, or from what other sites report
about them). Most of us have gone online and conducted a search
for someone, whether it be to find out about:

https://doi.org/10.1145/3477495.3531659
https://doi.org/10.1145/3477495.3531659


• a colleague – what have they been working on?
• a friend – what have then been up to lately?
• a date – what are they interested in?
• or just someone we met online and are curious about – are
they a catfish?

However, the sum of information posted by or about the individual
comprises digital traces that can be used maliciously, by others, and
result in harm, loss or detriment to the person.

While the web, through social media, online networking sites,
etc. presents an opportunity for people to build useful connections,
construct personalized profiles and so on, where they can express
their personality, thoughts, feelings and other personal values (e.g.,
interests, opinions, livelihood, place of work, relationship status,
sexual orientation, religion, etc. [11, 17, 23]), using these platforms
also leaves people open and vulnerable to potential exploitation
and harm. This is often because small pieces of information shared
online, across multiple networks and websites, individually seem
innocuous. However over time, shared information may combine
and link together as digital traces enabling greater inferences to
be drawn about the individual. For example, Taylor may post mes-
sages that indicate that they live alone. Meanwhile their jogging
GPS data posted online shows the routes and times that Taylor runs.
Taken together, one can infer where Taylor lives, when and where
Taylor routinely goes, and that no one is waiting for them at home!
Thus, shared data over time can reveal cumulatively more about
one’s identity, habits, work/life patterns, personality etc. than a per-
son intends, which may result in loss of privacy, or worse. Clearly,
such risks can have potentially negative and even disastrous conse-
quences, for an individual such as stalking [15], identity theft [1],
financial loss [2], damage to reputation [6]), cyber-bullying [5];
for an employer (e.g., by creating opportunities for cyber-crime,
damage to corporate reputation, etc.); or even for national security
(e.g. by revealing deployment details, security access, etc.) [10].

Each of the risks above represent potential search scenarios and
motivations that different actors could undertake. An employer
may screen potential employees by searching through social me-
dia accounts to see if they can amass a picture of the candidate
and whether they have a track record of (in)appropriate behaviour.
Meanwhile, a hacker may be more interested in collecting details
that could be used to socially engineer access to the person’s ac-
count or place of work. In practice, exploring and investigating
such scenarios is particularly challenging for a number of reasons
(e.g. privacy issues regarding sharing the data, ethical issues about
exposing individuals, curating profiles that contain sufficiently rich
relationships, etc.[18, 25]). To overcome these, we have developed a
bespoke test collection (albeit small by contemporary social media
standards) of fictitious personas. These contain curated personal
posts, profiles, web pages, blog posts and so forth. Research partici-
pants are then given a brief describing a particular search scenario
before being invited to inspect, explore and search the information
presented. To further enable exploration, we have developed a tool
that enables participants to search and browse the same collection
for each scenario, rate and annotate individual pieces of informa-
tion, first individually (evaluating each piece of information on its
own), and then collectively (to draw inferences across the presented
information). This process enables us to assess and evaluate each
participant’s efficacy in identifying information that taken together

could increase someone’s risk of harm. Our demonstrator is broadly
positioned towards raising awareness within the general public, but
is also applicable for providing training to employees in workplace
operational security and for educating young people in online risks
more generally.

1.1 Motivation and Background
Personal online cyber-safety presents many challenges to individu-
als as their digital footprints span and encompass multiple different
sites and platforms. While people say that they understand the need
to protect their privacy and security online, they often do not take
the necessary steps to do so [7, 12]. In addition, as people become
accustomed to searching and browsing other people’s information
online, they are likely to underestimate how their own online shar-
ing behaviors “give off ” insights about them to others, or even feel
that such sharing practices are the norm [3, 4, 22]. Our research
found that even among those participants who profess to be digitally
literate, many struggled to recall what they had shared, or envision
potentially harmful future scenarios emanating from their digital
traces [20]. In other studies, even large-scale data violations e.g.,
Cambridge Analytica, which led to increased sensitivities around
information sharing, did not significantly improve reported “digital
hygiene” practices [22]. So; how can people use social media and
other online platforms to enjoy their benefits while minimising their
risk of negative or unintended consequences? One solution [10, 14]
comprises a personal informatics system that enables people to
examine and reflect upon details that they are sharing online, to
increase awareness of their privacy risks. For example, DataSelfie1
provided a browser plug-in for Facebook that warned individuals
what their online interactions might reveal about them, while the
WASP [16] personal web archive and search system prototype, in-
tegrated archiving, indexing, and reproduction technology into a
single application. In our prior research, DataMirror [13], we aimed
to use people’s social media content and invite them to inspect
and explore aspects – such as the number and frequency of posts
and any sentiment these conveyed, etc. However, such solutions
are often technically problematic and require the consumption and
ingestion of feeds across different APIs, and resulting data indexing
and making sense of. Furthermore, while someone’s online infor-
mation can comprise thousands of individual posts that have been
shared over many years, it may comprise only a small proportion
of instances from widely recognised potential risks. Subsequently,
enabling self-reflection on participants’ online information, while
potentially insightful, may provide insufficiently holistic awareness
of wider risks, leaving them vulnerable, and undermining a tool’s
intent. Moreover, multiple ethical concerns arise around managing
personal data and resulting acquired collections. These could be
used to automate discovery of security vulnerabilities in individuals’
digital traces with the potential to be exploited more widely by ne-
farious actors. We addressed this by creating fictitious personas and
curated collections of their online information. Our tool has dual
motivations: exploring people’s information-seeking and sharing
behaviours and practices and their assessment of risks stemming
from combining pieces of information (cumulative revelations); and
to support reflection on personal online practices.

1http://dataselfie.it/
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Figure 1: Search result page in the demonstrator containing verticals of (1) friends and followers, (2) social media posts (3)
other websites, and (4) news and blog sites. The participant can click on the thumbnails to view the result page.

2 DEMONSTRATOR
The scenarios and tool design build upon outcomes from our pre-
vious work [19–21]. This involved a data narrative inquiry into
people’s awareness of risks that stem from everyday online infor-
mation sharing practices across their personal and working lives.
During interviews, participants described their practices and also
conceptualised them in ideographic form, by sketching on paper.
The study found that many participants adopted incomplete risk
models when assessing dangers, associating these with individual
pieces of information, rather than arising from their connections
or summation [19, 20]. When challenged to think about how a mo-
tivated hostile actor could make them vulnerable to future risks,
participants found it difficult to envision any such scenario. Re-
latedly, we found that some described their online self as boring,
rationalising that their online information was of no interest or
value to other actors.

The data narrative study findings and those from our earlier
prototype [13] confirmed that people find it difficult to reflect upon
their own digital traces or readily recognise existing or conceptu-
alise potential future risks. We thus decided that it could be more
powerful to fabricate bespoke personas, enabling a richness of
scenario that curated the required range of common risks for par-
ticipants to reconstruct. Moreover, this avoided ethical and privacy
issues associated with managing personally identifiable digital trace
data, providing a responsible research design, while ensuring suffi-
cient variety of content and risks to enable an engaging participant
experience and sense of discovery.

2.1 Scenarios
To date, we have developed two personas with associated collec-
tions of posts, pages, blogs, news articles, etc. as though created and
shared by the person of interest, or by their associated others. Each
collection consists of approximately 50 items, enabling around 2500
(50 × 49) possible combinations of dependent judgements – each
post potentially combined with each other post enabling greater in-
ference. The scenarios meanwhile employ ambiguity, narrative and

gameplay to provoke curiosity and encourage exploration across
the individual items. While the total number is relatively small at
50, their possible combinations is large enough, and manageable for
individual research participants to explore without becoming cog-
nitively overloaded. For the two personas, we developed different
scenarios or topics. For Taylor Addison these comprise:

• Identity Theft: Taylor has discovered usual activity on one
of their accounts and wonders if they have been the victim of
a hacker. Taylor asks you for help in indicating what public
information, such as Taylor’s date of birth, etc., could have
be used by hackers to access Taylor’s accounts.

• Unwanted Attention: Taylor is feeling paranoid, looking
over their shoulder sensing someone is physically following
them. You are invited to investigate to what extent Taylor’s
movements can be gleaned from across the online platforms
Taylor regularly uses.

• Lost Employment Opportunity: Taylor has received a call
saying they weren’t offered a coveted job. Feeling perfect
for the role, Taylor is left wondering if the recruiter had
surreptitiously searched Taylor’s online posts, and found
something that didn’t align with company values. You are
enlisted as a critical friend to evaluate Taylor’s traces through
the eyes of a potential employer.

• Political Victimisation: Taylor has strong beliefs about
people’s right to live in a free and democratic world. While
Taylor thinks that trolls and paid internet commentators
have been targeting their friends, leading to Taylor’s online
harassment, you think Taylor’s recent apparent persecution
might also stem from Taylor’s own online activities and
check these out to see.

For each scenario, the participant is challenged to search through all
the profiles, posts and pages to identify individual items of potential
risk. Each scenario additionally contains items that can be linked,
enabling specific greater inferences. These exposing connections
between items are the gold standard judgement outcome for each
task, and used as the basis of our task-evaluation.



2.2 Interface
Below, we describe the main pages of the demonstrator.
Search Result Page Participants are presented with a search result
page (see Figure 1) that divides and presents posts, pages, profiles,
and sites into groups: friends and followers; social media posts
(from e.g.“Friendbook”, “Tweeta”, “InLinked”, etc.), other sites (e.g.
government websites with open data, open fitness app data, etc.)
and news (e.g. articles from online newspapers, blogs, etc.).
Result Annotation Page On clicking on a result, participants are
taken to a page where they are invited to inspect and assess the
selected item (see Figure 2), before rating its relevance as a matter
of concern (i) to the posed scenario or (ii) for some other reason.
For both questions, participants rate the item: (0) no, (1) possibly
or (2) yes. We included a middle ground of possibly – rather than
relying on binary relevance – so that participants who are unsure
can flag their concern. This is because the nature of relevance in
these scenarios is conditional – a post may only become relevant
in light of subsequent information found. Participants can re-visit
and revise their ratings in light of the new information. We have
thus included a tool function that tracks the number of times each
post is visited, and whether participants later change their rating
of a particular item. We have also included a free text box where
participants can note the nature of their concern.
Post Scenario Annotation Page After completing the scenario,
for those posts that participants marked as concerning a subse-
quent rating page is presented (see Figure 3). Here, participants are
asked to grade the relevance of items when taken together, thus
providing an assessment of risk across items both individually and
cumulatively. Participants can also input a free text description of
their concerns regarding the sum of the information found.
Relevance and Risk Assessments The tool allows us to capture
the order that each participant inspected each item, the amount
of time spent reviewing each item, how many times participants
visit and then perhaps revisit an item, along with participants’ rele-
vance and risk assessments (including changes to their decisions).
While our demonstrator focuses on scenarios specifically for risks
associated with online cyber-safety, it could also be used to cap-
ture assessments for other scenarios where relevance is conditional
and dependent. For our scenarios, we are particularly interested
in understanding how participants explore and rate items during
interactive search tasks, and specifically, how well they are able
to identify sets of relevant (risky) items. After the scenario is com-
pleted, participants are provided with a debriefing page explaining
the relationships between posts according to our gold standard
judgements.

3 SUMMARY AND FUTUREWORK
People’s online profiles, posts and pages, whether constructed
by themselves, friends or others, create digital traces that can be
searched and explored by other actors. This motivates people-based
search tasks – an area largely under-investigated in Information Re-
trieval, except perhaps in the context of Expert Search [8] and
Celebrity Profiling [9]. Research and development in this area,
which involves the processing of personally identifiable data, is
fraught with technical, legal and ethical challenges. An additional
challenge arises as an individual’s collection of profiles, pages, posts

Figure 2: Page Annotation. Participants flag and note the
concerns with the post – which they can revise during the
course of the task.

etc may not fully represent the spectrum of risks created via cumu-
lative revelation, reducing the value of using a person’s own data
for exploratory purposes. Questions therefore remain regarding
how we can create and build large-scale re-usable test collections to
examine, explore and investigate how people search for and about
people.

In our presented work, we have begun to probe and examine
this phenomenon, albeit using a carefully curated collection. Our
approach not only allows us to explore how well people can piece
information together to form cumulative revelations, but also to
examine the concept of “conditional and dependent relevance” from
another perspective. Meanwhile, the designed tool aims to provide
a novel and engaging cyber-safety educational experience by rais-
ing awareness of potential risks, consequences and harms, through
gameplay and, to some extent, gamification of the search and an-
notation process. Raising awareness and understanding of these
issues is important both at an individual and societal level. With
this tool, we believe that we can measure individuals’ competencies
around identifying potential risks, taking in both online and offline
contexts.



Figure 3: Post Scenario Annotation. Participants then rate
the posts collectively on a graded scale in terms of risk.

By presenting this demonstrator, we hope to: (i) elicit valuable
feedback towards developing and applying the collection and tool
to other scenarios and contexts (ii) gain new insights into how
people search for and about people, and (iii) better understand the
conditional and dependent nature of relevance when embedded
in such contexts. In future, with respect to our primary goal of
understanding how well individuals can identify risks in people’s
digital traces, we plan to conduct further user studies evaluating
people’s search behaviours and their ability to connect information
together and, moreover, understand whether engaging with such
scenarios leads to greater awareness and long term changes to peo-
ple’s information behaviours and practices, towards their improved
cyber-safety.
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