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#### Abstract

We consider a cylindrically symmetrical laser with spherical mirrors and describe the dynamics in terms of the competition among different Gauss-Laguerre modes of the cavity. In this paper we focus on the case in which the mode competition leads the laser to a dynamical state that, according to the values of the control parameters, can be periodic or quasiperiodic. The linear stability analysis of the singlemode stationary solutions, in which the laser oscillates with the fundamental $\mathrm{TEM}_{00}$ or the $\mathrm{TEM}_{01}^{*}$ mode, provides an initial guideline in our search for the various spatiotemporal patterns which emerge. We consider cases in which the gain line activates one, two, or three frequency-degenerate families of modes. The motion of optical vortices, from the simple rotation to creation and annihilation in pairs is analyzed, together with the correlated movement of the peaks of the intensity distribution in the traverse plane. We study also the patterns which appear when the cylindrical symmetry of the system is broken. The parameters of our calculations correspond closely to those which characterize $\mathrm{Na}_{2}$ lasers, $\mathrm{CO}_{2}$ lasers, and Nd -doped yttrium aluminum garnet lasers.


PACS number(s): $42.60 . \mathrm{Mi}, 42.65$. $-\mathrm{k}, 42.50 . \mathrm{Lc}$

## I. INTRODUCTION

In this paper we provide a description of a research area which is by now emerging as a new branch of nonlinear optics. It is well known that lasers show a tendency to develop nontrivial transverse configurations of the radiated beam. This feature is usually viewed as undesirable, both because these effects do not initially seem easily controllable, and because, for the sake of many applications, simple Gaussian TEM $_{00}$ structures are preferred. For these reasons apertures and other means are used to restrict the size of the beam. However, recent years have brought an increasing consciousness that spatial and spatiotemporal effects in the transverse structure of the radiation field represent interesting phenomena per se, especially when the Fresnel number of the laser becomes large and allows the formation of complex patterns. Then spatial structures, defects, and turbulence arise spontaneously. These phenomena bear a striking resemblance to

[^0]those found in other research fields such as hydrodynamics, nonlinear chemical reactions, and biology. Optics offers the additional possibility of controlling the number of modes in play, so that a wide variety of behaviors, from single modes to phenomena involving an extremely large number of modes, can be observed. Their relevance in optics is magnified by the perspective of future applications, which arise from the possibility of encoding information in the transverse structure and processing it in a completely optical and parallel way.

Investigations of transverse phenomena have addressed both passive systems without population inversion [1-8] and active systems such as lasers [9-29]. In the theoretical description of nonlinear optical systems, transverse effects appear as soon as one abandons the usual planewave approximation and allows for the transverse variation of the electric field governed by diffraction which, in the paraxial approximation, is described by the transverse Laplacian. In these systems diffraction, the counterpart of diffusion in chemistry and biology, plays a dominant role. As a matter of fact, a formal analogy between the laser equations and those of hydrodynamics has recently been demonstrated [18,28].

In this paper we focus on the case of a cylindrically symmetrical laser with spherical mirrors, and describe the dynamics in terms of the competition among different Gauss-Laguerre modes of the cavity. It must be kept in
mind that the modal amplitudes are a set of complex order parameters, and their phases play a role no less important than their moduli. A recent paper [30a] shows that the Gauss-Laguerre modes represent an appropriate basis for many laser states.

A prominent feature of the laser patterns is the presence of pointlike defects called optical vortices because of their similarity to vortex structures which are commonplace, for example in hydrodynamics, superconductivity, or superfluidity. In the case of optical systems, this kind of defect was first described by Berry and collaborators in the framework of linear wave equations [31]; more recently, in analyzing the laser model of Ref. [10], Coullet, Gil, and Rocca showed that these structures can be formed spontaneously by the nonlinear dynamics of the laser [26]. This fact was later confirmed by some of us in a more realistic laser model $[27,17,29,30 b]$. The term "optical vortex" or "phase singularity" arises from the behavior of the gradient of the field phase $\nabla \Phi$, which exhibits vortex structures centered at points of the transverse plane where $\nabla \Phi$ diverges; as a matter of fact, the quantity $\nabla \Phi$ plays the same role as the velocity field in hydrodynamics in the case of the laser [18]. Because the Poynting vector of the radiation field is proportional to $\boldsymbol{\nabla} \Phi$, phase singularities represent vortex structures which can drive the motion of detuned neutral atoms by inducing field of mechanical forces [32].

Vortices sometimes display a particlelike behavior, showing attraction and repulsion somewhat similar to point electric charges. Some dynamical laser patterns containing interacting vortices have been discussed in Ref. [29], where a direct integration of a reduced model of the laser equations [28] was performed, and in Ref. [30b], which analyzed the full model of [13]. Vortex motion and interaction is also analyzed in [21]. Spacetime chaos in the presence of a large number of vortices has been experimentally observed [20].

In Ref. [17] we considered the case of a narrow atomic gain line capable of selectively exciting the modes of a frequency-degenerate family. Under these conditions, the laser usually approaches stationary states where the various modes of the family lock their phases in appropriate ways. Such stationary states correspond to the local minima of an appropriate generalized free energy [18]. Over extended regions of the parameter space one finds that different stable patterns coexist. This phenomenon, called spatial optical multistability, may become useful for applications to optical information processing [17,18]. Stable patterns are characterized by crystalline arrays of optical vortices; as a matter of fact, experimental observations of optical vortices in nonlinear optical systems have been obtained in the form of these crystals [16,17] (an early observation of defects in linear optical systems was reported in [31b]). Comparison between theoretical predictions and experimental findings concerning stationary laser structures can be found in Refs. [17,23].

When the gain line simultaneously excites two or more frequency-degenerate families of modes, the laser usually approaches a dynamical state which may be periodic, quasiperiodic, or chaotic. We will show examples which include cases of rotating patterns and structures display-
ing creation and annihilation of optical vortices. In fact, under appropriate conditions the nonlinear mode-mode interaction destabilizes the single-mode stationary states, and spontaneously produces coexisting modes which oscillate with different frequencies. In a first approximation, the dynamical behavior appears to arise from the frequency beating of these modes; it must be observed here that, while in the plane-wave theory the mode beating is a simple phenomenon, in the case of transverse modes it can give rise to rather spectacular effects. In addition, the nonlinearity may originate temporal modulations of the mode intensities, and lead to the appearance of further frequencies unrelated to intermode beat frequencies.

In these two papers we report on a correlated theoretical-experimental research work on transverse dynamical phenomena in lasers. The first paper describes the effects predicted by theory, and the second [33] illustrates the observations obtained in two experiments, one using a $\mathrm{Na}_{2}$ laser and the other a $\mathrm{CO}_{2}$ laser, and compares experimental data with theoretical predictions. It must be kept in mind, however, that neither theoretical nor experimental results can be considered systematic: the variety of these phenomena seems so vast that what we are attempting here is only an initial classification.

In this paper, Sec. II presents the model we use in our theoretical calculations. Section III contains the linear stability analysis of the single-mode stationary solutions corresponding to the $\mathrm{TEM}_{00}$ and $\mathrm{TEM}_{01}^{*}$ modes. Section IV gives an extended illustration of several dynamical patterns which arise from the interaction of three or six cavity modes. In particular, in Secs. IV E, IV F, and IV G, we analyze the effects which arise when the cylindrical symmetry of the laser is broken.

## II. DESCRIPTION OF THE MODEL

We consider a ring cavity with two spherical mirrors having a radius of curvature $R_{0}$ and transmissivity $T$, and two perfectly reflecting plane mirrors (Fig. 1). The total length of the cavity is $\mathcal{L}$, while $L$ is the distance between the two spherical mirrors, and $L_{A}$ the length of the active medium, which is assumed to be a homogeneously


FIG. 1. Scheme of the ring laser. The ring resonator is formed by four mirrors, of which 1 and 2 are spherical mirrors with radius of curvature $R_{0}$, reflectivity $R$, and transmissivity $T=1-R$, while 3 and 4 are perfectly reflecting plane mirrors. $\mathcal{L}$ is the total round trip, $L$ is the distance between the spherical mirrors, and $L_{A}$ is the length of the active medium.
broadened collection of two-level atoms with transition frequency $\omega_{a}$ and linewidth $\gamma_{1} ; \alpha$ is the unsaturated gain per unit length experienced by the light passing through the medium.

Our study is based on a suitable expansion of the electric field in terms of the empty cavity modes. In the paraxial approximation, they are solutions of the free field equation

$$
\begin{equation*}
\frac{1}{2 i k_{0}} \nabla_{1}^{2} A(r, \varphi, z)+\frac{\partial}{\partial z} A(r, \varphi, z)=0 \tag{2.1}
\end{equation*}
$$

where $k_{0}=\omega_{0} / c$ is the wave vector associated with the reference frequency $\omega_{0}$, and $\nabla_{\perp}^{2}$ is the transverse Laplacian

$$
\begin{equation*}
\nabla_{1}^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}=\frac{\partial^{2}}{\partial r^{2}}+\frac{1}{r} \frac{\partial}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \varphi^{2}} \tag{2.2}
\end{equation*}
$$

where the second expression holds in cylindrical coordinates that we use in the following, in accord with the symmetry of the system.

The solutions of Eq. (2.1) in the part of the cavity between the two spherical mirrors are the Gauss-Laguerre functions [34]

$$
\begin{align*}
A_{p, l}(r, \varphi, z)= & \left(\frac{2}{\pi}\right]^{1 / 2} \frac{1}{w(z)}\left[\frac{2 r^{2}}{w^{2}(z)}\right]^{|l| / 2} \\
& \times L_{p}^{|l|}\left(\frac{2 r^{2}}{w^{2}(z)}\right] e^{i k_{0} r^{2} / 2 R(z)} e^{-r^{2} / w^{2}(z)} e^{i l \varphi} \tag{2.3}
\end{align*}
$$

where $p=0,1, \ldots$ is the radial index, $l=0, \pm 1, \ldots$ is the angular index, $L_{p}^{|l|}$ are the Laguerre polynomials of the indicated argument, and the functions $w(z)$ and $R(z)$ are defined as

$$
\begin{align*}
& w(z)=w_{0}\left[1+\left(\frac{z}{z_{0}}\right)^{2}\right]^{1 / 2}  \tag{2.4}\\
& R(z)=\frac{z^{2}+z_{0}^{2}}{z} \tag{2.5}
\end{align*}
$$

The parameter $w_{0}=w(0)$ is the minimum waist size, while $z_{0}=k_{0} w_{0}^{2} / 2$ is the Rayleigh length of the cavity. Their values are fixed by the geometrical parameters $\mathcal{L}$, $L$, and $R_{0}$ of the cavity, which also determine the eigenfrequencies of the resonator according to the formula

$$
\begin{equation*}
w_{n, p, l}=\frac{c}{\mathcal{L}}\left\{2 \pi n+2(2 p+|l|+1) \cos ^{-1}\left[\left(1-\frac{L}{R_{0}}\right]\left[1-\frac{\mathcal{L}-L}{R_{0}}\right)\right]^{1 / 2}\right\} \tag{2.6}
\end{equation*}
$$

where $n=0,1,2 \ldots$ is the longitudinal index. An important consequence of Eq. (2.6) is that the frequency of the Gauss-Laguerre modes depends on the transverse indices $p$ and $l$ via the combination $2 p+|l|$ only, a situation that produces degeneracy. The modes gather in degenerate families, labeled by the index $q=2 p+|l|$ as shown in Fig. 2. In the following we will denote the transverse modes of the cavity by the pair of indices $(p, l)$. The degenerate family of order $q$ consists of $q+1$ modes, and the composition of the first four families is shown in Table I.

In the literature, mode $(0,0)$ is usually designated as $\mathrm{TEM}_{00}$, and modes $(0, \pm l)$ are called $\mathrm{TEM}_{0 l}^{*}$ hybrid modes or doughnut modes because they have an annular intensity profile.

The functions $A_{p, l}$ obey, independently of $z$, the orthonormality relation
$\int_{0}^{2 \pi} d \varphi \int_{0}^{\infty} d r r A_{p, l^{\prime}}(r, \varphi, z) A_{p^{\prime}, l^{\prime}}(r, \varphi, z)=\delta_{p, p^{\prime}} \delta_{l, l^{\prime}}$,
thus forming a complete set of modes in the transverse plane. Therefore, it is possible to expand the slowly varying envelope of the electric field $F(r, \varphi, z, t)$ in terms of the Gauss-Laguerre functions

$$
\begin{equation*}
F(r, \varphi, z, t)=\sum_{p, l} f_{p, l}(z, t) A_{p, l}(r, \varphi, z), \tag{2.8}
\end{equation*}
$$

where the modal amplitudes $f_{p, l}$ are generally complex functions.

At this point we consider some limiting assumptions that allow for a considerable simplification of the analytical description:


FIG. 2. Spectrum of the eigenfrequencies of the resonator. Three groups of frequencies are shown, corresponding to three adjacent longitudinal indices; $q$ labels the frequency-degenerate family of transverse modes, and $\omega_{a}$ is the atomic transition frequency. The gain line is much smaller than the free spectral range of the cavity.

TABLE I. Composition of the lowest-order families of transverse modes.

| $q$ | Modes of the family |
| :--- | :--- |
| 0 | $(0,0)$ |
| 1 | $(0,1)(0,-1)$ |
| 2 | $(1,0)(0,2)(0,-2)$ |
| 3 | $(1,1)(1,-1)(0,3)(0,-3)$ |

$$
\begin{align*}
& \gamma_{1} \ll c / \mathcal{L},  \tag{2.9a}\\
& \omega_{n, 0,1}-\omega_{n, 0,0} \ll c / \mathcal{L},  \tag{2.9b}\\
& \alpha L_{A} \ll 1,  \tag{2.9c}\\
& T \ll 1,  \tag{2.9d}\\
& L_{A} \ll z_{0} . \tag{2.9e}
\end{align*}
$$

The physical meaning of Eqs. (2.9a) and (2.9b) is that only the modes belonging to the longitudinal family nearest to resonance have enough gain to overcome the losses, while no other longitudinal modes play any role in the dynamics (see Fig. 2). Equations (2.9c) and (2.9d) represent the standard uniform field limit which, together with conditions ( 2.9 a ) and ( 2.9 b ) ensures that the modal amplitudes $f_{p, l}$ become independent of the longitudinal coordinate $z$. This does not mean that the total field envelope $F$ is uniform along $z$, because conditions (2.9a)-(2.9d) do not affect the modal functions $A_{p, l}$. However in the limit (2.9e), the Gauss-Laguerre functions can be considered independent of $z$ inside the atomic sample, where they take the simple form

$$
\begin{equation*}
A_{p, l}(\rho, \varphi)=\left(\frac{2}{\pi}\right)^{1 / 2}\left(2 \rho^{2}\right)^{|l| / 2} L_{p}^{|l|}\left(2 \rho^{2}\right) e^{-\rho^{2}} e^{i l \varphi} \tag{2.10}
\end{equation*}
$$

where $\rho$ is the radial coordinate normalized to the beam waist $w_{0}$. Of course the orthonormality relation (2.7) is still valid, provided $r$ is substituted by $\rho$.

We note that, as a consequence of Eqs. (2.9), the field envelope in the atomic sample is independent of $z$; we can then replace the expansion (2.8) with

$$
\begin{equation*}
F(\rho, \varphi, t)=\sum_{p, l} f_{p, l}(t) A_{p, l}(\rho, \varphi) . \tag{2.11}
\end{equation*}
$$

Upon inclusion of this expansion in the Maxwell equation for the electric field interacting with the atomic medium and projecting on the modal eigenfunctions, one finds that the modal amplitudes obey the dynamical equations [13]

$$
\begin{align*}
& \frac{d f_{p, l}}{d t}=-k\left[\left(1+i a_{p, l}\right) f_{p, l}\right. \\
&\left.-2 C \int_{0}^{2 \pi} d \varphi \int_{0}^{\infty} d \rho \rho A_{p, l}^{*}(\rho, \varphi) P(\rho, \varphi, t)\right] \tag{2.12a}
\end{align*}
$$

where $C=\alpha L_{A} / 2 T$ is the pump parameter, and $k=c T / \mathcal{L}$ is the cavity linewidth; $a_{p, l}$ denotes the
difference between the frequency of the mode of indices $p, l$ and that of the fundamental TEM $_{00}$ mode, normalized to $k . P$ is the normalized slowly varying envelope of the atomic polarization. Equation (2.12a) is coupled to the atomic Bloch equations, which read as
$\frac{\partial P}{\partial t}=\gamma_{\perp}\left[F(\rho, \varphi, t) D(\rho, \varphi, t)-\left(1+i \delta_{\mathrm{AC}}\right) P(\rho, \varphi, t)\right]$,
$\frac{\partial D}{\partial t}=-\gamma_{\|}\left[\operatorname{Re}\left(F^{*}(\rho, \varphi, t) P(\rho, \varphi, t)\right)+D(\rho, \varphi, t)-\chi(\rho)\right]$,
where $D$ is the normalized population inversion, $\gamma_{\|}$is its relaxation rate, and $\delta_{\mathrm{AC}}$ is the detuning of the atomic transition from the frequency of the $\mathrm{TEM}_{00}$ mode, normalized to $\gamma_{1}$.

The function $\chi(\rho)$ describes the transverse configuration of the population inversion at equilibrium due to the pumping. We have chosen a Gaussian profile of width $r_{p}$,

$$
\begin{equation*}
\chi(\rho)=\exp \left(-2 \rho^{2} / \psi^{2}\right), \quad \psi=2 r_{p} / w_{0}, \tag{2.13}
\end{equation*}
$$

suitable, among other things, to describe optical pumping, $r_{p}$ being the width of the pump laser.

We point out that in expansion (2.11) one should consider $a$ priori all the modal amplitudes $f_{p, l}$, with $p=0,1, \ldots$, and $l=0, \pm 1, \ldots$ However, in the majority of real devices, transverse modes with large values of the indices $p$ and $l$ suffer from higher losses as a result of the finite size of the mirrors, the limited diameter of the active medium, and the presence of intracavity elements such as pinholes, modulators, etc. Hence only the lowest transverse modes are usually involved in the dynamics, and we shall limit our considerations to a reasonably small number of modal families. As a matter of fact, the modal equations (2.12a) are useful only as long as a reasonably limited number of modes is involved; otherwise, it is more convenient to solve directly the partial differential equation for the field envelope, which is equivalent to the set of ordinary integrodifferential modal equations (2.12a) [see Eq. (2.37) in Refs. [13] and [23]].

The larger losses of higher-order modes might be taken into account by including in Eqs. (2.12a) a loss parameter which depends on the modal indices $p$ and $l$, as is done, for example, in Ref. [23]. However, in this paper, we will not follow this procedure, with the exception of Sec. IV F; we will consider only cases in which the dynamics of the system is governed by two ( $q=0,1$ ) or three ( $q=0,1,2$ ) families of modes, with the aim of describing the simplest step of pattern formation in lasers. In our calculations, based on the modal equations (2.12), we have checked that the inclusion of higher-order families does not affect the result appreciably, because the amplitudes of the modes of the higher-order families are negligible. We end this section with two remarks.
(1) When frequency spacings among the relevant modes are of the order of the cavity linewidth $k$, the modes tend to lock because of the mechanism of "cooperative frequency locking" $[10,13,14]$. In this case
the laser approaches a stationary state, because the state displays a single oscillation frequency. When, on the other hand, the frequency spacings are substantially larger than $k$, the laser usually approaches a dynamical state characterized by one or more additional frequencies. Even in this case, however, modes with the same value of the angular index $l$ show a tendency to lock and oscillate with the same frequency; we noted this phenomenon both in the theoretical and experimental observations. This phenomenon is similar to that described by Lin and Abraham [35], and can be interpreted as the result of the fact that a given spatial structure of the beam oscillating at a single frequency cannot in general be described by a single cavity mode. Thus an ensemble of modes with a compatible angular distribution of the field becomes necessary in order to take into account the influence introduced by the medium on the final solution.
(2) The case described by Fig. 2 is that of a cavity near to (or not too distant from) a configuration of plane mirrors. In this situation the quantities $a_{p, l}$ in Eqs. (2.12a) are positive. Another case, which can still be described by Eqs. (2.12a), is that of a cavity close to a concentric configuration; in this situation the parameters $a_{p, l}$ are negative. All the results obtained for the quasiplanar case hold also for the quasiconcentric configuration, because a simultaneous change of sign of $a_{p, l}$ and $\delta_{\mathrm{AC}}$ does not change the physical situation.

## III. STABILITY ANALYSIS

## OF SINGLE-MODE STATIONARY SOLUTIONS

By appropriately choosing the atomic linewidth and the frequency spacing between adjacent familities of transverse modes we can realize a situation where only modes belonging to families $q=0$ and 1 can take part in the lasing process. They are described by the following functions:

$$
\begin{align*}
& A_{1}(\rho)=A_{0,0}(\rho)=\left[\frac{2}{\pi}\right)^{1 / 2} e^{-\rho^{2}}  \tag{3.1}\\
& A_{2}(\rho, \varphi)=A_{0,1}(\rho, \varphi)=\frac{2}{\sqrt{\pi}} \rho e^{-\rho^{2}} e^{i \varphi}  \tag{3.2}\\
& A_{3}(\rho, \varphi)=A_{0,-1}(\rho, \varphi)=\frac{2}{\sqrt{\pi}} \rho e^{-\rho^{2}} e^{-i \varphi} \tag{3.3}
\end{align*}
$$

so that the electric field is

$$
\begin{equation*}
F(\rho, \varphi, t)=\sum_{i=1}^{3} f_{i}(t) A_{i}(\rho, \varphi) \tag{3.4}
\end{equation*}
$$

With this limitation one can guarantee the existence of single-mode stationary solutions. There are obviously three such solutions: one is the $\mathrm{TEM}_{00}$ solution, and the other two are doughnuts with left and right helicities; the last two prove to be perfectly equivalent from the points of view of the steady state and the linear stability analysis.

In the following subsections we will study the stability of the two classes of single-mode solutions (TEM ${ }_{00}$ in Sec. III A and doughnuts in Sec. III B) against fluctuations of the modes of the other family (doughnuts in Sec. III A
and TEM ${ }_{00}$ in Sec. III B). As for dynamical regimes involving higher-order families ( $q=2,3, \ldots$ ) results can be obtained only by numerical integration of the equations (see Secs. IV D and IV H).

## A. Destabilization of the TEM $_{00}$ single-mode steady state

The TEM $_{00}$ stationary solution is found by setting $f_{2}=f_{3}=0$ in Eqs. (2.12a)-(2.12c), and assuming

$$
\begin{aligned}
& f_{1}=f_{1}^{\text {st }} \exp (-i k \Delta t), \quad P=P^{\text {st }}(\rho, \varphi) \exp (-i k \Delta t), \\
& D=D^{\text {st }}(\rho, \varphi)
\end{aligned}
$$

where $k \Delta$ accounts for the mode pulling. The singlemode steady-state equation is then

$$
\begin{equation*}
1=2 C \int_{0}^{\infty} d \rho 4 \rho \frac{e^{-2 \rho^{2}}}{1+\Delta^{2}+e^{-2 \rho^{2}} x_{1}^{2}} \chi(\rho) \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{1}=\left(\frac{2}{\pi}\right)^{1 / 2}\left|f_{1}^{\mathrm{st}}\right| \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta=\frac{\delta_{\mathrm{AC}}}{1+\widetilde{k}}, \quad \tilde{k}=\frac{k}{\gamma_{\perp}} \tag{3.7}
\end{equation*}
$$

The threshold for laser emission can be obtained by setting $x_{1}=0$ in Eq. (3.5):

$$
\begin{equation*}
2 C_{(0,0)}^{\mathrm{thr}}=\left(1+\Delta^{2}\right) \frac{\psi^{2}+1}{\psi^{2}}, \tag{3.8}
\end{equation*}
$$

that in the limit of flat pump profile $\psi \rightarrow \infty$ reduces to the usual expression of the plane-wave theory. The expressions of $P^{\text {st }}(\rho)$ and $D^{\text {st }}(\rho)$ are

$$
\begin{align*}
& P^{\mathrm{st}}(\rho)=\frac{(1-i \Delta) \chi(\rho) F^{\mathrm{st}}(\rho)}{1+\Delta^{2}+\left|F^{\mathrm{st}}(\rho)\right|^{2}}  \tag{3.9}\\
& D^{\mathrm{st}}(\rho)=\frac{\left(1+\Delta^{2}\right) \chi(\rho)}{1+\Delta^{2}+\left|F^{\mathrm{st}}(\rho)\right|^{2}}
\end{align*}
$$

where $F^{\text {st }}(\rho)$ is given by Eq. (3.4) with $f_{2}=f_{3}=0$, and $f_{1}(t)$ replaced by $f_{1}^{\text {st }}$. In order to study the stability of the $\mathrm{TEM}_{00}$ single-mode stationary solution, we introduce in Eqs. (2.12) the change of variables

$$
\begin{align*}
& \bar{f}_{i}(t)=f_{i}(t) \exp (i k \Delta t), \\
& \bar{P}(\rho, \varphi, t)=P(\rho, \varphi, t) \exp (i k \Delta t), \\
& \bar{D}(\rho, \varphi, t)=D(\rho, \varphi, t), \tag{3.10}
\end{align*}
$$

we consider a small perturbation

$$
\begin{align*}
& \delta f_{1}(t)=\bar{f}_{1}(t)-f_{1}^{\mathrm{st}} \\
& \delta f_{i}(t)=\bar{f}_{i}(t) \quad(i=2,3) \\
& \delta P(\rho, \varphi, t)=\bar{P}(\rho, \varphi, t)-P^{\mathrm{st}}(\rho)  \tag{3.11}\\
& \delta D(\rho, \varphi, t)=\bar{D}(\rho, \varphi, t)-D^{\mathrm{st}}(\rho)
\end{align*}
$$

and we linearize the dynamical equations around the
steady state. Then we introduce the exponential ansatz

$$
\left(\begin{array}{c}
\delta f_{i}(t)  \tag{3.12}\\
\delta f_{i}^{*}(t) \\
\delta P(\rho, \varphi, t) \\
\delta P^{*}(\rho, \varphi, t) \\
\delta D(\rho, \varphi, t)
\end{array}\right)=e^{\tilde{\lambda} \gamma_{1} t}\left(\begin{array}{c}
\delta f_{i}^{0} \\
\delta f_{i}^{0 *} \\
\delta P^{0}(\rho, \varphi) \\
\delta P^{0 *}(\rho, \varphi) \\
\delta D^{0}(\rho, \varphi)
\end{array}\right)
$$

and obtain two closed sets of linear equations for the variables $\delta f_{1}^{0}$ and $\delta f_{1}^{0 *}$, and for the variables $\delta f_{2}^{0}, \delta f_{2}^{0 *}, \delta f_{3}^{0}$, and $\delta f_{3}^{0 *}$. Only the latter set can produce an instability, and it leads to the following secular equation in $\bar{\lambda}$ :

$$
\begin{align*}
& {[\widetilde{\lambda}+i \eta+\widetilde{k}(1-2 C \Phi-i \Delta)]\left[\widetilde{\lambda}-i \eta+\widetilde{k}\left(1-2 C \Phi^{\dagger}+i \Delta\right)\right] } \\
&-4 C^{2} \widetilde{k}^{2} \Psi \Psi^{\dagger} x_{1}^{4}=0 \tag{3.13}
\end{align*}
$$

where

$$
\begin{equation*}
\eta=\frac{\omega_{n, 0,1}-\omega_{n, 0,0}}{\gamma_{\perp}}, \tag{3.14}
\end{equation*}
$$

and the $\dagger$ operation corresponds to a complex conjugation which, however, leaves $\widetilde{\lambda}$ unchanged; the function $\Phi$ and $\Psi$ are defined by

$$
\begin{equation*}
\Phi\left(\left|F^{\mathrm{st}}\right|^{2}, \widetilde{\gamma}, \Delta, \widetilde{\lambda}\right)=\int_{0}^{\infty} d \rho 8 \rho^{3} e^{-2 \rho^{2}} T_{1}\left(\left|F^{\mathrm{st}}\right|^{2}, \widetilde{\gamma}, \Delta, \widetilde{\lambda}\right) \chi(\rho) \tag{3.15}
\end{equation*}
$$

$\Psi\left(\left|F^{\mathrm{st}}\right|^{2}, \widetilde{\gamma}, \Delta, \bar{\lambda}\right)=\int_{0}^{\infty} d \rho 8 \rho^{3} e^{-4 \rho^{2}} T_{2}\left(\left|F^{\mathrm{st}}\right|^{2}, \tilde{\gamma}, \Delta, \tilde{\lambda}\right) \chi(\rho)$,
with

$$
\begin{align*}
& \widetilde{\gamma}=\gamma_{\|} / \gamma_{\perp},  \tag{3.17}\\
& T_{1}\left(\left|F^{\mathrm{st}}\right|^{2}, \widetilde{\gamma}, \Delta, \widetilde{\lambda}\right)=\frac{2\left(1+\Delta^{2}\right)(\widetilde{\gamma}+\widetilde{\lambda})(1+\tilde{\lambda}-i \Delta)-\widetilde{\gamma} \tilde{\lambda}(1+i \Delta)\left|F^{\mathrm{st}}\right|^{2}}{2\left(1+\Delta^{2}+\left|F^{\mathrm{st}}\right|^{2}\right)\left\{(\widetilde{\gamma}+\widetilde{\lambda})\left[(1+\widetilde{\lambda})^{2}+\Delta^{2}\right]+\widetilde{\gamma}(1+\widetilde{\lambda})\left|F^{\mathrm{st}}\right|^{2}\right\}}, \tag{3.18}
\end{align*}
$$

and

$$
\begin{equation*}
T_{2}\left(\left|F^{\mathrm{st}}\right|^{2}, \widetilde{\gamma}, \Delta, \widetilde{\lambda}\right)=\frac{\widetilde{\gamma}(\widetilde{\lambda}+2)(-1+i \Delta)}{2\left(1+\Delta^{2}+\left|F^{\mathrm{st}}\right|^{2}\right)\left\{(\widetilde{\gamma}+\widetilde{\lambda})\left[(1+\widetilde{\lambda})^{2}+\Delta^{2}\right]+\widetilde{\gamma}(1+\widetilde{\lambda})\left|F^{\mathrm{st}}\right|^{2}\right\}}, \tag{3.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|F^{\mathrm{st}}\right|^{2}=\left|f_{1}^{\mathrm{st}}\right|^{2}\left|A_{1}(\rho)\right|^{2}=x_{1}^{2} e^{-2 \rho^{2}} \tag{3.20}
\end{equation*}
$$

The single-mode stationary solution corresponding to the $\mathrm{TEM}_{00}$ mode becomes unstable when Eq. (3.13) admits a solution with a positive real part. As usual, in the parameter space of the system there are two kinds of boundaries for the stability domain. The first type is characterized by the fact that a real eigenvalues changes from negative to positive when the boundary is crossed; in this case one has a steady-state bifurcation. The second type is characterized by the fact that the real part of a pair of complex conjugate eigenvalues changes sign when the boundary is crossed; in this case one has a Hopf bifurcation. Because the boundary of steady-state bifurcation occurs usually for small values of $\eta$, such that the validity of the threemode picture fails because higher-order modes are relevant for the dynamics, in the following we will discuss exclusively the boundary of Hopf bifurcation.

We have been able to solve Eq. (3.13) numerically to any desired level of precision by using coupled Romberg, Newton, and downhill simplex methods [36]. The boundary of the domain of stability in the parameter plane $(2 C, \eta)$ for fixed values of $\psi, \Delta, \widetilde{k}$, and $\widetilde{\gamma}$ corresponding to laser cases analyzed in Sec. IV are presented in Figs. (3a)-(3c). Above the solid line the single-mode solution is stable, while below it any fluctuation of modes 2 and 3 grows from noise and destabilizes the $\mathrm{TEM}_{00}$ configuration.

In order to gain a better understanding about the terms of Eq. (3.13) which lead to the instability of the Gaussian
mode, we have found approximate solutions of this equation in a perturbative way whenever large differences between the decay time scales of the variables occur. We write $\tilde{\lambda}$ as a power series of a small parameter $\epsilon$ :

$$
\begin{equation*}
\tilde{\lambda}=\tilde{\lambda}_{0}+\epsilon \tilde{\lambda}_{1}+\epsilon^{2} \tilde{\lambda}_{2}+\cdots, \tag{3.21}
\end{equation*}
$$

and take only the relevant terms in the expansion.
In the good-cavity limit $k \ll \gamma_{1}, \gamma_{\|}$, for example, it is natural to choose $\epsilon=\widetilde{k}=k / \gamma_{\perp}$, (with $\widetilde{\gamma} \simeq \epsilon^{0}, \eta \simeq \epsilon^{0}$ ); one then obtains
$\tilde{\lambda}_{0}=-i \eta$,
$\tilde{\lambda}_{1}=2 C \Phi\left(x_{1}^{2} e^{-2 \rho^{2}}, \widetilde{\gamma}, \delta_{\mathrm{AC}}, \tilde{\lambda}=\tilde{\lambda}_{0}\right)-1+i \delta_{\mathrm{AC}}$,
and the complex conjugate solution; the function $\Phi$ is defined by expression (3.15).

Another reasonable choice of the smallness parameter $\epsilon$ is possible when $\gamma_{\|} \ll \gamma_{\perp}$ (with $\widetilde{k} \simeq \epsilon^{0}, \eta \simeq \epsilon^{0}$ ), as occurs, for example, in $\mathrm{CO}_{2}$ and the Nd:YAG (yttrium aluminum garnet) laser; in this case it is convenient to set $\epsilon=\widetilde{\gamma}=\gamma_{ل} / \gamma_{1}$, so that the first terms of the series expansion for $\lambda$ are given by

$$
\begin{align*}
\bar{\lambda}_{0}=\frac{1}{2}\{ & -[1+i \Delta+i \eta+\widetilde{k}(1-i \Delta)] \\
& \left. \pm \sqrt{[1+i \Delta-i \eta-\widetilde{k}(1-i \Delta)]^{2}+8 C \widetilde{k}\left(1+\Delta^{2}\right) I_{1}}\right\} \tag{3.23a}
\end{align*}
$$

$\widetilde{\lambda}_{1}=-\frac{2 C \widetilde{k}(1+i \Delta)\left(\tilde{\lambda}_{0}+2\right) I_{2}}{2 \widetilde{\lambda}_{0}\left[\left(1+\widetilde{\lambda}_{0}+i \Delta\right)^{2}+2 C \widetilde{k}\left(1+\Delta^{2}\right) I_{1}\right]}$,
where

$$
I_{1}=\int_{0}^{\infty} d \rho 4 \rho \frac{2 \rho^{2} e^{-2 \rho^{2}} \chi(\rho)}{1+\Delta^{2}+x_{1}^{2} e^{-2 \rho^{2}}}
$$

and

$$
\begin{equation*}
I_{2}=\int_{0}^{\infty} d \rho 4 \rho \frac{2 \rho^{2} e^{-4 \rho^{2}} \chi(\rho)}{1+\Delta^{2}+x_{1}^{2} e^{-2 \rho^{2}}} x_{1}^{2} \tag{3.24}
\end{equation*}
$$

and by the complex conjugate solutions. The short (long) dashed lines in Figs. 3(a)-3(c) (when visible), represent the results of the perturbative expansion (3.22) [(3.23)]. Excellent agreement with the full stability analysis (3.13) is found whenever the smallness conditions are verified [in Figs. 3(b) and 3(c), the exact solution is not distinguishable from approximation (3.23)].

## B. Destabilization of the doughnut single-mode steady state

In this case the single-mode steady-state equation, obtained by setting $f_{1}=f_{3}=0$ in Eqs. (2.12a)-(2.12c), and assuming $\quad f_{2}=f_{2}^{\text {st }} \exp \left(-i k \Delta^{\prime} t\right), \quad P=P^{\text {st }}(\rho, \varphi)$ $\times \exp \left(-i k \Delta^{\prime} t\right)$, and $D=D^{\text {st }}(\rho, \varphi)$, is

$$
\begin{equation*}
1=2 C \int_{0}^{\infty} d \rho 4 \rho \frac{2 \rho^{2} e^{-2 \rho^{2}}}{1+\Delta^{\prime 2}+2 \rho^{2} e^{-2 \rho^{2} x_{2}^{2}}} \chi(\rho), \tag{3.25}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{2}=\left(\frac{2}{\pi}\right)^{1 / 2}\left|f_{2}^{\mathrm{st}}\right| \tag{3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta^{\prime}=\Delta-\frac{\eta}{1+\widetilde{k}}=\frac{\delta_{\mathrm{AC}}-\eta}{1+\widetilde{k}} . \tag{3.27}
\end{equation*}
$$

The threshold for laser emission now is $\left[x_{2}=0\right.$ in Eq. (3.25)]

$$
\begin{equation*}
2 C_{(0, \pm 1)}^{\mathrm{thr}}=\left(1+\Delta^{\prime 2}\right)\left[\frac{\psi^{2}+1}{\psi^{2}}\right]^{2} \tag{3.28}
\end{equation*}
$$

We now consider the field fluctuations to be

$$
\begin{align*}
& \delta f_{2}(t)=\bar{f}_{2}(t)-f_{2}^{\mathrm{st}} \\
& \delta f_{i}(t)=\bar{f}_{i}(t) \quad(i=1,3) \tag{3.29}
\end{align*}
$$

where $\bar{f}_{i}(t)$ is defined as in Eq. (3.10), with $\Delta$ replaced by $\Delta^{\prime}+\eta / \widetilde{k}$. We then retrace all the steps followed in Sec. III $\mathbf{A}$, and we arrive at the expression for the characteristic equation in $\bar{\lambda}$ which governs the stability of the single-mode doughnut solution against the growth of the $\mathrm{TEM}_{00}$ mode:

$$
\begin{equation*}
\tilde{\lambda}-i \eta+\tilde{k}\left(1-2 C \Phi^{\prime}-i \Delta^{\prime}\right)=0 \tag{3.30}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi^{\prime}\left(\left|F^{\mathrm{st}}\right|^{2}, \widetilde{\gamma}, \Delta^{\prime}, \widetilde{\lambda}\right)=\int_{0}^{\infty} d \rho 4 \rho e^{-2 \rho^{2}} T_{1}\left(\left|F^{\mathrm{st}}\right|^{2}, \widetilde{\gamma}, \Delta^{\prime}, \widetilde{\lambda}\right) \chi(\rho) \tag{3.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|F^{\mathrm{st}}\right|^{2}=\left|f_{2}^{\mathrm{st}}\right|^{2}\left|A_{2}(\rho, \varphi)\right|^{2}=x_{2}^{2} 2 \rho^{2} e^{-2 \rho^{2}} . \tag{3.32}
\end{equation*}
$$



FIG. 3. Stability boundaries for the TEM $_{00}$ mode for the different parameter regions considered in this paper. This mode is unstable below these curves and stable above them. The solid lines indicate the exact numerical solution of Eq. (3.13). The approximate solutions are indicated by dashed lines when not hidden by the solid line (short dashes for the good cavity limit [Eqs. (3.22)], and longer dashes for the small $\widetilde{\gamma}$ limit [Eqs. (3.23)]). (a) $\mathrm{Na}_{2}$ laser parameters ( $\widetilde{k}=0.23, \widetilde{\gamma}=1, \Delta=2.16$, and $\psi=1.63$ ). (b) $\mathrm{CO}_{2}$ parameters ( $\tilde{k}=0.3, \tilde{\gamma}=0.01, \Delta=0.7$, and $\psi \rightarrow \infty)$. (c) Nd:YAG parameters ( $\widetilde{k}=0.05, \tilde{\gamma}=0.0025$, $\Delta=-0.2$, and $\psi \rightarrow \infty)$.

In this case we have not evaluated the exact solutions of Eq. (3.30), limiting ourselves to the analysis of the perturbative cases $\widetilde{k} \ll 1$ and $\widetilde{\gamma} \ll 1$ with the same approach as in Sec. III A. In the good-cavity limit we have

$$
\begin{align*}
& \tilde{\lambda}_{0}=+i \eta, \\
& \widetilde{\lambda}_{1}=2 C \Phi^{\prime}\left(\left|F^{\mathrm{st}}\right|^{2}, \widetilde{\gamma}, \delta_{\mathrm{AC}}-\eta, \tilde{\lambda}=\widetilde{\lambda}_{0}\right)-1+i\left(\delta_{\mathrm{AC}}-\eta\right), \tag{3.35a}
\end{align*}
$$

and the complex conjugate solution.
In the second limit one has

$$
\begin{align*}
\tilde{\lambda}_{0}=\frac{1}{2}\{ & -\left[1+i \Delta^{\prime}-i \eta+\widetilde{k}\left(1-i \Delta^{\prime}\right)\right] \\
& \left. \pm \sqrt{\left[1+i \Delta^{\prime}+i \eta-\widetilde{k}\left(1-i \Delta^{\prime}\right)\right]^{2}+8 C \widetilde{k}\left(1+\Delta^{\prime 2}\right) I_{3}}\right\} \tag{3.34a}
\end{align*}
$$

$\widetilde{\lambda}_{1}=-\frac{2 C \widetilde{k}\left(1+i \Delta^{\prime}\right)\left(\widetilde{\lambda}_{0}+2\right) I_{4}}{2 \widetilde{\lambda}_{0}\left[\left(1+\widetilde{\lambda}_{0}+i \Delta^{\prime}\right)^{2}+2 C \widetilde{k}\left(1+\Delta^{\prime 2}\right) I_{3}\right]}$,
where

$$
\begin{equation*}
I_{3}=\int_{0}^{\infty} d \rho 4 \rho \frac{e^{-2 \rho^{2}} \chi(\rho)}{1+\Delta^{\prime 2}+x_{2}^{2} 2 \rho^{2} e^{-2 \rho^{2}}} \tag{3.33b}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{4}=\int_{0}^{\infty} d \rho 4 \rho \frac{2 \rho^{2} e^{-4 \rho^{2}} \chi(\rho)}{1+\Delta^{\prime 2}+x_{2}^{2} 2 \rho^{2} e^{-2 \rho^{2}}} x_{2}^{2} \tag{3.35b}
\end{equation*}
$$

together with the complex conjugate solution.
Figures 4(a)-4(c) display the various regions of stability as provided by the two stability analyses described in this section and Sec. III A in the limit $\widetilde{k} \ll 1$ for Fig.


FIG. 4. Stability boundaries of the $\mathrm{TEM}_{00}$ and $(0, \pm 1)$ single-mode solution. (a) Parameters as in Fig. 3(a). (b) Parameters as in Fig. 3(b). (c) Parameters as in Fig. 3(c). Regions 1 in (a)-(c) and 5 in (a) lie on the right of the vertical dotted line, while region 3 in (a) and (b) lies on the right of the dashed line; all regions are separated by the solid lines.

4(a), and $\widetilde{\gamma} \ll 1$ for Figs. 4(b) and 4(c); the other parameters are equal to those used in Figs. 3(a), 3(b), and 3(c), respectively. In these figures the dotted line represents the threshold of the $\mathrm{TEM}_{00}$ single-mode solution, while the dashed line shows the threshold for the doughnut solutions. In Fig. 4(a), upon decreasing the mode spacing $\eta$ one encounters in order (1) region 1, where only the $\mathrm{TEM}_{00}$ solution exists and is stable; (2) region 2, where the $\mathrm{TEM}_{00}$ solution is unstable, and the doughnut solutions either do not exist (above the dashed line) or are unstable; (3) region 3 , where only the doughnut solutions are stable, (4) region 4 , where both the $\mathrm{TEM}_{00}$ and the doughnut solutions are stable; and, finally, (5) region 5, where only the $\mathrm{TEM}_{00}$ solution is stable. In Fig. 4(b), regions 1,2 , and 3 are characterized by the same stability scenery as in Fig. 4(a), and region 4 presents the same stability picture as region 2. In Fig. 4(c) the scenery is the same as in Fig. 4(b), but there is no equivalent of region 4.

The dynamics of the multimode patterns that arise when both TEM $_{00}$ and the doughnut solutions become unstable will be the subject of Sec. IV. The search for dynamical laser solutions has been guided by the diagrams of Figs. 3 and 4.

## IV. NUMERICAL ANALYSIS OF DYNAMICAL INSTABILITIES

In this section we present some results of extensive investigation of the dynamical regimes obtained by integration of Eqs. (2.12). Note that the sign of the atomic detuning $\Delta$ is positive (i.e., the atomic frequency is larger than the Gaussian mode frequency, which corresponds to self-focusing in the laser case) for some simulations and negative for others, without substantial differences in the spatiotemporal behavior of the laser output (apart from mode family selection with $\Delta>0$ ), in agreement with the experimental results. This may appear to contrast recent work [37], which shows pinned singularities for $\Delta>0$ and free vortices for $\Delta<0$ in a laser model with plane mirrors and an infinitely extended pump. The presence of spherical mirrors and a finite-size pump induces a mechanism that binds vortices for all signs of detuning, as clearly explained in Ref. [29]. Moreover, for positive detunings, pinned phase singularities in equations (2.12) have been already described in Ref. [17] as the single degenerate family effect. Here we focus on the dynamics of laser vortices when more than one family of modes is active. In these cases the bound motions of vortices for positive and negative detunings appear indistinguishable.

## A. Dynamical patterns <br> in the case of a frequency-degenerate family

When the dynamics is governed only by the modes of a frequency-degenerate family, usually the laser approaches a stationary state. This is always true in the good-cavity limit $k \ll \gamma_{1}, \gamma_{\|}$, in which the atomic variables can be eliminated adiabatically, and the equations which describe the behavior of the system can be cast in a "potential" form [18]; it is, however, not true for general values of the relaxation rates $k, \gamma_{\perp}$, and $\gamma_{\|}$. As a matter of fact our
investigations in the parameter domain proper for $\mathrm{CO}_{2}$ lasers, and our attempts to forecast relaxation oscillations in the crystals of phase singularities [17], led us to regimes where spontaneous oscillations of the modal intensities belonging to the same frequency-degenerate family set in, so that the system reaches a dynamical steady state which we always found to be a limit cycle.

The parameter domain where this behavior can be found is characterized by a small $\bar{\gamma}$ [see Eq. (3.17)], usually around $10^{-2}$, while the cavity damping constant $\widetilde{k}$ can vary from $10^{-1}$ to unity. The pump parameter ranges from values very close to threshold to a few times above threshold; beyond this limit the system switches back to a stationary steady state. The pump profile has always been kept flat ( $\psi \rightarrow \infty$ ).

An example of the oscillatory regime is reported in Fig. 5: here we have considered the family $q=2$ to be active, and as an initial condition we chose a four-hole pattern, similar to that described in Fig. 6(b) of Ref. [17]. For $\tilde{\gamma} \geq 0.05$ this pattern is a stable stationary state for the system, but we have numerically integrated the model with $\widetilde{\gamma}=0.01$, and the onset of the oscillations is quite clear. As one can see, the intensity of mode $A_{1,0}$ is larger than those of modes $A_{0, \pm 2}$, it oscillates with half the period of the oscillations of those modes with a smaller amplitude. Moreover, mode $A_{0,+2}$ is in counterphase to $A_{0,-2}$, and has the same amplitude of oscillation. This behavior is very similar to the antiphase dynamics recently studied by many authors [38], and it is common to all the dynamical regimes we found all over the parametric region investigated. It is worth stressing that the same regime is reached under fixed parametric conditions, independently of the initial conditions, i.e., there is no evi-


FIG. 5. Spontaneous oscillations of the frequency-degenerate family $q=2$ for $\widetilde{\gamma}=0.01 . \psi \rightarrow \infty, 2 C=2$, and $\widetilde{k}=1$. Time evolution of the modal intensities. The upper solid line represents the mode ( 1,0 ), and the two lower lines show antiphase oscillations of the doughnut modes $(0,+2)$ (solid line) and $(0,-2)$ (broken line).
dence of multistability, in contrast to the good-cavity case.

There are always four vortices in this dynamical pattern, which move around the optical axis, and at the same time oscillate along the radial direction: Figure 6 illustrates this motion in the transverse plane during 200 times units; note that the orbits of the vortices are quasiperiodic due to the relations among modal amplitude oscillations and their phases.

We compared the numerically calculated oscillation frequencies to the relaxation oscillation frequency predicted by the plane-wave rate equation model for a class$B$ laser:

$$
\begin{equation*}
\frac{\omega}{\gamma_{\perp}}=\sqrt{2 \widetilde{k} \widetilde{\gamma}(2 C-1)-(C \widetilde{\gamma})^{2}} . \tag{4.1}
\end{equation*}
$$

As one can see from Fig. 7, full agreement cannot be attained, but the numerical values are satisfactorily centered around the theoretical curves; this agreement tends to be lost for high values of $C$ and $\widetilde{k}$.

As the ratio $\widetilde{\gamma} / \widetilde{k}$ is further decreased to values of the order of $10^{-3}$, the behavior of the system becomes simpler because the antiphase oscillations disappear. The modal intensities $\left|f_{0,1}\right|^{2},\left|f_{0,2}\right|^{2}$, and $\left|f_{0,-2}\right|^{2}$ are constant and $\left|f_{0,2}\right|=\left|f_{0,-2}\right|$, but the phases of the doughnut amplitudes $f_{0,2}$ and $f_{0,-2}$ rotate at the same frequency $\omega$ and in opposite directions, i.e., $f_{0,2}=\left|f_{0,2}\right| e^{-i \omega t}$, and $f_{0,-2}=\left|f_{0,-2}\right| e^{i \omega t}$. Consequently, the four phase singularities will rotate about the optical axis at the frequency $\omega$, but the radial motion disappears. In this limit it is possible to derive more precise formulas for the modal intensities $x_{1}=\left|f_{0,1}\right|^{2}$ and $x_{2}=\left|f_{0,2}\right|^{2}$ and for the rotation frequency $\omega$ :
$1=2 C \int_{0}^{\infty} d u \frac{(1-u)^{2} e^{-u} \chi}{1+\left[(1-u)^{2} x_{1}+u^{2} x_{2}\right] e^{-u}}$,


FIG. 6. Motion of the four vortices in the $(x, y)$ transverse plane for the dynamical regime of Fig. 5.


FIG. 7. Comparison between the numerically calculated frequency for the oscillations of the regime corresponding to Fig. 5 (squares), with $\widetilde{\gamma} / \widetilde{k}=0.02$, and the theoretical frequency for relaxation oscillations in class $B$ lasers (solid line).

$$
\begin{align*}
& 1=2 C \int_{0}^{\infty} d u \frac{u^{2} / 2 e^{-u} \chi}{1+\left[(1-u)^{2} x_{1}+u^{2} x_{2}\right] e^{-u}}  \tag{4.2b}\\
& {\left[\frac{\omega}{k}\right]^{2}=2 C \frac{\widetilde{\gamma}}{\tilde{k}} \frac{x_{2}}{8} \int_{0}^{\infty} d u \frac{u^{4} e^{-2 u} \chi}{1+\left[(1-u)^{2} x_{1}+u^{2} x_{2}\right] e^{-u}} .} \tag{4.2c}
\end{align*}
$$

By substituting the values for the intensities $x_{1}$ and $x_{2}$ obtained from the first two equations in the last equation, one obtains the rotation frequency $\omega$ as a function of the pump parameter $2 C$. Figure 8 shows the perfect agreement between the theoretical curve and the numerical values derived by integration of the dynamical equations.

## B. Three-mode laser: $\mathrm{Na}_{2}$ parameters, traveling wave

In this subsection and the following one, we consider physical conditions in which the laser line excites only the three modes where $q=0$ and 1 . The estimated values for the relaxation rates in the experiment with the $\mathrm{Na}_{2}$ laser described in paper II are $\widetilde{k}=0.23$ and $\widetilde{\gamma}=1$. The other parameters are not fixed. We have gradually decreased $\eta$ [Eq. (3.14)] crossing the instability threshold. Below the boundary curve given by the solid line in Fig. 3(a) [or by the line which separates regions 1 and 2 in Fig. 4(a)], we have observed the emergence of a rotating pattern characterized by the presence of just one component of the $\mathrm{TEM}_{00}$ mode, and one of the $(0, \pm 1)$ modes. The intensities $\left|f_{i}\right|^{2}$ of the modal components are constant, while the relative phase increases (or decreases) linearly with time, and the rate of increase (decrease) is equal to the mode-pulled frequency spacing between the two modes:

$$
\begin{equation*}
\delta \omega=\frac{\eta}{1+\widetilde{k}} \gamma_{\perp} . \tag{4.3}
\end{equation*}
$$



FIG. 8. Same as Fig. 7, except that $\tilde{\gamma} / \widetilde{k}=10^{-3}$ and the numerical values of the rotation frequency (squares) are compared with the theoretical curve obtained from Eqs. (4.2).

Let us consider, for example, the case in which mode $(0,-1)$ is activated; using the same modal amplitudes $f_{i}$ ( $i=1,2,3$ ) as in Sec. III, the intensity profile of this pattern has the form

$$
\begin{align*}
|F(\rho, \varphi, t)|^{2}= & \frac{2}{\pi} e^{-2 \rho^{2}}\left|f_{1}^{0}+\sqrt{2} \rho f_{3}^{0} e^{-i(\varphi+\delta \omega t)}\right|^{2} \\
= & \frac{2}{\pi} e^{-2 \rho^{2}}\left[\left|f_{1}^{0}\right|^{2}+2 \rho^{2}\left|f_{3}^{0}\right|^{2}+2 \sqrt{2} \rho\left|f_{1}^{0}\right|\right. \\
& \left.\times\left|f_{3}^{0}\right| \cos \left(\varphi+\delta \omega t-\varphi_{0}\right)\right] \tag{4.4}
\end{align*}
$$

where $f_{1}^{0}$ and $f_{3}^{0}$ are the modal amplitudes at a reference time which, for simplicity, is $t=0$, and $\varphi_{0}$ is the relative phase between $f_{3}^{0}$ and $f_{1}^{0}$. Hence the intensity pattern performs a regular clockwise rotation around the laser axis. When, by contrast, mode $(0,+1)$ is activated, the rotation is counterclockwise, as depicted by the sequence in Fig. 9.

From Fig. 9 one can observe that there is a point in the transverse plane where the electric-field intensity vanishes. This point is the center of an optical vortex [26,17] located at a distance $\left|f_{1}^{0}\right| / \sqrt{2}\left|f_{3}^{0}\right|$ from the laser axis. Hence the vortex moves in a circular orbit around the optical axis, with angular frequency $\delta \omega$.

The moduli of amplitudes $f_{1}$ and $f_{3}$ vary in a continuous way as a function of the control parameters: with reference to Fig. 4(a), for example, we have $f_{3}=0$ ( $f_{1}=0$ ), corresponding to the upper (lower) boundary of region 2. Upon crossing the upper boundary in the downward direction, one encounters a spontaneous breaking of the cylindrical symmetry in the intensity pattern, and simultaneously the breaking of the timetranslational symmetry because the pattern in region 2 is rotating [22]. By decreasing the mode spacing $\eta$ in region $2,\left|f_{3}\right|$ increases and $\left|f_{1}\right|$ decreases, so that the vortex circles closer and closer to the origin and, when the
(a)

(b)

(c)


FIG. 9. Three-mode laser $\left(\mathrm{Na}_{2}\right.$ parameters, $\psi=1.63$, $2 C=9.66, \Delta=1.76$, and $\eta=4.3$ ). Plot of the transverse intensity profile for the traveling-wave pattern [Eq. (4.4)] at three subsequent times. The vortex rotation is evident.
lower boundary is reached, it is located exactly at the origin, and the pattern becomes a pure, stationary, doughnut mode.

The first experimental observation of a transverse rotating pattern in a nonlinear optical system was obtained by Giusfredi et al. [6] in a passive Na system with a single mirror configuration; other experimental observations, directly related to our numerical results, will be discussed in paper II.

Configuration (4.4) represents a traveling wave in the angular variable. In the following we will label as "standing wave" the configuration in which both doughnuts $\exp ( \pm i n \varphi)$ are activated simultaneously with equal (or nearly equal) intensities [it must be kept in mind, however, that due to the frequency beating with modes different from the two doughnuts $\exp ( \pm \operatorname{in} \varphi)$, these patterns are not stationary but dynamical].

## C. Three-mode laser:

## $\mathrm{CO}_{2}$ parameters, traveling wave, and alternated rotation

A second set of parameters, fitting the estimated values for the experiment using a $\mathrm{CO}_{2}$ laser (see paper II), has been explored. Here the relaxation rates are $\widetilde{k}=0.3$ and $\widetilde{\gamma}=0.01$. In this case the results obtained in Sec. III for the limit $\tilde{\gamma} \ll 1$ provide a good guideline [see Figs. 3(b) and 4(b)]. As in the previous case, upon destabilization of the $\mathrm{TEM}_{00}$ mode, one encounters a rotating pattern with the spinning vortex.

A different but related kind of dynamical patterns has been found for $\delta_{A C}=0.9$ and $2 C=3.5$ : here all the intensities of the three modes have a significant dynamical evolution, and two well-separated time scales are recognizable (Fig. 10). On the short-time scale the behavior is similar to that of the usual rotating pattern, because the intensity of one doughnut mode is negligible; this time


FIG. 10. Three-mode laser $\left(\mathrm{CO}_{2}\right.$ parameters $\psi \rightarrow \infty$, $2 C=3.5, \Delta=0.69$, and $\eta=1.95$ ). Periodic alternance. Line 1 describes the total intensity, lines 2 and 4 describe $\left|f_{3}\right|^{2}$ and $\left|f_{2}\right|^{2}$, respectively, and line 3 describes $\left|f_{1}\right|^{2}$.
scale is given by the inverse of the mode-pulled frequency difference between the doughnut and fundamental modes. On the longer time scale (several hundred times the rotation period) there is a periodic exchange in the role of the two doughnut modes, while the intensity of the fundamental mode undergoes modest variations. Therefore we have an alternation between two rotating patterns, one exhibiting a clockwise spinning vortex, the other a counterclockwise one. This is very simple example of the phenomenon of periodic alternance that was defined by Arecchi et al. [20]. The periodic alternating effect has been observed experimentally in a laser with a saturable absorber [39], and in a cavity containing a photorefractive medium [20].

## D. Six-mode laser: $\mathbf{C O}_{\mathbf{2}}$ parameters

In this subsection we consider physical conditions in which the laser line activates the six modes where $q=0$, 1 , and 2 only. In this case, in addition to the modes described by Eqs. (3.1), (3.2), and (3.3), we have the modes of the family $q=2$, i.e.,

$$
\begin{align*}
& A_{4}=A_{1,0}=\left(\frac{2}{\pi}\right)^{1 / 2}\left(1-2 \rho^{2}\right) e^{-\rho^{2}}  \tag{4.5}\\
& A_{5}=A_{0,2}=\left(\frac{1}{\pi}\right)^{1 / 2} 2 \rho^{2} e^{-\rho^{2}} e^{+2 i \varphi},  \tag{4.6}\\
& A_{6}=A_{0,-2}=\left(\frac{1}{\pi}\right)^{1 / 2} 2 \rho^{2} e^{-\rho^{2}} e^{-2 i \varphi} \tag{4.7}
\end{align*}
$$

The increased number of dynamical variables leads to a striking richness of dynamical patterns; the most interesting of those will be reviewed briefly in the following.


FIG. 11. Six-mode laser $\left(\mathrm{CO}_{2}\right.$ parameters, $\psi=2.5,2 C=3$, $\Delta=-0.154$, and $\eta=0.09$ ). Double traveling wave. Time evolution of the modal interstitial for modes $(0,+2)$ (line 1$)$, TEM $_{00}$ (line 2 ), and $(0,+1)$ (line 3 ).

## 1. Double traveling wave

In this case there are three active modes: the $\mathrm{TEM}_{00}$, the $(0,+1)$, and the $(0,+2)$ modes [or the $(0,-1)$ and $(0,-2)$ modes]; Fig. 11 shows the relative intensities of the modal amplitudes, which do not exhibit oscillations. This pattern presents two rotating vortices located on circular paths centered on the optical axis. The rotation frequency of the vortices is about the mode-pulled frequency spacing between families $q=1$ and 2. Figure 12 shows the intensity evolution at two diametrically opposed fixed points in the transverse plane. The intensities plotted clearly show two frequencies: one is the mode-pulled frequency we mentioned above, the other is twice the first. Finally, Figs. 13(a) and 13(b) display the transverse intensity profile for this pattern, as viewed from two opposite sides, evidencing both vortices.

## 2. Traveling wave plus standing wave I: Vortex precession

This pattern is characterized by a dominant $(1,0)$ mode and by the presence of both $(0, \pm 2)$ modes together with a $(0,-1)[(0,+1)]$ mode of about the same magnitude, while the other doughnut mode $(0,+1)[(0,-1)]$ and the $\mathrm{TEM}_{00}$ are negligible. As shown in Fig. 14, the modal intensities display small oscillations, and the two $(0, \pm 2)$ modes have almost equal intensities. This situation corresponds to the presence of a traveling wave involving the family $2 p+|l|=1$ and a standing wave of the family $2 p+|l|=2$. The phase of modes belonging to families $q=0$ and 2 rotate with the same frequency, while the phases of modes belonging to the family $q=1$ exhibit a rotation frequency, relative to the former, equal to the mode-pulled frequency spacing between adjacent families.

Because of the orthonormality of the modes [Eq. (2.7)], the total intensity of the field is equal to the sum of the intensities of each mode, and therefore it is not affected


FIG. 12. Six-mode laser, double traveling wave. Time behavior of the intensity at two diametrically opposed points in the transverse plane.
by phenomena of interference between modes. The power spectrum of the intensity (Fig. 15) at a point of maximum average intensity (point $A$ in Fig. 17) shows the presence of two main frequencies: $\omega_{1}=2.34 \times 10^{-2} \gamma_{\perp}$ and $\omega_{2}=0.177 \gamma_{1}$. We note that $\omega_{2}$ is close to the modepulled frequency spacing between families 0 and 1 , and to the oscillation frequency of the modal intensities. There is no evident interpretation for $\omega_{1}$.

Within this pattern there are always four vortices moving in the transverse plane. Their motion evolves over two well distinguishable time scales due to the presence of frequencies $\omega_{1}$ and $\omega_{2}$. On the short-time scale (linked to the frequency $\omega_{2}$ ), the vortices describe small loops symmetrically arranged around the origin; these loops are not closed orbits, however, because on the longer time scale (linked to the frequency $\omega_{1}$ ) they undergo a precession around the origin. The two motions can be appreciated in Figs. 16(a) and 16(b), respectively.

Figure 17 is an average of the time-dependent intensity distribution on a time interval equal to the long-time



FIG. 13. Six-mode laser, double traveling wave. Transverse intensity profile seen from two opposite viewpoints.


FIG. 14. Six-mode laser ( $\mathrm{CO}_{2}$ parameters, $\psi \rightarrow \infty, 2 C=2.5$, $\Delta=0.23$, and $\eta=0.21$ ). Traveling plus standing wave I. Time evolution of the modal intensities for modes ( 1,0 ) (solid line), $(0,-1)$ (dotted line), $(0,+2)$ (short-dashed line), and ( $0,-2$ ) (long-dashed line).
scale, and shows a central bright spot surrounded by a ring on which four less bright spots are superimposed; this structure has been observed on a fluorescent screen which reveals the structure of the beam emitted by a $\mathrm{CO}_{2}$ laser, as described in paper II. The last two figures [Figs. 18(a) and 18(b)] show the intensity evolution at two fixed points in the transverse plane. Figure 18(a) refers to intensities recorded at points $A$ and $C$ of Fig. 17: it is clear that the intensities are in counterphase on the short-time scale, while they are in phase on the long-time scale; Fig. 18(b) shows the same when the intensities are recorded at


FIG. 15. Six-mode laser, traveling plus standing wave I. Power spectrum of the intensity at point $A$ of Fig. 17.


FIG. 16. Six-mode laser, traveling plus standing wave I. Motion of the four vortices (a) on a short time scale, and (b) on a long time scale.


FIG. 17. Six-mode laser, traveling plus standing wave I. Average intensity distribution in the transverse plane; points $A$, $B, C$, and $D$ mark the secondary maxima of the pattern.
points $B$ and $D$ of Fig. 17. The experimental results presented in paper II are in excellent qualitative agreement with this picture.

## 3. Traveling wave plus standing wave II: Creation and annihilation of vortices

The modal structure of this pattern is similar to the previous case, but here the intensity of the $(0,-1)$ $[(0,+1)]$ mode is much larger than that of the two ( $0, \pm 2$ ) modes (Fig. 19). Again the larger fundamental frequency $\omega_{2}$ in the power spectrum of the intensity (Fig. 20) in a point of maximum average intensity corresponds to the mode spacing between families 0 and 1 , and there is a smaller fundamental frequency $\omega_{1}=3.66 \times 10^{-3}$ not clearly linked to the characteristic frequencies of the system. The averaged intensity distribution is similar to that


FIG. 18. Six-mode laser, traveling plus standing wave I. Time dependence of the intensity (a) at points $A$ and $C$, and (b) at points $B$ and $D$ (see Fig. 17).


FIG. 19. Six-mode laser ( $\mathrm{CO}_{2}$ parameters, $\psi \rightarrow \infty, 2 C=2.0$, $\Delta=0.115$, and $\eta=0.21$ ). Traveling plus standing wave II. Time evolution of the modal intensities for modes ( 1,0 ) (line 1 ), $(0,+1)$ (line 2 ), and $(0, \pm 2)$ (line 3 ).
of Fig. 17, and the oscillations of the intensity in the opposite secondary maxima are also similar to those shown in Figs. 18(a) and 18(b).

The peculiarity of this pattern is the motion of the vortices, as Fig. 21 shows: one of them covers a small loop around the origin, while on a larger loop outside it, there are two points ( $A$ and $C$ ) where a pair of vortices is created, and two others ( $B$ and $D$ ) where a pair is annihilated. The vortex in the inner orbit has topological charge $[17,26]+1$, while a pair of vortices of opposite charge is created or annihilated on the outer orbit; on the


FIG. 20. Six-mode laser, traveling plus standing wave II. Power spectrum of the intensity in a point of maximum average intensity.


FIG. 21. Six-mode laser, traveling plus standing wave II. Pairs of vortices are periodically created in points $A$ and $C$, and annihilated in points $B$ and $D$.
latter the total topological charge is always -1 , so that the total charge of the pattern is always zero. The motion of the vortices undergoes significant accelerations (decelerations) when the two vortices of a pair are close to an annihilation (creation) point, due to the existence of attractive forces between optical vortices with charges of opposite sign, similar to the forces described in Ref. [40] for the case of the Ginburg-Landau equation.

## 4. Standing wave plus standing wave

In this pattern all six modes are significantly present; the $(1,0)$ mode dominates, and the two elements in each couple of doughnut modes have the same intensity (Fig. 22) and therefore form two standing waves. Moreover, all modes exhibit oscillations where only one fundamental frequency $\bar{\omega}$ (about $15 \%$ smaller than twice the modepulled spacing between families 0 and 2 ) is present, as one can see in the power spectrum of the total intensity (Fig. 23).

As in the case of Sec. IV D 2, only the phases of family $q=1$ exhibit a rotation with respect to those of families $q=0$ and 2 ; the frequency of this rotation is close to the mode-pulled spacing between families $q=0$ and 2. Figure 24 shows the average intensity distribution and the two pairs of opposite points where intensity oscillations have been calculated. The existence of only the fundamental time scale is reflected by the absence of envelope modulation of the intensity oscillations [Figs. 25(a) and 25(b)]. The oscillations in $A$ and $C$ [Fig. 25(a)] are basically in phase and display two frequencies $\bar{\omega} / 2$ and $\bar{\omega}$, while in points $B$ and $D$ [Fig. 25(b)], where the oscillations are in counterphase, only $\bar{\omega} / 2$ is present.

Again, we have observed creation and annihilation of pairs of vortices, which now move on separated and symmetrical orbits (Fig. 26). To describe their motion, let us suppose we start at a time where two vortices, say $v$


FIG. 22. Six-mode laser ( $\mathrm{CO}_{2}$ parameters, $\psi \rightarrow \infty, 2 C=5.0$, $\Delta=-0.154$, and $\eta=0.09$ ). Standing plus standing wave. Time evolution of the modal intensities for modes ( 1,0 ) (upper solid line), TEM $_{00}$ (lower solid line), ( $0, \pm 1$ ) (short-dashed line), and $(0, \pm 2)$ (long-dashed line).
and $v^{\prime}$, are passing through points $a$ and $a^{\prime}$, respectively. On the other orbit, at the same instant, a pair of oppositely charged vortices are annihilated at point $b$. For some time the two vortices $v$ and $v^{\prime}$ are the only ones surviving until they reach points $c$ and $c^{\prime}$, respectively; at that moment, a pair $w$ and $w^{\prime}$ is created at point $d$. The motion continues until $v$ and $v^{\prime}$ annihilate at point $e$ and, correspondingly, $w$ and $w^{\prime}$ are located at points $f$ and $f^{\prime}$, symmetrical with respect to $a$ and $a^{\prime}$ on the other orbit. Then the evolution repeats itself symmetrically, on a time scale equal to the period of the oscillations in points $B$ and $D$ of Fig. 24, i.e., $4 \pi / \bar{\omega}$.


FIG. 23. Six-mode laser, standing plus standing wave. Power spectrum of the total intensity.


FIG. 24. Six-mode laser, standing plus standing wave. Average intensity distribution in the transverse plane; points $A, B, C$, and $D$ mark the secondary maxima of the pattern.


FIG. 25. Six-mode laser, standing plus standing wave. Time dependence of the intensity (a) at points $A$ and $C$, and (b) at points $B$ and $D$ (see Fig. 24).


FIG. 26. Six-mode laser, standing plus standing wave. Vortices $w$ and $w^{\prime}$ are created in point $d$ and annihilated in point $b$.

## E. Removal of frequency degeneracy for a family of modes

Patterns described throughout Secs. IV B, IV C, and IV D offer direct confirmation of some predictions made by group-theory analysis about possible symmetry breaking of cylindrically symmetric systems [22]. Nevertheless, so far it has been impossible to detect in our simulations two other patterns predicted by this approach as steady solutions, namely the simple standing wave [in which, in addition to the fundamental mode, also the two doughnut modes $(0, \pm 1)$ are activated with equal intensity] or the standing wave $(0, \pm 1)$ plus traveling wave $(0,+2)[$ or $(0,-2)]$. This fact is related to an intrinsic instability of these solutions due to the symmetries of our equations. For certain ranges of parameters and initial conditions, for example, cylindrically symmetric initial conditions evolve to asymmetric standing-wave patterns of the kind requested. These solutions, however, lose their stability by generic perturbations as small as $1 \%$ of the total intensity. This behavior has also been confirmed by simulations of the complete set of Maxwell-Bloch partial differential equations [41,30b], thus ruling out the limited number of modes in our calculations as the source of a spurious effect. The discrepancy between our theory and experimental observations of standing-wave patterns can, however, be explained by the intrinsic cylindrical symmetry of our equations (not necessarily of their solutions), impossible to achieve in experimental realizations. In fact, we have been able to stabilize standing-wave solutions by breaking this symmetry via the introduction of a frequency shift for modes of the family $2 p+|l|=1$.

In order to describe these patterns in terms of modes, it is useful to switch from the complete set of modes (3.1)-(3.3) to its equivalent form defined as follows:
$\tilde{A}_{1}=A_{0,0}=\left(\frac{2}{\pi}\right)^{1 / 2} e^{-\rho^{2}}$,
$\tilde{A}_{2}=\left(A_{0,1}+A_{0,-1}\right) / \sqrt{2}=2\left(\frac{2}{\pi}\right)^{1 / 2} \rho e^{-\rho^{2}} \cos \varphi$,
$\widetilde{A}_{3}=\left(A_{0,1}-A_{0,-1}\right) / \sqrt{-2}=2\left(\frac{2}{\pi}\right)^{1 / 2} \rho e^{-\rho^{2}} \sin \varphi$.

In our simulations we have assumed that modes 2 and 3 are shifted from the common family frequency by amounts $-\Omega$ and $\Omega$, respectively, equal to a few percent of the mode spacing $a_{01}$ between families 0 and 1 . This models small asymmetries of the optical components of the experimental setup which create astigmatism and are responsible for slightly different optical paths for the angularly dependent modes. Actually, mechanisms such as astigmatism or aberration, for example, break the cylindrical symmetry of the system. A precise modeling of these elements would require introducing considerable complications into our equations, and therefore we include such elements in a phenomenological way by introducing a breaking of the frequency degeneracy, as is done here, or differentiated losses, as is done in Sec. IV F.

Simulations performed for both $\mathrm{Na}_{2}$ - and $\mathrm{CO}_{2}$-like parameters lead to similar results. Overall we can say that when $\Omega \approx(0.03-0.04) a_{0,1}$, one observes stable standingwave configurations. These patterns are characterized by the presence of a pure cosine (or sine, according to which one has been shifted closer to the atomic frequency) mode superposed to a component of the $\mathrm{TEM}_{00}$. The intensity distribution is given by

$$
\begin{align*}
|F(\rho, \varphi, t)|^{2}= & \frac{2}{\pi} e^{-2 \rho^{2}}\left|\tilde{f}_{1}^{0}+2 \rho \tilde{f}_{2}^{0}(\cos \varphi) e^{-i \delta \omega t}\right|^{2} \\
= & \frac{2}{\pi} e^{-2 \rho^{2}\left[\left|\tilde{f}_{1}^{0}\right|^{2}+4 \rho^{2}\left|\widetilde{f}_{2}^{0}\right|^{2} \cos ^{2}(\varphi)\right.} \\
& \left.\quad+4 \rho\left|\tilde{f}_{1}^{0}\right|\left|\tilde{f}_{2}^{0}\right| \cos \varphi \cos \left(\delta \omega t-\varphi_{0}\right)\right] \tag{4.11}
\end{align*}
$$

where $\widetilde{f}_{1}^{0}$ and $\tilde{f}_{2}^{0}$ are the amplitudes of modes $\widetilde{A}_{1}$ and $\widetilde{A}_{2}$ at a reference time which, for simplicity, is $t=0$, and $\varphi_{0}$ is the relative phase between $\tilde{f}_{1}^{0}$ and $\tilde{f}_{2}^{0}$. The quantity $\delta \omega$ is given by Eq. (4.3). The relative phase rotates with the usual frequency (4.3): the role of the phase rotation is clarified by Figs. 27(a) and 27(b), where two maxima of the intensity grow and decay alternately during the rotation period; the field intensities corresponding to the two peaks exhibit sinusoidal oscillations in counterphase. The time-averaged intensity pattern is shown in Fig. 28, where two bright spots are clearly visible. More precisely, the numerical calculations show that the modal intensities exhibit small oscillations (Fig. 29), so that in Eq. (4.11) $\left|\tilde{f}_{1}^{0}\right|$ and $\left|\tilde{f}_{2}^{0}\right|$ must be replaced by two timedependent functions which display these oscillations. When $\Omega$ is reduced to $1 \%$ or $2 \%$ of $a_{01}$, the sine (cosine) mode comes into play and the amplitude of the oscillations of the modal intensities increases. The temporal behavior of the intensities of modes $\bar{A}_{i}(i=1,2,3)$ is shown in Fig. 30, while Fig. 31 shows the same for the doughnut modes (3.1)-(3.3). The fundamental oscillation
(a)

(b)


FIG. 27. Three-mode laser with frequency-degeneracy removal. Standing-wave configuration and $\mathrm{Na}_{2}$ parameters ( $\psi=1.63$, $2 C=9.66, \Delta=2.03, \eta=4.3$ and $\Omega=0.04 a_{0,1}$ ). Plot of the transverse intensity profile for the standing-wave pattern [Eq. (4.11)] at two subsequent times.


FIG. 28. Three-mode laser with frequency-degeneracy removal, standing-wave configuration. Average intensity distribution in the transverse plane.


FIG. 29. Three-mode laser with frequency-degeneracy removal. Upper line: intensity of the cosine mode [see Eq. (4.9)]; lower line: intensity of the TEM $_{00}$ mode. Same parameters as in Figs. 27 and 28.
frequency of the mode intensities scales well with the mode-pulled separation $2 \Omega$ in the $\mathrm{Na}_{2}$ case, while it appears unrelated to the characteristic time scales in the case of $\mathrm{CO}_{2}$ lasers. In this regime the features of the traveling and standing waves appear alternately. Specifically, when one of the two doughnuts is dominant the traveling wave prevails, while the standing wave manifests itself when the two doughnuts have the same intensity. This behavior is well described by the motion of the vortex (Fig. 32). It initially moves around the origin describing


FIG. 30. Three-mode laser with frequency-degeneracy removal. Same parameters as in Fig. 27, but $\Omega=0.02 a_{0,1}$. Intensity of the cosine mode, (line 1) TEM ${ }_{00}$ mode (line 2), and sine mode (line 3 ).


FIG. 31. Three-mode laser with frequency-degeneracy removal. Same dynamical regime as in Fig. 30. The intensities of $(0,+1)$ mode (line 1), $\mathrm{TEM}_{00}$ mode (line 2 ), and $(0,-1)$ mode (line 3 ) are shown.
expanding orbits that eventually go to infinity, and then comes back, circling the other way round (see Fig. 31: the two doughnuts exchange on the long-time scale). Upon further reduction of $\Omega$ the sine and cosine modes tend to lock together with about the same intensity, and the pure traveling-wave configuration is restored in the limit $\Omega \rightarrow 0$.

## F. Differentiated losses for the modes of the family $q=1$

Another procedure for obtaining the stabilization of the standing-wave pattern is the introduction of two different cavity damping rates for the modes described by


FIG. 32. Three-mode laser with frequency-degeneracy removal. Motion of the vortex in the transverse plane.

Eqs. (4.9) and (4.10). This corresponds to simulating uncompensated astigmatic losses in the laser Brewster windows or in the lenses. The equations for the three modes in play read

$$
\begin{equation*}
\frac{d \widetilde{f}_{1}}{d t}=-k\left[f_{1}-2 C \int_{0}^{2 \pi} d \varphi \int_{0}^{\infty} d \rho \rho \widetilde{A}_{1}(\rho, \varphi) P(\rho, \varphi, t)\right] \tag{4.12a}
\end{equation*}
$$

$$
\begin{aligned}
& \frac{d \widetilde{f}_{2}}{d t}=-k\left[\left(1+i a_{01}\right) f_{2}\right. \\
& \left.\quad-2 C \int_{0}^{2 \pi} d \varphi \int_{0}^{\infty} d \rho \rho \widetilde{A}_{2}(\rho, \varphi) P(\rho, \varphi, t)\right]
\end{aligned}
$$

$$
\begin{align*}
\frac{d \widetilde{f}_{3}}{d t}=-k[ & {\left[1+\frac{\delta k}{k}+i a_{01}\right] f_{3} }  \tag{4.12b}\\
& \left.-2 C \int_{0}^{2 \pi} d \varphi \int_{0}^{\infty} d \rho \rho \widetilde{A}_{3}(\rho, \varphi) P(\rho, \varphi, t)\right] \tag{4.12c}
\end{align*}
$$

$$
\begin{align*}
|F|^{2} & \propto \rho^{2} e^{-2 \rho^{2}}\left|a \sqrt{1+\epsilon_{1} \sin (2 \delta t)} \cos \varphi+b \sqrt{1+\epsilon_{2} \sin (2 \delta t)}(\sin \varphi) e^{i \delta t}\right|^{2} \\
& =\rho^{2} e^{-2 \rho^{2}}\left\{a^{2}\left[1+\epsilon_{1} \sin (2 \delta t)\right] \cos ^{2} \varphi+b^{2}\left[1+\epsilon_{2} \sin (2 \delta t)\right] \sin ^{2} \varphi+a b \sin (2 \varphi) \sqrt{1+\epsilon_{1} \sin (2 \delta t)} \sqrt{1+\epsilon_{2} \sin (2 \delta t)} \cos \delta t\right\} \tag{4.13}
\end{align*}
$$

where $a^{2}$ and $b^{2}$ are the mean values of $\left|\widetilde{f}_{2}\right|^{2}$ and $\left|\tilde{f}_{3}\right|^{2}$, respectively, and $\epsilon_{1}$ and $\epsilon_{2}$ are constants. We note that $a>b$ when the atomic line is closer to mode 2 . If one defines $T=2 \pi / \delta$, Eq. (4.13) reads

$$
|F|^{2}=\left\{\begin{array}{l}
C_{1} \rho^{2} e^{-2 \rho^{2}} \cos ^{2}\left(\varphi-\varphi_{0}\right), \quad t=0  \tag{4.14}\\
C_{2} \rho^{2} e^{-2 \rho^{2}}\left[a^{2} \cos ^{2} \varphi+b^{2} \sin ^{2} \varphi\right], \quad t=T / 4 \\
C_{1} \rho^{2} e^{-2 \rho^{2} \cos ^{2}\left(\varphi+\varphi_{0}\right), \quad t=T / 2} \\
C_{2} \rho^{2} e^{-2 \rho^{2}}\left[a^{2} \cos ^{2} \varphi+b^{2} \sin ^{2} \varphi\right], \quad t=3 T / 4
\end{array}\right.
$$

where $\varphi_{0}=\tan ^{-1}(b / a)$, and $C_{1}$ and $C_{2}$ are constants. From Eq. (4.14) it is clear that the first and third expressions describe two-peaked structures rotated by $2 \varphi_{0}$ with respect to each other, while the second (and fourth) is a pattern whose transverse intensity distribution depends on the ratio $b / a$.

When the atomic line is centered halfway between modes 2 and 3 , one finds $a=b$, so that (a) $\varphi_{0}=\pi / 4$, and the two-peaked structures lie on the two straight lines
where $\widetilde{f}_{i}(i=1,2,3)$ is the amplitude of the modal function $\widetilde{A}_{i}(i=1,2,3)$ as given in Sec. IV E. We have numerically integrated these equations, using control parameters values suitable for the $\mathrm{Na}_{2}$ laser.

Since we assume that mode 2 suffers smaller losses than mode 3, we coherently observe in the temporal evolution that mode 3 rapidly decays to zero, and the final state is made up of a combination of modes 1 and 2 . The pattern one observes under these conditions is very similar to that described in Sec. IV E, and its transverse dynamics as well as the average intensity distribution are the same as in Figs. 27 and 28, respectively.

## G. Unlocked doughnut

Another dynamical pattern which exhibits a regular alternance among different transverse configurations has been found using the same model as in Sec. IV E, and moving the atomic line closer to family $q=1$, so that the $\mathrm{TEM}_{00}$ mode is suppressed. The frequency shift $2 \Omega$ between modes 2 and 3 amounts to a few percent of the mode spacing $a_{01}$, it prevents these modes from locking together and from realizing a stable stationary doughnut pattern [15]. Actually, the two modes exhibit a beat frequency $\delta$ (in general close to the frequency shift), and their intensities oscillate with frequency $2 \delta$. In general the behavior of the field intensity is well described by an expression of the form
$y=-x$ and $x$ in the transverse plane, respectively; and (b) the second and fourth structures become independent of $\varphi$ and correspond to the pure doughnut patterns. In addition, $\epsilon_{1}=\epsilon_{2}$, so that the time evolution of the two oscillating modal intensities are perfectly superimposed.

The simulation shown in Fig. 33 uses the parameters for a $\mathrm{Na}_{2}$ laser, so that a comparison can be made with the experimental data reported in paper II. We plot the local intensity recorded at fixed points in the transverse plane shown in Fig. 34; we begin by noting that the signals at points $P_{1,1}$ and $P_{-1,-1}$ are exactly equal: their maxima correspond to the appearance of the two-peaked structure oriented along $y=x(t=T / 2)$, while they drop to zero when the two-peaked structure appears along $y=-x(t=0)$. It turns out that the oscillation frequency is equal to the mode-pulled frequency shift $2 \widetilde{k} \Omega /(1+\widetilde{k})$. The intensity at points $P_{-1,1}$ and $P_{1,-1}$ is in counterphase with respect to the previous couple. The four points on the axes $P_{1,0}, P_{0,1}, P_{-1,0}$, and $P_{0,-1}$ are not affected by interference between modes 2 and 3 , and thus the oscillation amplitudes of the signals are much smaller than in the previous cases, because they arise from the modulation of the amplitudes $\left|f_{2}\right|$ and $\left|f_{3}\right|$, shown in Eq. (4.13). At $t=T / 4$ and $3 T / 4$, the same local intensity is


FIG. 33. Unlocked doughnut. $\mathrm{Na}_{2}$ parameters: $\psi=1.63$, $2 C=9.66, \Delta=3.5, \eta=4.3$, and $\Omega=0.05 a_{0,1}$. Local intensity at fixed points in the transverse plane (see Fig. 34). The solid line shows the intensity recorded at points $P_{1,1}$ and $P_{-1,-1}$; the dashed line shows the intensity recorded at points $P_{-1,1}$ and $P_{1,-1}$; and the dotted-dashed line shows the intensity recorded at points $P_{1,0}, P_{0,1}, P_{-1,0}$, and $P_{0,-1}$.
recorded at all points, corresponding to the appearance of a doughnut pattern which has a symmetrical intensity distribution.

## H. Six-mode laser: Nd:YAG parameters

Several plots of the vortex dynamics shown in the previous subsections have already proved the richness and complexity of the laser behavior whenever transverse modes with different frequencies are considered. By


FIG. 34. Location in the transverse plane of the eight points at which the intensities of Fig. 33 have been recorded.
focusing on parameter values characteristic of Nd:YAG lasers ( $\widetilde{k}=0.05, \widetilde{\gamma}=0.0025, \Delta=-0.2$, and $\psi \rightarrow \infty$ ), we now study in more detail a particular, yet generic, transition between dynamical patterns. To illustrate this transition we have kept $\eta$ fixed at 0.2 while progressively increasing the pump 2C [see Fig. 3(c) for the corresponding stability domain of the Gaussian mode].

Close to the instability threshold, the usual single vortex rotating around the beam center is found. Increasing the pump parameter, one observes the intensity of a doughnut mode to grow from zero by removing energy from the Gaussian mode. The vortex then moves toward the center of the beam. One doughnut mode is as likely to grow as the other, because the cylindrical symmetry of the equations does not favor either. In the following we consider the $(0,-1)$ doughnut mode alone as the initial dynamical pattern of the transition under investigation. In this state the off-center vortex initially rotates clockwise. The final state involves only the $(0,-1)$ and $(1,0)$ modes.

At variance with the results of Sec. IV B, a pure


FIG. 35. The "bow-tie-shaped" trajectory of the central vortex observed after the introduction of the ( 1,0 ) mode to the dynamics. (a) The short-time scale $[(1+\widetilde{k}) / \eta$ ] orbit of the central vortex. Overlapped on the vortex trajectory is the prediction of Eqs. (4.16). (b) A succession of snapshots of the vortex trajectory, illustrating the precession of the bow-tie on the longer time scale.
$(0,-1)$ stationary state is never recovered. Before the vortex reaches the beam center, the next radially symmetric ( 1,0 ) mode grows from zero amplitude (at $2 C=1.725 . \ldots$ ). The resulting three-mode pattern mediates the transition and is the focus of our analysis. Apart from introducing a new anticlockwise rotating vortex at a large distance from the beam center (see the end of this subsection), the three-mode interaction progressively distorts the initially circular trajectory of the existing vortex so that is acquires a peculiar "bow-tie" shape [see Fig. 35(a)]. The vortex completes this trajectory at almost the same frequency as for the circular path. However, on a longer time scale (about 2000 times slower than the rotation period), the "bow-tie" trajectory precesses in the same sense as the vortex rotates-i.e., clockwise in our case [see Fig. 35(b)]. The intensity distribution for this
pattern has the form

$$
\begin{array}{r}
\left.|F(\rho, \varphi, t)|^{2}=\frac{2}{\pi} e^{-2 \rho^{2}} \right\rvert\, f_{1}^{0}+\rho \sqrt{2} f_{3}^{0} e^{-i\left(\varphi+\delta \omega_{3} t\right)} \\
+\left.\left(1-2 \rho^{2}\right) f_{4}^{0} e^{\left.-i \delta \omega_{4} t\right)}\right|^{2} \tag{4.15}
\end{array}
$$

where $f_{1}^{0}, f_{3}^{0}$, and $f_{4}^{0}$ are the amplitudes of modes TEM $_{00}$, $(0,-1)$, and ( 1,0 ), respectively, at time $t=0$, and $\delta \omega_{i}$ 's are the respective frequency differences from the Gaussian mode. From the numerical computations, we observe that the modes oscillate at almost their mode pulled frequencies, i.e., $\delta \omega_{3}=\frac{1}{2} \delta \omega_{4}=\delta \omega$, where the latter is given by Eq. (4.3). Under this approximation, Eq. (4.15) reproduces the "bow-tie" vortex trajectory without the precession components, and the motion of the inner vortex is described by the equations

$$
\begin{align*}
& X_{v}=\frac{-\sin (\delta \omega t) \pm\left[\sin ^{2}(\delta \omega t)-\frac{4\left|f_{4}^{0}\right|}{\left|f_{3}^{0}\right|^{2}} \cos (2 \delta \omega t)\left[\left|f_{1}^{0}\right|-\left|f_{4}^{0}\right| \cos (2 \delta \omega t)\right]\right]^{1 / 2}}{\frac{\left|f_{1}^{0}\right|\left|f_{4}^{0}\right| \sin (4 \delta \omega t)}{\left|f_{3}^{0}\right|^{2} \cos (\delta \omega t)}}  \tag{4.16a}\\
& Y_{v}=X_{v} \tan (\delta \omega t)+\frac{\left|f_{1}^{0}\right| \sin (2 \delta \omega t)}{\sqrt{2}\left|f_{3}^{0}\right| \cos (\delta \omega t)} \tag{4.16b}
\end{align*}
$$

where $X_{v}$ and $Y_{v}$ are the Cartesian coordinates of the vortex in the transverse plane. A comparison between Eqs. (4.16) and the numerical computation yields an agreement within the line size of Fig. 35(a). However, in order to describe the slow precessing motion, one has to impose $\delta \omega_{3} \neq \frac{1}{2} \delta \omega_{4}$. This means that on a short-time scale the modes may be assumed to oscillate at their modepulled frequencies, while on a longer time scale smaller frequency shifts become relevant to describe the precession of noncylindrically symmetric vortex trajectories.

The three-mode interaction is still more complicated. Similarly to the vortex precession presented in Sec. IV B, this interaction induces oscillations of the modal intensities. These oscillations are quisiperiodic containing $\delta \omega_{3}$ and $\delta \omega_{4}$ and their difference, i.e., the precession frequen-
cy.
We have studied the details of the transition from twoto three-mode patterns around $2 C=1.725$. Figure 36(a) shows evidence of the Hopf character of the bifurcation as the amplitude of the oscillation grows with the square root of the control parameter $2 C$ normalized to the threshold value [42]. The bifurcation is reminiscent of the interaction between purely radial modes as described in Ref. [43]. Similarly, at $2 C=2.138$ an inverse Hopf bifurcation occurs corresponding to the vanishing of the Gaussian mode intensity [see Fig. 36(b)]. The final state of the analyzed transition is formed by the $(0,-1)$ and $(1,0)$ modes, where the field intensity distribution has the form

$$
\begin{align*}
|F(\rho, \varphi, t)|^{2} & =\frac{2}{\pi} e^{-2 \rho^{2}}\left|\rho \sqrt{2} f_{3}^{0} e^{-i(\varphi-\delta \omega t)}+\left(1-2 \rho^{2}\right) f_{4}^{0}\right|^{2} \\
& =\frac{2}{\pi} e^{-2 \rho^{2}}\left[2 \rho^{2}\left|f_{3}^{0}\right|^{2}+\left(1-2 \rho^{2}\right)^{2}\left|f_{4}^{0}\right|^{2}+2 \sqrt{2} \rho\left(1-2 \rho^{2}\right)\left|f_{3}^{0}\right|\left|f_{4}^{0}\right| \cos \left(\varphi-\delta \omega t-\varphi_{0}\right)\right] \tag{4.17}
\end{align*}
$$

where $\varphi_{0}$ is the fixed relative phase between $f_{3}^{0}$ and $f_{4}^{0}$. The positions of the two vortices can be written simply as follows:

$$
\begin{equation*}
\rho_{v}^{(1)}=\frac{\left|f_{3}^{0}\right|+\sqrt{\left|f_{3}^{0}\right|^{2}+4\left|f_{4}^{0}\right|^{2}}}{2 \sqrt{2}\left|f_{4}^{0}\right|}, \quad \varphi_{v}^{(1)}=\varphi_{0}+\delta \omega t \tag{4.18a}
\end{equation*}
$$

$$
\begin{align*}
& \rho_{v}^{(2)}=\frac{-\left|f_{3}^{0}\right|+\sqrt{\left|f_{3}^{0}\right|^{2}+4\left|f_{4}^{0}\right|^{2}}}{2 \sqrt{2}\left|f_{4}^{0}\right|} \\
& \varphi_{v}^{(2)}=\varphi_{0}+\delta \omega t+\pi \tag{4.18b}
\end{align*}
$$

These two vortices are diametrically opposite to each other, and rotate counterclockwise on circular orbits around the beam center with angular frequency $\delta \omega$. The


FIG. 36. Demonstration of the Hopf character of the threemode interaction; the amplitude of oscillation of the total intensity squared grows linearly with the pump. The circular points are measurements taken from numerical simulations and a best-fit straight line was drawn to verify the linear character of the relationship. (a) The Hopf bifurcation associated with the introduction of the $(1,0)$ mode. (b) The inverted Hopf bifurcation associated with the disappearance of the TEM $_{00}$ mode.
three-mode interaction induces a change of the rotation of the vortex close to the beam center. The mechanism at the base of this reversal is inherent in Eqs. (4.15) and (4.17), and is pictured in Fig. 37. The progressive deformation of the "bow-tie" orbit leads to a reversal of the direction of rotation of the vortex without inverting its topological charge. This unexpected behavior proves that for laser patterns which are complex enough (i.e, involving two or more interacting modes), there is no rela-



FIG. 37. The trajectory of the inner vortex for successive values of the pump (from left to right $2 C=1.75,1.79,1.87$, and 2.40). Here the inversion of the sense of rotation intrinsic to this transition is clearly illustrated.
tion between the direction of rotation of the vortices and their topological charge.

In conclusion, we can summarize the analyzed transition as follows: by a three-mode interaction leading to Hopf oscillations and nontrivial vortex trajectories, the Gaussian mode is replaced by the cylindrically symmetric $(1,0)$ mode in a dynamical pattern involving a doughnut mode.

## V. CONCLUDING CONSIDERATIONS

The analysis of this paper aims to continue our previous reports on stationary transverse patterns [ $10,12-14,17,18]$. In Refs. [10,13,14] we considered the case of a frequency spacing among transverse modes of the order of the cavity linewidth, a condition which favors the locking of the modes to a single frequency, which produces a stationary configuration. On the other hand, Refs. [12,17,18] focused on the case of excitation of a single frequency-degenerate family of modes; in this configuration there is no frequency competition and, in the case of class- $A$ lasers, the system again approaches a stationary state (this is, however, no longer true for class- $B$ lasers, as is shown in Sec. IV A of this paper). The analyses of Refs. [13,14] and Refs. [12,17,18], respectively, were complementary in the sense that in the first group of papers we assumed that the cylindrical symmetry of the pattern is not broken, and therefore we included in our treatment only the modes with $l=0$, whereas in the second group we analyzed specifically the phenomena of spontaneous breaking of the cylindrical symmetry, which arises from the presence of the modes with $l \neq 0$.

In this paper, we include, in principle, modes with whatever values of $p$ and $l$ (without including the restriction $l=0$ of Refs. [13,14] or the restriction $2 p+|l|$ $=$ const of Refs. [12,17,18]), but we focus our analysis on cases in which only a limited number of modes is relevant to the dynamics of the system. The emphasis now is no longer on stationary but on dynamical patterns, which become commonplace when the frequency spacing between adjacent transverse modes becomes substantially larger than the cavity linewidth.

Despite the restriction to a dynamics governed by a limited number of modes, the search in the parameter space of the system is quite complex. Our model, which we tried to keep as simple as possible, includes six independent parameters ( $C, \psi, \Delta, \eta, k / \gamma_{1}$, and $k / \gamma_{\|}$). For this reason we did not include the possibility of ingredients such as, for example, (i) inhomogeneous broadening, (ii) Fabry-Pérot cavity instead of ring cavity, and (iii) apertures. Concerning point (iii), we observe that in our calculations we have always chosen parametric conditions such that the relevant modes are selected by resonance with the atomic line, so that the inclusion of an aperture is unnecessary (some results obtained using a model which includes an aperture are discussed in Ref. [23]); for the same reason, in most of our calculations we assumed a flat or nearly flat pump profile.

Several of the papers indicated as "early work" in Ref. [9] analyze transverse patterns, observed experimentally, in terms of linear superpositions of a few transverse
modes which beat against one another; the same is also done in Refs. [6,21]. In our approach, instead, we derive the behavior of the system from the nonlinear dynamics of a number of coupled modes, governed by the equations of our model. Even in the very few cases in which the behavior reduces to a superposition of mode amplitudes with constant intensity (see Secs. IV B and IV A), the weights of the superpositions are not assumed ad hoc, but derived from the equations. Almost always, in addition, the modal intensities exhibit oscillations as a manifestation of the nonlinear character of the mode-mode interaction; in these cases the dynamics does not reduce to pure mode beating.

Our search was guided by the indications of bifurcation theory [22], which predicts the possible patterns but does not provide informations about their stability. In the case of three-mode dynamics, we performed a fairly complete and mostly analytical linear stability analysis, provided a full characterization of the patterns realized by the laser, and indicated their domains of stability in parameter space. A main point which emerged with evidence is the role of the imperfections in the cylindrical symmetry of the system, which led to the stabilization of patterns that would be unstable in conditions of perfect symmetry. In the case of six-mode dynamics, we identified several (not necessarily all) kinds of patterns. The determination of their domains of existence in parameter space is quite a time-consuming task, which is left for future work.

Our numerical simulations are addressed to three kinds of lasers: $\mathrm{Na}_{2}, \mathrm{CO}_{2}$, and Nd :YAG (in the last case we analyzed the effects of a negative atomic detuning $\Delta<0$ ). Paper II will illustrate some experimental results obtained in $\mathrm{Na}_{2}$ and $\mathrm{CO}_{2}$ lasers, and will compare them
with theoretical and numerical predictions. However, we observe that the parameter values of simulations for $\mathrm{CO}_{2}$ lasers do not fit the conditions in the experiment. As a matter of fact, in the experiment the atomic linewidth is very close to the free spectral range, whereas our model assumes that it is smaller. In our simulations, we preferred to consider parameter conditions which ensure strictly the validity of our model, and therefore we considered a laser cavity shorter than that of the experiment by a factor $\sim 5$. This step has the further benefit that with the shorter cavity the transverse mode spacing can be taken to be of the order of the atomic linewidth, so that relevant modes are selected by resonance with the atomic line, whereas in the experiment they are selected by an aperture. Preliminary investigations for a cavity length closer to that of the experiment show results similar to those illustrated in this paper; however, we do not yet have a complete picture for this case.

The problem of reducing the four-level model for $\mathrm{CO}_{2}$ lasers to a two-level model was discussed in Ref. [44]. In our numerical simulations we considered a value of $\gamma_{\|}$ larger than the real one, in order to make the integration time shorter; in Ref. [44] it is shown that this step does not introduce qualitative differences in the results.
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