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Abstract

The purpose of this paper is to extend recent results of [2] and [10] for the stochastic heat equation to the 
stochastic wave equation given by

∣∣∣∣∣∣∣∣
∂2u(t, x)

∂t2
= ∂2u(t, x)

∂x2
+ σ(u(t, x))Ẇ (t, x) + b(u(t, x)), x ∈ D \ ∂D, t > 0,

u(0, x) = u0(x),
∂

∂t
u(0, x) = v0(x), x ∈ D,

where Ẇ is space-time white noise, σ is a real-valued globally Lipschitz function but b is assumed to be only 
locally Lipschitz continuous. Three types of domain conditions are studied: D = [0, 1] with homogeneous 
Dirichlet boundary conditions, D = [0, 2π ] with periodic boundary conditions, and D = R. Then, under 
suitable conditions, the following integrability condition

∞∫
α

1

[β2 + 2
∫ s
α b(r)dr]1/2

ds < ∞, for some α > 0 and β > 0,

is studied in relation to non-existence of global solutions.
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1. Introduction

Consider the following stochastic heat equation∣∣∣∣∣∣∣
∂u(t, x)

∂t
= ∂2u(t, x)

∂x2 + σ(u(t, x))Ẇ (t, x) + b(u(t, x)), x ∈ [0, 1], t > 0,

u(0, x) = u0(x),

(1.1)

with homogeneous Dirichlet boundary conditions, where σ : R → R is a globally Lipschitz func-
tion and b : R → R is a locally Lipschitz function. The initial condition u0 is assumed to be 
nonnegative and continuous and Ẇ is a space-time Gaussian white noise. In [2] Bonder and Gro-
isman show that when σ(x) is a positive constant, the solution to (1.1) blows up in finite time 
whenever b is nonnegative, convex, and satisfies the following well-known Osgood condition for 
ordinary differential equations: for some a > 0

∞∫
a

1

b(s)
ds < ∞, (1.2)

where 1/0 = ∞. The recent results of [9] and [10] imply that condition (1.2) is a necessary as 
well as sufficient condition for blow-up. More precisely, Theorem 1.4 in [9] shows that if u0
is Hölder continuous, |σ(x)| = o(|x|(log |x|)1/4) and |b(x)| = O(|x| log |x|) as |x| → ∞, then 
there exists a global solution to equation (1.1). In [10], it is shown that if σ(x) is a positive con-
stant and b is nonnegative and nondecreasing on (0, ∞), then b satisfies the Osgood condition 
(1.2) provided that the solution to (1.1) blows up in finite time with positive probability. More-
over, Bonder and Groisman’s result is also derived for the case where [0, 1] is replaced by the 
real line. Namely, if σ is bounded and b is nonnegative, nondecreasing on (0, ∞), and satisfies 
the Osgood condition (1.2), then almost surely, there is no global solution to equation (1.1) in the 
real line.

The aim of this paper is to find analogous results for stochastic wave equations of the form

∣∣∣∣∣∣∣∣
∂2u(t, x)

∂t2 = ∂2u(t, x)

∂x2 + σ(u(t, x))Ẇ (t, x) + b(u(t, x)), x ∈ D \ ∂D, t > 0,

u(0, x) = u0(x),
∂

∂t
u(0, x) = v0(x), x ∈ D,

(1.3)

where the initial conditions u0 and v0 are real-valued continuous functions, Ẇ is space-time 
Gaussian white noise, and σ, b : R → R are globally and locally Lipschitz functions, respectively. 
We consider three different cases for the domain D with the associated boundary conditions:
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• Case 1: D = [0, 1] with homogeneous Dirichlet boundary conditions

u(t,0) = u(t,1) = 0, t > 0.

• Case 2: D = I , where I denotes the unit circle, with periodic boundary conditions

u(t,0) = u(t,2π),
∂

∂x
u(t,0) = ∂

∂x
u(t,2π), t > 0.

• Case 3: D = R.

Following Walsh [17], a local random field solution to (1.3) is a jointly measurable and 
adapted process u = {u(t, x)}(t,x)∈R+×D satisfying the following integral equation

u(t,x) =
∫
D

Gi(t, x, y)v0(y)dy + ∂

∂t

⎛
⎝∫

D

Gi(t, x, y)u0(y)dy

⎞
⎠

+
t∫

0

∫
D

Gi(t − s, x, y)σ (u(s, y))W(ds dy) +
t∫

0

∫
D

Gi(t − s, x, y)b(u(s, y))ds dy a.s.

(1.4)

for all t ∈ (0, τ), where τ is some stopping time. If we can take τ = ∞, then the local solution 
is also a global one. Here Gi(t, x, y) is the fundamental solution or Green function of the wave 
equation for Cases i = 1, 2 and 3, that is,

∣∣∣∣∣∣∣∣
∂2

∂t2 Gi(t, x, y) = ∂2

∂x2 Gi(t, x, y), x, y ∈ D \ ∂D, t > 0,

Gi(0, x, y) = 0,
∂

∂t
Gi(0, x, y) = δ0(x − y), Gi(t, x, y)|x∈∂D = 0.

It is well-known that the Gi(t, x, y)’s have following expressions

G1(t, x, y) :=
∞∑

n=1

sin(nπt)

nπ
ϕn(x)ϕn(y), x, y ∈ [0,1], (1.5)

where ϕn(x) = √
2 sin(nπx), n � 1 is a complete orthonormal system of L2([0, 1]),

G2(t, x, y) = G2(t, x − y) :=
∑
n∈Z

1

2
1{|x−y+2nπ |<t}, x, y ∈ I,

and

G3(t, x, y) = G3(t, x − y) := 1
1{|x−y|<t}, x, y ∈ R.
2
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In the Appendix, we give some properties of these kernels that will be useful in the sequel. For 
more information about the kernels G1 and G2, see for e.g. [16] and [13], respectively.

Local existence and uniqueness for Cases 1 and 2 is known and follow from say [5, Proposi-
tion II.3] after a truncation procedure. We set

τ := sup

{
t > 0 : sup

x∈D

|u(t, x)| < ∞
}

, (1.6)

where sup∅ := −∞. In fact, it suffices to use the same truncation argument as for the heat 
equation in [0, 1] explained for e.g. in [9,10]. If P(τ < ∞) > 0, then we say that the solution 
blows up in finite time with positive probability and if P(τ < ∞) = 1, we say that the solution 
blows up in finite time almost surely. For Case 3, much less is known about local existence, see 
for example the introduction in [14]. For instance, when b is a polynomial and σ is continuous 
and the Lipschitz constant grows polynomially, [6] shows the existence of a local solution to 
equation (1.3) in the Sobolev space H 1(Rd), d � 3, when the noise is white in time and spatially 
correlated. Concerning global existence, in [15], the case b = 0 and |σ(x)| � |x|(log |x|)1/2−ε , 
for ε > 0 is considered, showing the existence of a global unique solution. In the recent paper 
[14], the authors study the compact support case in spatial dimension d ∈ {1, 2, 3}, and show that 
if |b(x)| = O(|x|(log |x|)δ) and |σ(x)| = O(|x|(log |x|)a) as |x| → ∞, with δ � 2a > 0, then 
there is a unique global solution provided that δ < 2.

However, a general integral condition for non-existence of global solutions as obtained in [2]
and [10] for the stochastic heat equation has not been addressed in the literature for the stochastic 
wave equation. The purpose of this paper is to contribute to filling this gap.

We will always work under the following assumption on the drift coefficient.

Assumption 1.1. The function b is locally Lipschitz, nonnegative and nondecreasing.

We will also need the following integrability condition.

Condition 1.2. For some α > 0 and β > 0,

T (α, β) :=
∞∫

α

1

[β2 + 2
∫ s

α
b(r)dr]1/2

ds < ∞, (1.7)

where 1/0 = ∞.

Observe that if T (α, β) is finite for some α > 0 and β > 0, then it is also finite for all α > 0
and β > 0, see Remark 2.2 below.

Our first result concerns the bounded domain [0, 1] with homogeneous Dirichlet boundary 
conditions. In the special case that σ is constant, it says that Condition 1.2 is both necessary and 
sufficient for non-existence of global solutions to (1.3).

Theorem 1.3. Suppose that Assumption 1.1 holds. Consider equation (1.3) for Case 1. If σ
is bounded and the solution blows up in finite time with positive probability then b satisfies 
Condition 1.2. On the other hand, if σ is a positive constant, u0 and v0 are nonnegative, and 
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Condition 1.2 holds, then the solution blows up in finite time with a positive probability provided 
that b is also convex.

For second result, we consider the unit circle with periodic boundary condition. In this case, 
under Condition 1.2, we are able to prove almost sure blow-up as opposed to blow-up with 
positive probability.

Theorem 1.4. Suppose that Assumption 1.1 holds. Consider equation (1.3) for Case 2. If σ
is bounded and the solution blows up in finite time with positive probability then b satisfies 
Condition 1.2. On the other hand, if σ is a positive constant, u0 and v0 are nonnegative, and 
Condition 1.2 holds, then the solution blows up in finite time almost surely provided that b is 
also convex.

Finally, we study the equation defined on the whole line and show almost sure blow-up under 
Condition 1.2.

Theorem 1.5. Suppose that Assumption 1.1 holds. Consider equation (1.3) for Case 3 with σ a 
positive constant and u0 and v0 nonnegative functions. If we suppose that Condition 1.2 holds, 
then almost surely, there is no global solution to (1.3).

Theorem 1.5 complements the main results of [14] when specialized to our context. Indeed, 
if b(x) = |x|(log+ |x|)δ) with δ > 0 and log+(z) := log(z∨ e), z � 0, then Condition 1.2 holds if 
and only if δ > 2. Observe that in this case, the Osgood condition (1.2) holds if and only if δ > 1. 
Thus, a higher power of δ is needed for the solution to wave equation to blow up in finite time, 
compared to the heat equation.

The strategy behind our proofs follows that of [10] but with significant differences. The study 
of the wave equation is more complicated partly due to the fact that the Green functions are not 
well behaved. The first step consists in extending the results in [12] to the integral equations 
associated to the wave equation. Namely, we show that under Assumption 1.1, the integral Con-
dition 1.2 is necessary and sufficient for the blow up in finite time for the solution to the integral 
equation given by

Xt = A + Bt +
t∫

0

(t − s) b(Xs)ds + g(t),

where A and B are nonnegative constants and g is a continuous function on [0, ∞) satisfying

lim sup
t→∞

inf
0�h�1

g(t + h) = ∞. (1.8)

This is achieved by using comparison theorems for integral equations of the same kind with 
g = 0. Then, in order to show condition (1.8) for the stochastic wave equation, as opposed to [10]
where the law of the iterated logarithm for the bi-fractional Brownian motion was used, we have 
to resort to the theory of Gaussian processes to prove some key estimates. This strategy works 
for the real-line case and the periodic case. We use a different idea for the equation with Dirichlet 
boundary conditions. In that case, we do not look at arbitrarily long time intervals as mentioned 
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above. Instead, we argue that the one-dimensional projection of the solution onto the principal 
eigenfunction of the Laplacian explodes for some time t ∈ [1/16, 3/16] with probability one. 
This is based on the fact that the support theorem implies that a one-dimensional Brownian 
motion can get arbitrarily large over any fixed time horizon.

We expect probability one explosion in the Dirichlet case, but we were not able to prove it. 
The main technical difficulty lies with the kernel G1. The arguments used for the real-line case 
and periodic case do not extend to the Dirichlet case.

It is also important to make some comparisons with blow-up results for deterministic wave 
equations, that is, when σ = 0. For bounded domains in Rn with homogeneous Dirichlet bound-
ary conditions, this has been addressed in [11] where it was shown that instead of Condition 1.2, 
we should have the following integrability for the solution to blow up in finite time

∞∫
α

1

[μα2 + β2 − μs2 + 2
∫ s

α
b(r)dr]1/2

ds < ∞,

where μ is the first eigenvalue of the Dirichlet Laplacian and α and β are strictly positive con-
stants depending on the initial conditions. The extra condition that b is convex and b(s) − μs

is non-decreasing for s � α is also imposed. This means that in the deterministic case, we need 
to the initial conditions to be large enough for the solution to blow up. This is not the case for 
corresponding stochastic version. Condition 1.2 is independent of the domain and of the initial 
conditions. This agrees with the intuition that noise pushes the solution high enough for blow-up 
to occur. The extension to the whole space Rn in the deterministic case is also considered in [11], 
where similar integrability conditions above are shown to be sufficient for the solution to blow 
up in finite time under similar assumptions on the initial condition and b.

The rest of the paper is organized as follows. In Section 2 we present the preliminary results 
explained above needed for the proofs of the main theorems which are given in Section 3.

2. Preliminary results

2.1. Blow up for a class of integral equations

Suppose that Assumption 1.1 holds. Consider the following integral equation

y(t) = α + β(t − t0) +
t∫

t0

(t − s)b(y(s))ds, t � t0, (2.1)

where α > 0 and β > 0. By Picard-Lindelöf theorem, equation (2.1) admits a unique solution up 
to its blow up time given by

T := sup{t > 0 : |y(t)| < ∞},

where sup∅ := ∞. We say that the solution blows up in finite time if T < ∞.

Lemma 2.1. Under the above conditions, T = T (α, β), where T (α, β) is given in (1.7).
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Proof. We differentiate (2.1) once to obtain

y′(t) = β +
t∫

t0

b(y(s))ds.

Differentiating again yields the second order ordinary differential equation (ODE)

y′′(t)y′(t) = b(y(t))y′(t) t � t0

with y(t0) = α and y′(t0) = β . The above equation is equivalent to

y′(t)2 − y′(t0)2 = 2

t∫
t0

b(y(s))dy(s) = 2

y(t)∫
α

b(r)dr.

We next write the above as y′(t) = F(y(t)) with F(y(t)) = [β2 + 2 
∫ y(t)

α
b(r) dr]1/2. Then, by 

the Osgood condition for first order ODEs, y(t) blows up and the blow-up time is given by 
T (α, β). �
Remark 2.2. We now show that if T (α, β) < ∞, for some α, β > 0, then T (α, β) < ∞, for all 
α, β > 0. Let β2 � β1, we clearly have T (α, β2) � T (α, β1). Now we write

β2
1 + 2

s∫
α

b(s)ds =
(

β1

β2

)2

[β2
2 + 2

(
β2

β1

)2 s∫
α

b(s)ds]

�
(

β1

β2

)2

[β2
2 + 2

s∫
α

b(s)ds]

and therefore T (α, β1) � β2
β1

T (α, β2). Thus, T (α, β1) is finite if and only if T (α, β2) is finite. We 
now let α2 � α1. We have T (α2, β) � T (α1, β). We now suppose that T (α2, β) < ∞. Since b is 
nonnegative, we have

∞∫
α2

1

[β2 + 2
∫ α2
α1

b(r)dr + 2
∫ s

α2
b(r)dr]1/2

ds �
∞∫

α2

1

[β2 + 2
∫ s

α2
b(r)dr]1/2

ds < ∞

and

α2∫
α1

1

[β2 + 2
∫ s

α1
b(r)dr]1/2

ds < ∞.

This means that T (α1, β) < ∞. This finishes the proof.
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We will also need the following comparison result. Let ỹ(t) satisfying the following integral 
inequality

ỹ(t) � α̃ + β̃(t − t0) +
t∫

t0

(t − s)b(ỹ(s))ds, t � t0,

where α̃ > 0 and β̃ > 0.

Proposition 2.3. Let y(t) denote the solution to (2.1) and ỹ(t) as above. If α > α̃ and β > β̃ , 
then y(t) � ỹ(t) up to blow-up time.

Proof. The proof is similar to that of Lemma 2.1 in [12]. Let

T = sup {t > 0 : |y(t)| ∧ |ỹ(t)| < ∞}
and consider the set

A = {t ∈ (t0, T ] : y(s) � ỹ(s) for s ∈ (t0, t]}.
It is straightforward to see that this set is non-empty because α > α̃. We need to show that the 
supremum of this set is equal to T . Let t0 < T1 < T . We will prove that such a T1 cannot be the 
supremum. We have for t > 0,

y(T1 + t) − ỹ(T1 + t) = α − α̃ + (β − β̃)(T1 + t) +
T1+t∫
t0

(T1 + t − s)(b(y(s)) − b(ỹ(s))ds

� α − α̃ + (β − β̃)(T1 + t) +
T1+t∫
T1

(T1 + t − s)(b(y(s)) − b(ỹ(s))ds.

By the continuity of the integral, the last term tends to zero as t gets smaller. Hence for small 
t , we have y(T1 + t) � ỹ(T1 + t) and therefore T1 cannot be the supremum. This completes the 
proof. �
Remark 2.4. We have the reverse of the above. If instead we had ỹ(t) satisfying the following 
integral inequality

ỹ(t) � α̃ + β̃(t − t0) +
t∫

t0

(t − s)b(ỹ(s))ds, t � t0,

but with α < α̃ and β < β̃ . We would then have y(t) � ỹ(t) up to blow-up time and the proof 
follows exactly as that of Proposition 2.3.

We next consider the following assumption.
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Assumption 2.5. g : [0, ∞) → R is a continuous function such that

lim sup
t→∞

inf
0�h�1

g(t + h) = ∞.

The proof of the following proposition follows along the same lines as that of Proposition 2.2 
of [10], using Lemma 2.1 and the comparison principle above.

Proposition 2.6. Let b : R → R+ as above, A, B � 0, and suppose that Assumption 2.5 holds. 
Then the solution to the integral equation

Xt = A + Bt +
t∫

0

(t − s) b(Xs)ds + g(t) (2.2)

blows up in finite time if and only if Condition 1.2 holds.

Proof. Suppose that the solution blows up at time T < ∞. Since g is continuous, we can set

M := sup
s∈[0,T ]

|g(s)|.

Let t ∈ [0, T ]. As b is nonnegative, (2.2) gives

Xt �A + Bt + M +
t∫

0

(t − s) b(Xs)ds.

The nonnegativity of b together with the continuity of g implies that Xt can only blow up to 
positive infinity. Let Yt = A + (B + 1)t + M + 1 + ∫ t

0 (t − s) b(Ys) ds. Then by the comparison 
result given by Proposition 2.3, we have Xt � Yt on [0, T ]. But since Xt blows up at time T , Yt

should also blow up by time T . By Lemma 2.1, b satisfies Condition 1.2, that is, T (A + M + 1,

B + 1) < ∞ and hence T (α, β) < ∞ for all α > 0 and β > 0.
We now assume that T (α, β) < ∞ for some α, β > 0. Let {tn}∞n=1 be some sequence which 

tends to infinity. The nonnegativity of b implies that

Xt+tn � A + Bt +
t+tn∫
tn

(t − s) b(Xs)ds + g(t + tn)

� A + Bt +
t∫

0

(t − s) b(Xs+tn )ds + g(t + tn)

� A + 1

2
inf

0�h�1
g(h + tn) + (B + 1

2
inf

0�h�1
g(h + tn))t +

t∫
0

(t − s) b(Xs+tn )ds,
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where the last inequality holds whenever 0 � t � 1.
We now set αn := A + 1

4 inf0�h�1 g(h + tn) and βn := B + 1
4 inf0�h�1 g(h + tn), where n

is taken large enough so that inf0�h�1 g(h + tn) > 0. The comparison principle described in 
Remark 2.4 implies that Xt+tn � Zt , where

Zt = αn + βnt +
t∫

0

(t − s)b(Zs)ds.

Since we are assuming that T (α, β) < ∞, we can take n large enough so that T (αn, βn) < 1
which means that the blow-up time of Zt is strictly less than 1. Now since Xt+tn � Zt we have 
that the blow-up of Xt is finite and the proof is complete. �

We will need to check Assumption 2.5 for Case 3 (see Section 2.3). Recall that for the heat 
equation, the law of iterated logarithm for the bi-fractional Brownian motion was used, see [10]. 
Instead, here we will use a limit theorem for Gaussian processes proved in [18, Theorem 4]. Let 
(X(t), t ∈ R+) be a real separable centered Gaussian process. We denote covariance function 
by r(t, s) = E(X(t)X(s)) and standard deviation by v(t) = √

r(t, t). The continuous correlation 
function is given by

ρ(s, t) = r(t, s)

v(t)v(s)
.

Consider the following assumptions.

Assumption 2.7.

(i) Suppose that there exist positive constant c, T and δ such that ρ(t, t + h) � 1 − c(h/t)α , for 
all t and h such that t > T and 0 < h/t < δ, and for all t and s such that h/t > δ and t > T , 
ρ(t, t + h) < 1 − cδα , for some α ∈ (0, 2].

(ii) Suppose that lims→∞ ρ(t, ts) log s = 0, uniformly with respect to t .

Theorem 2.8. Suppose that Assumption 2.7 holds. Then, almost surely,

lim sup
t→∞

X(t)

v(t)
√

2 log log t
> 1. (2.3)

Set

G(t) :=
t∫

0

Bs ds, (2.4)

where (Bt )t�0 is a Brownian motion. Recall that G(t) is a Gaussian process with mean zero and 
variance t3/3. The following is [18, Corollary 2, p. 238].
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Proposition 2.9. Almost surely,

lim sup
t→∞

G(t)√
2
3 t3 log log t

= 1.

Following similar ideas as in [12, Section 4.1] we get the following.

Proposition 2.10. The process G(t) satisfies Assumption 2.5 almost surely.

Proof. Observe that

E((G(t) − G(s))2) = (t − s)3/3 + s(t − s)2 � t (t − s)2 for all s � t.

Then, appealing to [4, Lemma 5.2], for all p � 1, there exists a constant Ap > 0 such that for 
any integer n � 1,

E

[
sup

s,t∈[n,n+2]
|G(t) − G(s)|p

]
� Apnp/2.

Observe that we are applying [4, Lemma 5.2] with C(T ) = n +2 � 3n and (t −s) � 2. Therefore, 
for p > 1, we get that

E

[ ∞∑
n=1

sup
s,t∈[n,n+2]

|G(t) − G(s)|p
(n3/2

√
log logn)p

]
�

∞∑
n=1

Apnp/2

(n3/2
√

log logn)p
< ∞. (2.5)

Next let ω ∈  such that (2.3) and (2.5) hold. Then, we can write

inf
h∈[0,1]G(t + h)(ω) � G(t)(ω) + inf

h∈[0,1] (−|G(t + h)(ω) − G(t)(ω)|)

� G(t)(ω)

t3/2
√

log log t
t3/2

√
log log t − sup

h∈[0,1]
|G(t + h)(ω) − G(t)(ω)|

[t3/2]√log log[t] [t3/2]√log log[t]

� G(t)(ω)

t3/2
√

log log t
t3/2

√
log log t − 1

4
[t3/2]√log log[t],

where [t] is the integer part of t . Thus, using (2.3) the proof is completed. �
2.2. Estimates for Case 1

Set

M(t) := κ

t∫
0

1∫
0

1∫
0

G1(t − s, x, y)ϕ1(x)W(ds dy)dx, (2.6)

where κ−1 := ∫ 1
0 ϕ1(x) dx.

We will need the following support theorem taken from [1].
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Theorem 2.11. Let (Bt )t�0 be a one-dimensional Brownian motion. If f : [0, 1] → R is contin-
uous with f (0) = 0, then for ε > 0, we have

P( sup
0�t�1

|Bt − f (t)| < ε) > η,

where η depends only on ε and on the modulus of continuity of f .

We then have the following which is a consequence of the above theorem.

Proposition 2.12. Fix L > 0, then with a positive probability, the following holds

M(t) � L for all t ∈ [ 1

16
,

3

16
].

Proof. We start by rewriting M(t) as follows,

M(t) = κ

π

t∫
0

1∫
0

sin(π(t − s))ϕ1(y)W(dy ds) = 1

π

t∫
0

sin(π(t − s))dBs,

where (Bt )t�0 is a one-dimensional Brownian motion. Integrating by parts, we can further write

M(t) =
t∫

0

cos(π(t − s))Bs ds.

If we now choose f (t) = 32L̃t , where L̃ > 0 will be chosen later on. Theorem 2.11 tells us that 
for any ε > 0 the event

A := { sup
0�t�1

|Bt − 32L̃t |� ε}

occurs with a positive probability. Therefore, for any ω ∈ A and t ∈ [ 1
16 , 3

16 ], we have

M(t) =
t0∫

0

cos(π(t − s))Bs ds +
1/32∫
t0

cos(π(t − s))Bs ds +
t∫

1/32

cos(π(t − s))Bs ds.

We now choose t0 so that for t � t0, we have Bt � 0 for ω ∈ A. From Theorem 2.11, we see 
that t0 = ε

32L̃
. For 0 � t � t0, we have Bt � −ε. Since the cosπ(t − s) is bounded below by 

a strictly positive number for t ∈ [ 1
16 , 3

16 ] and s ∈ [0, t], we can ignore the second term of the 
above display and write

M(t) � −c1
ε2

32L̃
+ c2(t − 1

32
)(32L̃t − ε) �−c1

ε2

32L̃
+ c2

1

32
(2L̃ − ε).

The result is proved once we choose L̃ appropriately. �
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2.3. Estimates for Case 3

For Case 3, which is the real line case, we consider

g(t, x) :=
t∫

0

∫
R

G3(t − s, x − y)W(dy ds). (2.7)

For fixed x ∈ R, {g(t, x)}t�0 is a centered Gaussian process with covariance given by

E(g(t, x)g(s, x)) = (s ∧ t)2

4
, s, t � 0.

This follows from the fact that for s � t , we have

E(g(t, x)g(s, x)) =
s∫

0

∫
R

G3(t − r, x − y)G3(s − r, x − y)dy dr

= 1

4

s∫
0

∫
R

1|x−y|<s−rdy dr = s2

4
.

In particular, this Gaussian process satisfies the following consequence of Theorem 2.8.

Proposition 2.13. For fixed x ∈ R, almost surely,

lim sup
t→∞

√
2g(t, x)

t
√

2 log log t
> 1.

Proof. We will apply Theorem 2.8. As v(t) = t/2, it suffices to check Assumption 2.7. We start 

with (i). If 0 < h/t < δ then ρ(t, t +h) = 1 − h
t

1+ h
t

< 1 − h
t

1+δ
, thus the first part of (i) holds with 

c = 1
1+δ

and α = 1. Moreover, if h/t > δ, we have 1
1+ h

t

< 1
1+δ

= 1 − δ
1+δ

, thus the second part 

of (i) follows as well. Finally, if s > 1 we have ρ(t, ts) = 1
s
, so (ii) is also satisfied. The proof of 

the theorem is now complete. �
We will need the following moment estimates.

Proposition 2.14. For all t, h > 0 and z ∈ R,

sup
x∈R

E
[
|g(t, x + z) − g(t, x)|2

]
� |z|t,

supE
[
|g(t + h,x) − g(t, x)|2

]
� h(t + h).
x∈R
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Proof. Using expression (2.7) and changing variables, we get that

E
[
|g(t, x + z) − g(t, x)|2

]
= 1

4

t∫
0

∫
R

|1{|z+y|<s} − 1{|y|<s}|2 dy ds

= 1

4

t∫
0

∫
R

1{s−|z|�|y|<s} dy ds � |z|t.

Similarly, adding and subtracting the term 
∫ t

0 G3(t + h − s, x − y)W(dy, ds), we get

E
[
|g(t + h,x) − g(t, x)|2

]

� 1

2

h∫
0

∫
R

1{|y|<s} dy ds + 1

2

t∫
0

∫
R

|1{|y|<s+h} − 1{|y|<s}|2 dy ds

= h2 + 1

2

t∫
0

∫
R

1{s�|y|<s+h} dy ds = h2 + th. �

As a consequence of Proposition 2.14, we obtain the following estimate. The proof uses an 
isotropic Kolmogorov continuity theorem obtained in [8], similarly as in the proof of Lemma 4.5 
in [8].

Proposition 2.15. For all p � 2, there exists a constant Ap > 0 such that for any integer n � 1,

E

[
sup

s,t∈[n,n+2],x,y∈[0,1]
|g(t, x) − g(s, y)|p

]
�Apnp/2.

Proof. Let n � 1 be a fixed integer. We plan to apply Proposition A.1 and Remark A.2(a) in 
[8] with S = {[n, n + 2] × [0, 1]}, ρ((t, x), (s, y)) = (|t − s| + |x − y|)1/2, μ(dtdx) = dtdx, 
�(x) = e|x| − 1, and p(x) = √

nx. We set

C :=
∫
S

∫
S

exp

( |g(t, x) − g(s, y)|√
nρ((t, x), (s, y))

)
dt dx ds dy.

By Proposition 2.14, for any (t, x) and (s, y) in S, we have that

(E
[
|g(t, x) − g(s, y)|2

]
)1/2 � 3

√
nρ((t, x), (s, y)).

Then, it easily follows that

E[C] =
∫ ∫

E

[
exp

( |g(t, x) − g(s, y)|√
nρ((t, x), (s, y))

)]
dt dx dy ds � e3

∫ ∫
dt dx dy ds = 4e3.
S S S S
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Observe that

{s, t ∈ [n,n + 2], x, y ∈ [0,1]} ⊂ {s, t ∈ [n,n + 2], x, y ∈ [0,1] : ρ((t, x), (s, y)) �
√

3}

Therefore, by Proposition A.1 and Remark A.2(a) with ε = √
3 and Jensen’s inequality, we get 

that for all p � 2,

E

[
sup

s,t∈[n,n+2],x,y∈[0,1]
|g(t, x) − g(s, y)|p

]

� 10pE

⎡
⎢⎣ sup

t∈[n,n+2],x∈[0,1]

⎛
⎜⎝

2
√

3∫
0

√
ndu ln

(
1 + C

[μ(Bρ((t, x), u/4))]2

)⎞
⎟⎠

p⎤
⎥⎦

= 10pnp/2E

⎡
⎢⎣

⎛
⎜⎝

2
√

3∫
0

du ln

(
1 + C

cu8

)⎞
⎟⎠

p⎤
⎥⎦

�A′
pnp/2

2
√

3∫
0

du lnp

(
1 + E[C]

cu8

)

�A′
pnp/2

2
√

3∫
0

du lnp

(
1 + 4e3

cu8

)
= Apnp/2,

where Bρ((t, x), r) denotes open ball of radius r > 0 and center (t, x) ∈ S with distance given by 
ρ and Ap and A′

p are positive constants independent on n. This implies the desired result. �
We can now use Proposition 2.15 to get the following almost sure result.

Proposition 2.16. Almost surely

sup
s,t∈[n,n+2],x,y∈[0,1]

|g(t, x) − g(s, y)|
n
√

log logn
−→ 0, as n → ∞.

Proof. Applying Proposition 2.15 with p > 2, we obtain

E

[ ∞∑
n=1

sup
s,t∈[n,n+2],x,y∈[0,1]

|g(t, x) − g(s, y)|p
(n

√
log logn)p

]
�

∞∑
n=1

Apnp/2

(n
√

log logn)p
< ∞.

The proof is completed. �
We are now ready to show a key result behind the proof of Theorem 1.5.
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Proposition 2.17. Almost surely, there exists a sequence tn → ∞ such that

inf
h∈[0,1],x∈[0,1]g(tn + h,x) → ∞.

Proof. Fix x0 ∈ [0, 1] and write

inf
h∈[0,1],x∈[0,1]g(t + h,x) � g(t, x0) + inf

h∈[0,1],x∈[0,1] (−|g(t + h,x) − g(t, x0)|)

� g(t, x0)

t
√

log log t
t
√

log log t − sup
h∈[0,1],x∈[0,1]

|g(t + h,x) − g(t, x0)|
[t]√log log[t] [t]√log log[t].

We apply Propositions 2.13 and 2.16 to conclude. �
3. Proofs of Theorems 1.3, 1.4, and 1.5

Proof of Theorem 1.3. We start proving the first implication. Since the solution blows up in 
finite time with positive probability, we can find a set  satisfying P() > 0 such that for any 
ω ∈ , we have τ(ω) < ∞, where τ is defined in (1.6). We fix such an ω but we won’t indicate 
the dependence on ω in what follows to simplify the notation. Consider the mild formulation 
which is given by

u(t, x) =
1∫

0

G1(t, x, y)v0(y)dy + ∂

∂t

⎛
⎝ 1∫

0

G1(t, x, y)u0(y)dy

⎞
⎠

+
t∫

0

1∫
0

G1(t − s, x, y)σ (u(s, y))W(ds dy) +
t∫

0

1∫
0

G1(t − s, x, y)b(u(s, y))ds dy

=: I1(t, x) + I2(t, x) + I3(t, x) + I4(t, x).

(3.1)

We will bound each term in (3.1) separately. First, since v0 is bounded in [0, 1], using (4.3), we 
have that

|I1(t, x)| � ct,

for some constant c > 0. Similarly,

|I2(t, x)| � C,

for some constant C > 0. Set

Mτ := sup
(t,x)∈[0,τ ]×[0,1]

|I3(t, x)| .

In the proof of Proposition 2 of [16] it is proved that, since σ is bounded, for any p � 2 there 
exists a constant Cτ,p > 0 such that
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sup
s,t∈[0,τ ],x,y∈[0,1]

E
(|I3(t, x) − I3(s, y)|p)

� Cτ,p(|t − s| + |x − y|)p/2.

Therefore, by Kolmogorov continuity theorem for two-parameter processes (see for e.g. Theorem 
4.3 in p. 14 of [7]) we conclude that E(Mτ ) < ∞. Hence, Mτ < ∞, a.s. Finally, set Yt :=
supx∈[0,1] |u(t, x)|. Then, appealing again to (4.3), we obtain that

|I4(t, x)| �
t∫

0

b(Ys)(t − s)ds.

Therefore, we have shown that uniformly for all t ∈ [0, τ ],

Yt � C + ct + Mτ +
t∫

0

(t − s)b(Ys)ds. (3.2)

We can now use Proposition 2.3 with ỹ(t) = Yt and y(t) the solution to

y(t) = C + 1 + (c + 1)t + Mτ +
t∫

0

(t − s)b(y(s))ds,

to obtain that y(t) � ỹ(t). Hence, since ỹ(t) blows up at time τ , y(t) should blow up by time 
τ . Then, by Lemma 2.1 we conclude that Condition 1.2 holds. This shows the first part of the 
theorem.

We now prove the second part. Set g(t) := κ
∫ 1

0 u(t, x)ϕ1(x) dx, where κ is defined in (2.6). 
We restrict t to the interval [ 1

16 , 3
16 ] as in Proposition 2.12. We will use the mild formulation 

(3.1) with σ being a positive constant. We have,

1∫
0

I1(t, x)ϕ1(x)dx =
1∫

0

sinπt

π
ϕ1(y)v0(y)dy � 2t

π

1∫
0

ϕ1(y)v0(y)dy

and

1∫
0

I2(t, x)ϕ1(x)dx =
1∫

0

cosπtϕ1(y)u0(y)dy � cos

(
3π

16

) 1∫
0

ϕ1(y)u0(y)dy.

As b is convex, using Jensen’s inequality, we get that

1∫
I4(t, x)κϕ1(x)dx =

t∫ 1∫
sinπ(t − s)

π
κϕ1(y)b(u(s, y))dy ds
0 0 0

573



M. Foondun and E. Nualart Journal of Differential Equations 318 (2022) 557–578
� 2

π

t∫
0

(t − s)b(g(s))ds.

We combine the above to obtain

g(t)� A + Bt + 2

π

t∫
0

(t − s)b(g(s))ds + σM(t) for t ∈ [ 1

16
,

3

16
],

where A, B are nonnegative constants and M(t) is given by (2.6). According to Proposition 2.12, 
for any L > 0, with a positive probability, on t ∈ [ 1

16 , 3
16 ],

g(t) � L + (B + 1)(t − 1

16
) + 2

π

t∫
1
16

(t − s)b(g(s))ds,

where we have used the fact that 3
16 − 1

16 � t − 1
16 , b is nonnegative, and L can be taken as large 

as needed.
By the comparison principle explained in Remark 2.4, we conclude that, with positive proba-

bility, on t ∈ [ 1
16 , 3

16 ], y(t) � g(t), where y(t) is the solution to

y(t) = L

2
+ B + 1

2
(t − 1

16
) + 2

π

t∫
1
16

(t − s)b(y(s))ds.

We now assume Condition 1.2. Then, we need to make sure that under the assumption that

∞∫
L/2

1

[((B + 1)/2)2 + 4
π

∫ s

L/2 b(r)dr]1/2
ds < ∞,

y(t) blows up in a small time. But this follows from the fact that we can always take L to be 
large enough so that the above integral is small enough so that y has a blow up time in [ 1

16 , 3
16 ]. 

Then, g(t) will also blow up with positive probability on [ 1
16 , 3

16 ]. The proof of the theorem is 
now completed. �
Proof of Theorem 1.4. The mild formulation can be written as

u(t, x) = 1

2

x+t∫
x−t

v0(y)dy + 1

2
(u0(x − t) + u0(x + t))

+
t∫ ∫

G2(t − s, x − y)σ (u(s, y))W(ds dy) +
t∫ ∫

G2(t − s, x, y)b(u(s, y))ds dy,
0 I 0 I
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where u0(x − t) + u0(x + t) makes sense by periodicity. The proof of the first part follows as in 
Case 1 above. Indeed, since u0, v0, and σ are bounded and using (4.2), we obtain that (3.2) also 
holds true with Yt = supx∈I |u(t, x)|. Thus, using Proposition 2.3 and Lemma 2.1 we conclude.

We next prove the second part. Set Xt := 1
2π

∫
I
u(t, x) dx. We have

1

2

∫
I

⎛
⎝ x+t∫

x−t

v0(y)dy + u0(x − t) + u0(x + t)

⎞
⎠ dx = t

∫
I

v0(y)dy +
∫
I

u0(y)dy.

By the stochastic Fubini theorem,

1

2π

∫
I

t∫
0

∫
I

G2(t − s, x − y)W(ds dy)dx = 1

2π

t∫
0

∫
I

(t − s)W(ds dy) =: G(t).

Finally, by Jensen’s inequality, using the fact that b is convex,

1

2π

∫
I

t∫
0

∫
I

G2(t − s, x, y)b(u(s, y))ds dy dx �
t∫

0

(t − s)b(Xs)ds.

Therefore, we have proved that for all t � 0

Xt � A + Bt + σG(t) +
t∫

0

(t − s)b(Xs)ds,

for some nonnegative constants A, B . We now note that since G(t) is given by (2.4), it therefore 
satisfies Proposition 2.10. Thus, we can proceed as in the proof of Proposition 2.6. Choose ω ∈ 

satisfying Proposition 2.10 and let tn → ∞ such that inf0�h�1 G(h + tn) goes to infinity. Using 
the nonnegativity of b, we can write

Xt+tn � A + Bt +
t+tn∫
tn

(t − s) b(Xs)ds + σG(t + tn)

� A + 1

2
inf

0�h�1
σG(h + tn) + (B + 1

2
inf

0�h�1
σG(h + tn))t +

t∫
0

(t − s) b(Xs+tn )ds,

for t ∈ [0, 1]. Set αn := A + 1
4 inf0�h�1 σG(h + tn) and βn := B + 1

4 inf0�h�1 σG(h + tn), where 
n is taken large enough so that inf0�h�1 G(h + tn) > 0. Remark 2.4 implies that Xt+tn � Zt , 
where

Zt = αn + βnt +
t∫
(t − s)b(Zs)ds.
0
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We next assume that Condition 1.2 holds and we take n large enough so that T (αn, βn) < 1, that 
is, the blow-up time of Zt is strictly less than 1. Since Xt+tn � Zt this implies that Xt blows up 
in finite time, which concludes the second part of the theorem. �
Proof of Theorem 1.5. In this case, the mild formulation can be written as

u(t, x) = I (t, x) + σg(t, x) + 1

2

t∫
0

∫
|x−y|<t−s

b(u(s, y))ds dy, (3.3)

where

I (t, x) := 1

2

x+t∫
x−t

v0(y)dy + 1

2
(u0(x − t) + u0(x + t))

and g(t, x) is defined in (2.7). Let {tn} be a sequence of positive numbers which we are going to 
choose later. From (3.3) and the nonnegativity of the function b, we obtain

u(t + tn, x)� I (t + tn, x) + σg(t + tn, x) + 1

2

t∫
0

∫
|x−y|<t−s

b(u(s + tn, y))dy ds.

Hence by Proposition 2.17, we can find a sequence tn → ∞ so that g(t + tn, x) (and thus u(t +
tn, x)) are positive for all 0 � t � 1 and x ∈ (0, 1). On the other hand, since b is nondecreasing, 
for fixed x ∈ (0, 1), we get that

t∫
0

∫
|x−y|<t−s

b(u(s + tn, y))dy ds �
t∫

0

b (Ys)

∫
{|x−y|<t−s}∩{y∈(0,1)}

dy ds

�
t∫

0

(t − s) b (Ys) ds,

where Yt := infy∈(0,1) u(t + tn, y). Combining the above estimates we obtain

Yt � inf
0�h�1,x∈(0,1)

{I (h + tn, x) + σg(h + tn, x)} +
t∫

0

(t − s) b(Ys)ds.

We now choose ω as in Proposition 2.17, and we can therefore find a sequence tn → ∞ such that 
inf0�h�1,x∈(0,1) g(h + tn, x) goes to infinity. Using a similar argument as in the Proposition 2.6
as we did for Case 2 above, we conclude. �
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4. Appendix

In this section we provide some properties of the three Green kernels G1, G2, and G3 defined 
in the Introduction. First observe that the kernels G2 and G3 are non-negative functions, while 
G1 is a real-valued function on R+ × [0, 1] × [0, 1]. In fact, G1 has the alternative expression

G1(t, x, y) =
∑
n∈Z

(
1{|y−x−2n|�t} − 1{|y+x−2n|�t}

)
, (4.1)

see [3]. This makes the study of the wave equation in [0, 1] more complicated. Observe that for 
all y ∈ R, we have

∫
R

G3(t, x − y)dx = t.

It is easy to check that G2 satisfies the same property. Indeed, for all y ∈ I ,

∫
I

G2(t, x − y)dx = 1

2

∑
n∈Z

∫
I

1{|x−y+2nπ |<t} dx

= 1

2

∑
n∈Z

2π(n+1)∫
2nπ

1{|x−y|<t} dx = 1

2

∫
R

1{|x−y|<t} dx = t.

(4.2)

On the other hand, using (4.1) we get that for all y ∈ [0, 1],
1∫

0

G1(t, x, y)dx �
∑
n∈Z

1∫
0

1{|y−x−2n|�t} dx =
∑
n∈Z

1+2n∫
2n

1{|y−x|�t} dx

= 1

2

∫
R

1{|x−y|<t} dx = t.

(4.3)

Similarly, we have that for all T > 0 and y ∈ [0, 1],

sup
(t,y)∈[0,T ]×[0,1]

1∫
0

G2
1(t, x, y)dx < ∞. (4.4)

References

[1] Richard F. Bass, Probabilistic Techniques in Analysis, Probability and its Applications (New York), Springer-Verlag, 
1994.

[2] Julian Fernández Bonder, Pablo Groisman, Time-space white noise eliminates global solutions in reaction-diffusion 
equations, Physica D 238 (2) (2009) 209–215.

[3] Enrique M. Cabaña, On barrier problems for the vibrating string, Z. Wahrscheinlichkeitstheor. Verw. Geb. 22 (1972) 
12–24.
577

http://refhub.elsevier.com/S0022-0396(22)00137-1/bibA71058F1E35A058EBE9C8FFC178EC5F1s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bibA71058F1E35A058EBE9C8FFC178EC5F1s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib13D78036C12902607111B25A515110DEs1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib13D78036C12902607111B25A515110DEs1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib8159C8D5489B12098A27E8CAA871DDA2s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib8159C8D5489B12098A27E8CAA871DDA2s1


M. Foondun and E. Nualart Journal of Differential Equations 318 (2022) 557–578
[4] Philippe Carmona, Laure Coutin, Gérard Montseny, Stochastic integration with respect to fractional Brownian mo-
tion, Ann. Inst. Henri Poincaré Probab. Stat. 39 (2003) 27–68.

[5] René Carmona, David Nualart, Random non-linear wave equations: smoothness of the solutions, Probab. Theory 
Relat. Fields 79 (1988) 469–508.

[6] Pao-Liu Chow, Stochastic wave equations with polynomial nonlinearity, Ann. Appl. Probab. 12 (1) (2002) 361–381.
[7] Robert Dalang, Davar Khoshnevisan, Carl Mueller, David Nualart, Yimin Xiao, A Minicourse on Stochastic Partial 

Differential Equations, Lecture Notes in Mathematics, vol. 1962, Springer-Verlag, Berlin, 2009.
[8] Robert C. Dalang, Davar Khoshnevisan, Eulalia Nualart, Hitting probabilities for systems of non-linear stochastic 

heat equations with additive noise, ALEA Lat. Am. J. Probab. Math. Stat. 3 (2007) 231–271.
[9] Robert C. Dalang, Davar Khoshnevisan, Tusheng Zhang, Global solutions to stochastic reaction–diffusion equations 

with super-linear drift and multiplicative noise, Ann. Probab. 47 (1) (2019) 519–559.
[10] Mohammud Foondun, Eulalia Nualart, The Osgood condition for stochastic partial differential equations, Bernoulli

427 (2021) 295–311.
[11] Robert Glassey, Blow-up theorems for nonlinear wave equations, Math. Z. 132 (1973) 183–203.
[12] Jorge A. León, José Villa, An Osgood criterion for integral equations with applications to stochastic differential 

equations with an additive noise, Stat. Probab. Lett. 81 (2011) 470–477.
[13] Kevin Lin, Carl Mueller, Can the stochastic wave equation with strong drift hit zero?, Electron. J. Probab. 24 (2019) 

1–26.
[14] Annie Millet, Marta Sanz-Solé, Global solutions to stochastic wave equations with superlinear coefficients, in: 

Stochastic Processes and Their Applications, vol. 139, 2021, pp. 175–211.
[15] Carl Mueller, Long time existence for the wave equation with a noise term, Ann. Probab. 25 (1997) 133–151.
[16] Lluís Quer-Sardanyons, Marta Sanz-Solé, Space semi-discretisations for a stochastic wave equation, Potential Anal. 

24 (2006) 303–332.
[17] John B. Walsh, An introduction to stochastic partial differential equations, in: École d’été de Probabilités de Saint-

Flour, XIV—1984, in: Lecture Notes in Math., vol. 1180, Springer, Berlin, 1986, pp. 265–439.
[18] Hisao Watanabe, An asymptotic property of Gaussian processes. I, Trans. Am. Math. Soc. 148 (1970) 233–248.
578

http://refhub.elsevier.com/S0022-0396(22)00137-1/bibD7A535EB850060C0250D282E5FA44840s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bibD7A535EB850060C0250D282E5FA44840s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bibFC8C720F3C5F06643FE99A52E103BF5As1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bibFC8C720F3C5F06643FE99A52E103BF5As1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib97B3F8C01859B012321807FE18D4BEF8s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib48538281DCEBEFB82778FCA66B790387s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib48538281DCEBEFB82778FCA66B790387s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib4C4BB82251B654D5A02B89829CD5235Cs1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib4C4BB82251B654D5A02B89829CD5235Cs1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib32B6881D35414A8A825E8E3FA4BB8065s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib32B6881D35414A8A825E8E3FA4BB8065s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib5B82E49A7F634B43BD7A2FA0693F62B1s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib5B82E49A7F634B43BD7A2FA0693F62B1s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib36C11F068E15F9AA944ACA3764D2B479s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib83901F1C2465536C9C6CCE1756A264A8s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib83901F1C2465536C9C6CCE1756A264A8s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib7A203E6386A2B2EBDDE88D72EF73EA2As1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib7A203E6386A2B2EBDDE88D72EF73EA2As1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib1FF577C5A5C82ADBB987016F3307E48Fs1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bib1FF577C5A5C82ADBB987016F3307E48Fs1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bibD5994C7DBA652F7867E7223E0F4B8C81s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bibC3AA5C23C91B591FFDBD822B6ED7D7A4s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bibC3AA5C23C91B591FFDBD822B6ED7D7A4s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bibF98FB670E47C7C2DF9E47B17F9153319s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bibF98FB670E47C7C2DF9E47B17F9153319s1
http://refhub.elsevier.com/S0022-0396(22)00137-1/bibFF01E6D3E31FB779D387E1120136385Cs1

	Non-existence results for stochastic wave equations in one dimension
	1 Introduction
	2 Preliminary results
	2.1 Blow up for a class of integral equations
	2.2 Estimates for Case 1
	2.3 Estimates for Case 3

	3 Proofs of Theorems 1.3, 1.4, and 1.5
	4 Appendix
	References


