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Abstract. The presence of incorrect, medically uncorroborated information on 
social media may be harmful if people believe it. The purpose of this qualitative 
study was to identify how Twitter users evaluate the credibility of dementia-re-
lated information sources. It used a think-aloud protocol via semi-structured in-
terviews with 13 caregivers. It identified main credibility dimensions, including 
13 factors. Participants deployed a combination of heuristics to assess infor-
mation sources, and engaged in intensive systematic content review based on 
prior knowledge and relevance. The findings contribute to a nuanced understand-
ing of how users evaluate Twitter sources in the health domain. Some of these 
are discussed in light of the MAIN Model, and prove significant in how practi-
tioners and developers can better understand and help users evaluate information. 
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1 Introduction  

Social media has become a common source of health information [1]. Despite social 
media promoting better health through increased communication, patient education, 
and professional development, unintended consequences can include professional im-
age damage, violation of patient boundaries, privacy breaches, medical licensing and 
legal issues, poor information quality [2], and misinformation [3]. Health misinfor-
mation is defined by [4] as ‘a health-related claim of fact that is currently false due to 
a lack of scientific evidence’. Different factors illuminate information quality, includ-
ing credibility [5]. There is, however, no consensus on what constitutes credibility, a 
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complex and intuitive concept involving accuracy, precision, objectivity, believability 
and informativeness [6]. 

Research on social media credibility has increased recently [7]. Twitter has emerged 
as a powerful and effective information dissemination source, but needs the application 
of credibility assessment methods. Most existing studies on Twitter credibility focus on 
domains such as news and politics. Health information impacts decision-making, and 
is therefore considered worthy of exploration [8]. There is growing attention on ana-
lyzing the credibility of health-related tweets on crises such as Zika [9] and Covid-19 
[10]. However, only a few studies have focused on people’s reliability assessments of 
health-related information on social media [8], as opposed to the many studies on users’ 
assessment of databases and static websites [11] [12]. The aim of this study is to identify 
factors affecting users’ credibility assessment of dementia-related information on Twit-
ter. 

2 Background 

2.1 Information Credibility Assessment 

Social media credibility research has attracted interest from psychology, communica-
tion, information science, and human-computer interaction, each with different con-
texts and scopes [13]. In research at the confluence of computer science and information 
science, credibility is defined as a filter or qualifier between the impending task and 
user behavior in the context of information seeking [14]. Credibility is vital in decision-
making, since it affects not just people’s attitudes, but also how and whether the infor-
mation or system is used [15].  

Research on credibility assessment of social networks can be divided into machine-
based and human-based approaches. With machine-based approaches, features such as 
source and content are used to predict credibility ratings of information, employing 
techniques like machine learning, encompassing both supervised and unsupervised al-
gorithms. However, the accuracy of results from supervised approaches must rely on 
available ground truth information [16], which may or may not exist. Another critical 
component for predicting credibility is the set of features used, which varies among 
datasets. Human-based approaches employ cognition to assess the credibility of infor-
mation sources or content and have attracted researchers from communication and in-
formation science. Several Twitter studies used a human-based approach to identify 
factors that influenced users’ credibility judgements on either the source (profile) or 
content (tweets) [17–25]. 

However, most have used quantitative methods [8], employing surveys and ques-
tionnaires as the research instruments. The purpose of these methods is to develop or 
test theories. Since the constructs used to define credibility have no single definition, 
and the relation among variables is not clear, it is difficult to generate comprehensive 
and coherent results [26]. Participants in most existing studies were confined to provid-
ing specific answers to given questions. Although qualitative data can be produced by 
asking open questions to allow participants to express their opinions [27], it will not 
include all possible real-life influences. 
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Additionally, most previous studies have used screenshots of manipulated Twitter 
feeds rather than a live view [28][29]. Viewing either a static view or a live view of the 
feed could lead to different perceptions [29]. This demonstrates the need to further ex-
amine participants’ perceptions using live feeds. Also, more qualitative studies are  
required [26]. Most credibility studies have targeted politics [30] and news [31][23]. 
Few researchers have looked at the credibility of specific health conditions on Twitter 
to comprehensively assess its health information credibility.  

2.2 Credibility Assessment Frameworks 

The main proposed theoretical frameworks for web credibility assessment have been 
summarized by [32] (Table 1). The frameworks share common aspects; however, the 
individual theoretical models have unique features depending on the focal point of each. 
Four major aspects (context, user characteristics, information characteristics, and pro-
cess) were identified in them. Two emphasize the importance of classifying contextual 
factors: P-I Theory [33] and the Unifying Model[34]. Given that credibility assessment 
is based mainly on users' perception, most of the models (except the MAIN Model) 
consider user characteristics including demographics, user involvement, and infor-
mation skills to theorize the process of web credibility assessment. Operationalization 
classifies how each model measures information credibility; namely, the cues that can 
be pinpointed in terms of source, message, and structural characteristics of web re-
sources. Process classifies whether the framework is ‘process-based’ or ‘judgment-
based’. The former illustrates the entire process, whereas the latter focuses on particular 
factors affecting user perception [35]. Overall, variations in the models meet the needs 
of credibility operationalizations in various contexts. As new technology and infor-
mation systems emerge on the web (e.g. social media platforms), there will be a con-
tinuous need for understanding credibility cues and heuristics. Most features of these 
platforms are static as on websites, yet social media are characterized by dynamic fea-
tures such as numbers of followers.  

Table 1. Web credibility assessment theoretical frameworks [32] 

Model Context User  
Character-
istics 

Operation-
alization 

Process 

P-I Theory 
[33] 

√ √ √ √ 

Judgment Model 
[36] 

√ √ √ √ 

MAIN Model 
[37] 

  √ √ 

Unifying Model 
[34] 

√ √ √ √ 

Dual Model 
[38] 

 √ √ √ 

Revised-3S Model 
[39] 

 √ √  
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2.3 Context: Dementia information on Twitter 

Two contextual factors have been established to develop models for credibility judg-
ment, namely topic and platform type [40] [41]. This research selected these contexts. 
The rationale to select dementia as the topic and Twitter as the medium is reviewed 
here. 

The rapid increase in the ageing population makes dementia a major public health 
concern, with new cases occurring every three seconds, affecting 50 million people 
worldwide [42]. People with dementia (PWD) access social media like blogs, Face-
book, and Twitter to connect with others, seek support and share information [43–45]. 
Caregivers also take part in decision-making [46] and increasingly turn to the web for 
information and support. Existing research points to positive conclusions (e.g. in-
creased knowledge, satisfaction, and involvement) among informal caregivers of criti-
cally ill patients in 16 out of 31 studies on the impact of social media interventions and 
tools [47], demonstrating improvement of confidence in technology-enabled interven-
tions, including social media. Some 66% of UK dementia caregivers utilize the internet 
for dementia information; 76% use social media [48]. Dementia caregivers also use 
online tools such as blogs to seek and share information and social support [49]. 

On Twitter, dementia is among the top five most discussed health conditions 
[50]. PWD use it for fundraising, lobbying, increasing awareness, educating, providing 
support, challenging stigma [45], sharing their lived experiences, and advocating for 
social change. Caregivers use Twitter to expand their social networks, obtain support, 
learn about support structures [51], and share their caregiving experience [52]. Findings 
of [53, 54] emphasized stakeholder engagement, from patients to physicians, in the 
Twitter dementia community. 

Prior studies have found caregivers use Twitter for various purposes, and it impacts 
the quality of available information regarding health and care of older adults, potential 
misinterpretation [53], and associated economic burden. Therefore, research is required 
to better understand how PWD and their caregivers use it. This research investigated 
the factors dementia caregivers employ to assess the credibility of dementia-related in-
formation sources on Twitter. 

3 Methods 

Data were collected through think-aloud protocols followed by semi-structured inter-
views.  

3.1 Think-aloud protocol 

Participants engaged in an approximately 15-minute think-aloud session that entailed 
assessing Twitter profiles. This method is popular for exploring the thoughts and cog-
nitive processes of participants during a task [55]. It is a non-directive technique in 
which participants are instructed only before the initiation of the task and only inter-
rupted when participants stop verbalising [56]. The purpose is to gather the participants' 
immediate thoughts in real time, which allows greater richness in descriptions of user 
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experience. Participants are not required to remember how they felt throughout the ex-
perience, but rather express themselves in real time [57]. It is commonly used to reveal 
possible factors influencing the credibility judgment of health-related information on 
websites and during online search [11, 58–61].  

3.2 Post-task interviews 

Participants next completed a semi-structured interview to further elaborate on their 
statements made during the think-aloud session to increase the depth of understanding 
about the participants’ think-aloud experience. The participants were asked for their 
assessments of the profiles they did not select and what they felt constituted a credible 
source generally (e.g. In your opinion, what do you think about other accounts that you 
didn't select? Can you explain in your own words what a credible source is on Twitter?) 
Interviews lasted 15-20 minutes. Think-aloud sessions and interviews were recorded. 

3.3 Participants 

The researchers recruited a purposive sample of dementia caregivers aged 21 and older 
who live in the UK and use Twitter. The sample included six formal and seven informal 
caregivers for PWD at different stages: 12 females and 1 male, with ages ranging be-
tween 21-35 (3), 36-50 (2), and 51+ (7). Education levels spanned undergraduate (5), 
college (6), and postgraduate (2). Twelve participants had used Twitter for over a year. 
Their usage frequency was 8 daily, 1 weekly, 2 monthly, 1 occasionally, 1 not sure. 

3.4 Recruitment  

The researchers posted a flyer on Twitter with a link to the study registration form. UK 
dementia organizations were invited to share the flyer by retweeting or sharing by 
email. Participants read the information sheet, signed the consent form, and provided 
their preferred interview time and contact details. They received a confirmation email 
within 24 hours, containing the interview date, time, and a secure Zoom link. Partici-
pants received a £20 e-gift voucher after completing the interview; this was later in-
creased to £40 to encourage participation. Participants were recruited until data satura-
tion was reached; the last two participants did not reveal new insights [62]. Rich and 
in-depth data are the focus of think-aloud studies, and sample sizes are fairly small [57]. 

3.5 Procedures 

Participants received a link to an online questionnaire as well as Zoom interview in-
structions by email a day before the interview. The questionnaire gathered basic de-
mographics, frequency of Twitter and other social media usage, and general questions 
regarding the profiles and information types usually read on Twitter. 

Prior to the interviews, participants received a five-minute video with instructions 
on computer requirements and Zoom screen sharing. In each interview, the researcher 
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first initiated discussion about the participant’s questionnaire responses about their pre-
ferred Twitter sources, categories (e.g., organizations, professionals), and information 
types. The interviewer started the think-aloud task by sending a link via the chat box 
with a description of the task and instructions (Appendix 1). Participants then read the 
task scenario and instructions for a 15-minute session that entailed assessing live views 
of Twitter profiles and had a chance to ask questions. Participants then shared their 
screen in order for the researcher to observe their interactions with the profiles.  

The researchers had previously selected six profiles to ensure that 1) most tweets 
were dementia centric, as two independent assessors had already determined, and 2) 
there were two publically available profiles from each of the following categories:  Or-
ganizations, Professionals, and Individuals. The researchers chose these because they 
embody the primary user types that tweet about dementia [54]. As self-identified in 
their profile descriptions, Organizations contained two dementia-related organizations, 
Professionals featured two dementia researchers, and two partners/caregivers of PWD 
comprised Individuals. In each category, one profile had an extremely high bot score 
and the other had an extremely low bot score as calculated by the BotOrNot API1 [63]. 
Accounts with high bot scores mostly included automatically generated tweets or re-
tweets. While some sources were reputable, other sources' posts had misleading infor-
mation; for instance, how certain fruits or a particular exercise can prevent the risk of 
dementia or memory loss. Providing a chosen list of webpages is common in think-
aloud web studies; for example, [60] selected eight search engine results page (SERP) 
listings (four credible, four non-credible) to study judgements of three controversial 
topics. The research presented in [58] also used SERP listings, representing either cor-
rect or incorrect information.  

A sample screenshot of tweets from an individual profile with a high bot score ap-
pears in Appendix 2. BotOrNot computes scores that indicate the likelihood of a Twitter 
account being a bot: high scores for likely-bot, and low scores for likely-human ac-
counts [63]. BotOrNot had been employed because an objective of the larger study is 
to determine individuals’ perceptions surrounding the credibility of dementia-related 
bot profiles. This paper focuses only on how people assessed the credibility of dementia 
information, regardless of source.  

All six profiles contained a biography, profile photos, location, the year the user 
joined Twitter, and dementia-related tweets. Participants were asked to think-aloud 
while assessing the pair of profiles in each category, potentially choosing one of the 
accounts as credible, and providing reasons supporting their choice. Participants were 
free to navigate the profile content without time constraints, reading as many tweets as 
they preferred, and going back to profiles whenever they wanted. The longest think-
aloud session was about 15 minutes. Participants were also asked to rate each account’s 
credibility on a Likert scale, with 1 being the least credible, and 7 the most credible, to 
align their justification with the rating to determine their confidence in choosing a pro-
file. 

 
1 https://github.com/IUNetSci/botometer-python 
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3.6 Data Analysis 

Data collected through the think-aloud sessions and semi-structured interviews were 
transcribed and analyzed using conventional qualitative content analysis, in which cod-
ing categories are gained directly from the text [64]. One researcher checked Zoom’s 
automatically generated transcripts to ensure accuracy. The next step was open coding, 
and then lists of categories were grouped under higher level headings. Open coding 
started with four transcripts. Next, another researcher independently coded the four 
transcripts, and then they held a meeting to discuss the coding and reach a consensus 
on the main categories. Based on the discussion, both researchers used the scheme to 
code the four transcripts, reading each transcript line by line, and refined the coding 
scheme by discussing opinions immediately when any disagreements or discussion 
points emerged. They iterated this process until they agreed on the themes and codes 
[65]. Finally, they used the resulting scheme to code all the interviews. They made 
slight modifications to some codes’ definitions, and added new sub-categories as they 
related to the evidence and variation under each category.  

Table 2 displays the participants’ credibility ratings. Significantly, a comparatively 
high number of profiles were rated from 3-5, indicating indecision. Fourteen human-
likely profiles were rated as credible, and only 7 bot-likely profiles were rated credible. 

 
Table 2. Participants’ Credibility Ratings 

Ratings Profile Type 
Sure 
(6-7) 

Indecisive 
(3-5) 

Unsure 
(1-2) 

7 24 8 Bot-likely 
14 18 7 Human-likely  

4 Findings  

The analysis resulted in three main categories of credibility assessment dimensions: 
source, content, and user, as well as 13 subcategories that support different main cate-
gories. Fig. 1 shows the proposed model based on this analysis. 
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Fig. 1. Proposed Model 

4.1 Source 

This category captures participants’ assessment criteria for determining the credibil-
ity of the source as described in the sub-sections. Source refers to the Twitter profile 
based on features such as profile description, location and picture, the profile owner 
choosing which information to share publicly. A source can author tweets, retweet, 
quote other users’ tweets, reply to tweets, follow others’ accounts, be @mentioned in 
tweets, and be grouped into lists. 

Authority 
Ten participants considered the source as credible if they recognized the author of 

the tweets as an authoritative source. Participants expressed authority as subject-related 
experts with a scientific background and/or qualification, or an official entity; a well-
recognized public account, including the blue badge or verified feature assigned by 
Twitter which validates an account of public interest as authentic. Some points of view 
on authority from participants were as follows. The + or – denoted after each quote 
indicates whether the related statement positively or negatively affected the partici-
pants’ perception. 

“I would find that less credible than someone with a qualification or a recognized 
organization.” +(P6) 

“If it has a blue tick, then it's a credible account” +(P7) 
“Just to make sure that it was all credible. What their qualifications were. What 

they'd studied” +(P10) 
In general, authority had a positive effect on source credibility assessment. 
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Identity 
Participants discussed identity when the source declared geographic location as well as 
lived personal experience as patient or caregiver. 

Location is declared either in the source’s profile or posts. The participants identified 
the accountholder’s location as an identity cue when they browsed a profile. Nine par-
ticipants believed that profiles of individuals and organizations from the same country 
are more credible.  

“It seems credible source, but because it's not the UK. Wouldn't probably follow it.” 
+(P8)  

“I wouldn't be interested in that because that was in the USA” (P6)  
“I would be more inclined to go for a UK based one” +(P10) 
A second type of identity cue is lived personal experience, defined as a caregiver or 

a PWD stated either in profile descriptions or posts. Six participants showed an interest 
in finding people with the same situation, either living with dementia or caring for a 
person with dementia. 

 “just because she seems to be dealing more with what I deal with on a daily basis” 
+(P3) 

“I think perhaps in terms of experiences, personal experiences, I might go with it, 
who either has lived experience and has done something with that?” +(P5)  

Collective Endorsement 
Participants considered how other people view the source. It was measured by the 

number of followers the source has, who the followers are, the number of likes on the 
source’s posts, if they have mutual friends, or even through a recommendation sug-
gested by a trusted person offline. The endorsement could be from one user or a group 
of people: 

 “I think the more followers you have probably the more credible, the more reliable 
source” +(P1)  

“Number of followers is a factor. It’s a conscious factor I should say that.” +(P5) 
“If I go back a step, this profile followed by [redacted]. [Redacted] is a dementia 

expert by experience. He has dementia and I've followed him and attended some con-
ferences he’s spoken at prior to covid so that immediately I like in terms of reliability” 
+(P5) 

Social Presence  
Participants expressed the social presence of the source in two different ways: ap-

proachability and interactivity. Approachability is the feeling that the source is human 
and there is a possibility of direct interaction with the source. During think-aloud ses-
sion, participants experienced greater feelings of social presence while evaluating a 
source in the professional category who was more likely to be perceived as a social 
actor. Some of the profile posts included their contact details (e.g. telephone number). 
Six participants shared consensus via comments while assessing that source:  

“Okay, so she's posting things that make her more human.” +(P5) 
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“it's it sounds more friendly … she said, you know, you can call you can chat. Which 
I think is good, whereas the others no. I didn't get that impression of the others.” +(P9) 

“I like her approach. I like the fact that she was actually asking for experiences. It 
was much more tailored to the needs of someone caring for someone with dementia” 
+(P4) 

Interactivity is expressed in terms of constant tweeting activity, either writing one’s 
own tweets or only retweeting. One participant felt stronger social presence when eval-
uating a user who tweets more than retweets: 

“She seems more human. The other one a lot of retweets and not really about him, 
as such … Can see human behind feed whereas other link has no personal feel … 
whereas there further wasn't enough evidence of the human behind any of those ac-
counts and that might suggest that it's a bot or not an actual human being and have a 
good thing about people that only retweet. I like people that give their own opinion” -
(P11) 

In contrast, another participant did not sense a strong social presence from someone 
who tweets more than retweets:  

“wouldn't say is particularly good because it's not taking into account like of a wide 
range of people's opinions.” -(P2)  

“Uses fellow colleges and alike as well as himself, not self-involved and purely 
wants good information out there … It's not self-involved. So, it's, it seems more like 
actual information output rather than a personal account that's kind of trying to like 
glorify themselves.” +(P2) 

Other two participants experienced greater feelings of user presence from one who 
constantly tweets: 

“Yet they haven't posted since June and July. So, I want to be kept up to date. They're 
not active, they're not recent” -(P7) 

 “A more credible account. Even though it was in Z. They are actively sharing in-
formation daily.” +(P8) 

4.2 Content  

The posts on profiles were also valued and provide meaningful insight from the partic-
ipants’ credibility perspective. Content is the source timeline, or aggregated stream of 
tweets, retweets, replies, and tweets quoted by a user. A tweet is a message with a max-
imum text length of 280 characters, and may also contain photos or videos. 

Content Type 
Scientific, pragmatic, and empathetic content types contributed to source credibility as-
sessment. Six participants showed interest in sources providing scientific information. 
In other words, most of the source’s tweets included medical or scientific research find-
ings. Generally, these tweets include links to external websites or cite information on 
external platforms. 

“He would be the more credible source. He seems to be sharing, you know, this is 
sharing more of studies … The other one just raising awareness.” +(P12) 
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Contrary to pure scientific information in articles, seven participants showed interest 
in sources’ pragmatic information. This means practical ideas or tips that can be use-
fully applied in caregivers’ everyday lives. 

“Account offers more practical ways of making life more bearable for people living 
with dementia” +(P7) 

“Appears to share more practical information and tweets about own experience 
which may be more helpful than seeing scientific papers in second link” +(P11-T) 

Participants also viewed sources providing empathetic contents as more credible. 
Empathetic content conveys expressions of emotion or feeling including caring, help-
ing, appreciating, and supporting, as well as faith-based support.  

“Going to assume an accredited account of course everything they have to say mat-
ters to me as a caregiver and especially because they are offering support for their 
carers” +(P7) 

“We’re here to help carry the burdens that would be brilliant” +(P10) 
“the faith based one I liked, but I wasn't sure how applicable it would be to me 

because we have Christians and think that I would like a faith-based support, but what. 
there isn't a Christian tradition” +(P4) 

Variety. Variety in the content refers to topic diversity, whether focused on one or 
several aspects. Two different points of view emerged about the content’s variety. One 
participant showed interest in accepting an information source as credible if it is fo-
cused only on one topic rather than discussing a range of topics. 
    “I would pick him because it tends to be more of a focus on actual dementia.” +(P12). 
     However, other participants expected a wide range of information from a source and 
rated the source as credible if the content covered different topics such as drugs and 
medicines or research articles. 
  “It just seems to focus on the one drug, and it doesn't seem to sort of focus on too 
many you know, other things” -(P10) 

Evidence. Another criterion referred to evidence for scientific claims: if available 
within the content, the information source is deemed credible. Evidence refers to links 
(URLs) to other references supporting the information.  

“Credible source showing links to other sources” +(P13)  
“If someone's just saying, like, fruit can help prevent dementia. Well, I need to know 

why that you're saying that what's your rationale behind its kind of thing, where have 
they got this information from because the Internet is not reliable at all” +(P12) 

Another group of participants questioned the quality and reliability of the provided 
references and links, believing that information based on authentic, reliable, high-qual-
ity sources, could be credible.  

“She's posting information or links to information that looked like it would be very 
useful and that from reliable sources as well. So, I see University of [redacted], I rec-
ognize that name Centre for Dementia Studies, Alzheimer's Society. I know. So, I'm 
drawn to this” + (P5)  
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“links they are sharing and go to the links and see what the quality information that 
they were receiving; were the links they’re sharing from credible sources?” +(P10) 

Participants also mentioned that if the contents include links from the same source 
or website then these could not be trusted.  

“Kind of links they have are from the same website...because if it's from the same 
websites. It's most likely the same people who are writing articles… It doesn’t seem like 
a bad organization, in any way; it just seems as not as reliable as something else would 
be. I probably would not use it” -(P2) 

4.3 User  

This refers to the participant who has been asked to assess the profile; in this study, the 
users were the caregivers. Some characteristics related to the users were found as fac-
tors influence user assessment during the credibility, including relevance and prior 
knowledge. Relevance refers to the participant’s interest in the content provided by the 
source. Relevance was frequently mentioned during profile assessments. 
   “They’re that just too medical they're not they're not something that I'm that inter-
ested in to be honest. As I said, I am more interested about the care and support that 
one might need after diagnosis” -(P4) 

Prior knowledge refers to the participant’s ability to understand and interpret the 
content provided by the source. 

“Interesting material that I have some knowledge of and can understand” +(P5) 
  Lack of knowledge was mentioned as a reason for not being able to understand the 

information; for example, scientific terms used in most of a profile’s tweets: 
“I wouldn't follow user1 purely and simply because I wouldn't have a clue what he's 

talking about and to be honest, I don't have the time to go in and look it up” -(P5) 
“I would have difficulty making a decision whether that's credible … it looks way 

above anything that I intellectually could understand” -(P13) 

5 Discussion 

The aim of this study was to understand factors that people employ to assess the credi-
bility of health-related information sources on Twitter. The qualitative approach and 
think-aloud method enhance experimental studies by providing results that expand un-
derstanding of credibility assessments regarding health-related sources on social media.  

Most source-related heuristics – authority, identity, collective endorsement, and so-
cial presence – were in line with the agency affordance heuristics provided in the MAIN 
model [37]. The MAIN model proposes four classes of technological affordances that 
can trigger cognitive heuristics which affect credibility judgments: Modality (M), 
Agency (A), Interactivity (I), and Navigability (N). Modality deals with the medium 
through which data is presented, Interactivity implies both interaction and activity with 
devices, and Navigability focuses on interface cues helping with navigation in cyber-
space. The agency affordance deals with the source of information on digital media 
such as websites, a poll of friends on social media, or a person having a profile on any 
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online platform. However, as the role of contents in credibility assessment and user 
characteristics are complementary to technological affordances in the MAIN Model 
[37], it is necessary to incorporate all these facets in order to understand participants’ 
evaluations. Participants in this study identified a source as an authority when the 
source was a domain expert or an official entity [37]. This aligns with the general find-
ing among credibility literature showing that authority impacts credibility evaluation 
[66][67].  

According to the MAIN Model [37], the identity heuristic is likely to be triggered 
whenever the user is able to express oneself through manipulating content. The user 
interface of social media platforms can be designed to generate different verifications 
of identity, and potential followers may use these for their own evaluation of a profile 
[37]. People can evaluate a source’s name, place, profile photo, or other identifiers to 
verify the identity of a profile owner. Various identity-related parameters for credibility 
assessment have been used in prior research for different contexts, such as profile pic-
tures for evaluating online news comments [68] and LinkedIn profiles [69]. Another 
identity cue, nationality, is used during online shopping; if someone from their own 
country has provided a review, it is trusted more than someone from a different nation-
ality [70]. This study further showed identity was perceived in two forms: source loca-
tion, and personal experience as a caregiver or PWD. All participants were UK resi-
dents, and they evaluated sources located outside of the UK as not credible. 

Social presence as a concept means feeling the presence of other people irrespective 
of technology use [71]. Feeling social presence of other entities (human or machine) 
develops trust in the system [72][73]. Social presence heuristics, triggered by agency 
cues, may provoke feeling the presence of another entity [37]. Prior studies demon-
strated different cues of social presence on Twitter influencing users' credibility per-
ceptions. During disaster situations, [74] identified Twitter account age as a cue for 
social presence. Other research investigated dynamic features, such as the relationship 
between levels of the source’s timeline interactivity, as social presence cues: a high-
interactivity source’s timeline (a political figure) expressed by the number of replies 
provided to followers, resulted in greater social presence [75]. Dialogic retweets, or 
retweets of users who @mentioned the organization, produced a higher level of social 
presence compared to monologic or “one-way” tweets from the organization [76].  

A key finding of this study was participants’ use of social presence to detect human 
characteristics. It has extended past research by incorporating different perspectives on 
a source’s profile interactivity and adding approachability as another lens for social 
presence. Interactivity involved frequent tweeting. Contradictory perceptions towards 
sources’ tweeting interactivity were also revealed. For some participants, the source 
who tweeted more than retweeted generated a greater sense of social presence for some 
participants, whereas they did not for other participants. These varied perceptions of 
social presence should be further explored because bots can be set to retweet as well as 
automatically reply to tweets, pretending to be real people. Bots spreading false infor-
mation could potentially negatively affect healthcare. 

Sundar’s [37] proposed bandwagon heuristic reflects a group endorsement of the 
source’s reputation, which impacts on its credibility. Collective endorsement has been 

https://www.sciencedirect.com/science/article/pii/S0268401219312526#bib0365
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observed as a factor affecting credibility perception in news [77] and online health fo-
rums [78]. Similarly, endorsement here included the number of followers the source 
has, who the followers are, the number of likes on the source’s posts, and if they have 
mutual friends; however, one participant included a recommendation suggested by a 
trusted person offline.  

Agency affordances [37] have been extensively utilized in investigations of credi-
bility assessment [67][79] to measure their relationship with source credibility percep-
tions in different contexts. Similarly, the study demonstrated agency affordance [37] on 
Twitter’s structural properties and helped participants perform source assessment; how-
ever, the affordance is perceived by a person’s subjective perception and understanding 
of external cues [80]. Thus, this study identified how these affordances were perceived 
differently in the context of health-related information. For example, this investigation 
presents a new understanding of how social presence could be formed in its particular 
context. It identified how technologies can virtually create and enhanced social reali-
ties. 

 The study found another dimension for credibility evaluation: content features. Par-
ticipants also evaluated the profile based on content type, verity of content, and evi-
dence. They marked empathetic content as an important cue for evaluation source cred-
ibility. Interestingly, faith-based content contributed to enhanced credibility perception. 
Although empathetic content has been identified as an important aspect in evaluating 
general web health information sources by studies such as [81], to the best of our 
knowledge, no work has directly examined the relationship between individual percep-
tion assessment of health information and faith-based content or religiosity on social 
media. Mixed perceptions were observed regarding the variety of contents. Although 
few participants were only interested in topic-focused information, some showed inter-
est in multiple types of information. Participants also assessed content in light of evi-
dence or references provided with the tweet. Some participants did not believe in the 
contents if they were posted by the same web source.  

 Users’ knowledge and relevance of the contents also play a vital role in assessment. 
If the contents were related to the participant’s needs or experiential background, they 
identified the source as more credible. This is unlike the results in [82], where 
knowledge did not impact the participants’ credibility perceptions of search engine re-
sults, yet it agrees with topic knowledge of many credibility assessment models on the 
general web [83] and on Wikipedia [84].  

Although some of these findings are common in the previously discussed models, 
this study cannot be directly connected to any one credibility assessment model. Offer-
ing participants to evaluate the full ‘live’ profile and content using the think-aloud 
methodology provided a means to observe that users do not only rely on source heuris-
tics. The findings demonstrate the importance of qualitative studies that help establish 
the role of users’ prior knowledge and relevance in information processing. It has also 
shown the necessity of adopting systematic processing metrics for credibility evalua-
tion in health information on social media along with source heuristics. Most existing 
models and frameworks for credibility assessment have been developed with the per-
spective of information available through static web resources. The proposed model in 
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this study can serve as a starting framework for further research on credibility of health 
information on social media. 

6 Limitations 

Because all participants were caregivers, the findings are not representative of all Twit-
ter users seeking dementia information, so future studies should examine a greater va-
riety of participants to compare credibility evaluations. Moreover, the potential influ-
ence of the participants’ location and culture may limit the generalizability of the find-
ings, as these factors influence people’s perceptions. Also, the study focuses only on 
dementia information, so a study of how people evaluate tweets about other chronic 
health conditions would be useful. A broader understanding of how culture might factor 
into people's perceptions would be valuable as well. A final limitation is the small sam-
ple of profiles shown to the participants; future work should evaluate a broader set of 
profiles.  

7 Conclusions 

Despite the limitations, this study contributes to the field of information credibility re-
search in social media significantly. Given the growing popularity of Twitter bots and 
users’ ability to share content without gatekeepers' filters, it is imperative to understand 
how and why credibility assessments of information sources on social media are made. 
The study provided a step towards qualitative assessment of user perceptions of social 
media health information sources, and suggested a direction toward generalizing for 
other domains.  
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Appendix 1  

 
Fig. 2. Study homepage (1) 
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Fig. 3. Study homepage (2) 
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Appendix 2  

 
Fig. 4. Profile with high bot score (screen name and photo are redacted) 
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