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Light–atom interactions during spin preparation and read-
out in optically pumped magnetometers can lead to inaccu-
racies. We demonstrate a novel, to the best of our knowledge,
detection strategy that exploits an interrogation sequence in
the pulsed free-induction-decay modality to suppress these
systematic errors. The technique is predicated on monitor-
ing the dynamics of preoriented atomic spins as they evolve
unperturbed during a dark interval, by subsequently apply-
ing a time-delayed optical pulse to infer the spin state’s
phase. This detection mode reduced light shift inaccuracies
to within 0.6 nT, and could be employed in a wide variety of
high-precision atomic magnetometry experiments.
Published by Optica Publishing Group under the terms of the Cre-
ative Commons Attribution 4.0 License. Further distribution of this
work must maintain attribution to the author(s) and the published arti-
cle’s title, journal citation, and DOI.
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Atomic magnetometers demonstrate improved metrological
standards compared to many existing technologies and are
widely adopted in both fundamental physics experiments and
research areas such as space science, geophysics, and medicine
[1]. Significant progress has been made since their inception,
approaching the fundamental quantum limits in some cases with
sub-fT sensitivities [2,3]. This is accredited to recent advance-
ments in optical pumping techniques that enable longer spin
coherence lifetimes and improved signal-to-noise ratios (SNRs),
e.g., by operating in the spin-exchange relaxation-free (SERF)
[4] or light-narrowed [5] regimes. Moreover, developments in
microfabricated vapor cell manufacturing processes and the
introduction of robust, scalable, inexpensive, tunable diode
lasers have established a framework for precision metrology
in compact sensor modules [6]. Achieving fT-level precisions
with these devices often detrimentally impacts critical perfor-
mance metrics such as bandwidth, dynamic range, and accuracy.
This is particularly evident in SERF vapors which rely on near-
zero-field operation and produce narrow resonance linewidths,
necessitating both active and passive field compensation [7].
Also, the accuracy of SERF-based sensors is contingent on the
magnetic field calibration of the excitation coils which provides
an indirect and often inaccurate measurement.

There are many sources of systematic error afflicting optically
pumped magnetometers (OPMs), which can be categorized into

two types. The first applies to inaccuracies in extracting the Lar-
mor frequency ωL during signal analysis. A classic example is
commonly observed in closed-loop systems that incur frequency
shifts due to phase errors in the feedback signal. Sensors based
on the free-induction-decay (FID) mechanism, also known as
free spin precession (FSP), are immune to this issue as the pre-
cession frequency is monitored directly in the temporal domain.
Thus, these sensors are commonly incorporated in experiments
searching for the neutron electric dipole moment (nEDM) as the
magnetic field can be tracked both precisely and accurately [8,9].
The second type concerns any modifications to the relationship
between ωL and the magnetic field |B⃗|; this relates to effects that
alter the energy separation between Zeeman sublevels, or the dis-
tribution of atomic population within the ground-state manifold.
For example, there is an accuracy limitation set by quadratic Zee-
man splitting which, for Cs, is of the order of 1 nT at Earth’s field
[10]. Furthermore, heading errors cause shifts in ωL attributed
to magnetic sublevel populations being redistributed when the
sensor orientation is altered [11]. Possibly the most notable con-
tributor to inaccuracies in OPMs is the AC Stark effect (i.e., light
shift), which increases with the optical field intensity present
during detection. Stark shifts are composed of both vector and
tensor components that are often associated with circularly and
linearly polarized light, respectively [12]. These shifts are par-
ticularly prevalent in cw pump–probe schemes where the alkali
vapor is interrogated at high laser intensities [13]. Suppressing
light shifts, e.g., technique in Ref. [14], has been instrumental
in improving the long-term frequency stability of atomic clocks
as the effects of temporal variations in laser power and fre-
quency are reduced. Equivalent methods are yet to be employed
in atomic magnetometers.

In this Letter, we present an OPM implementing a novel inter-
rogation mode analogous to Ramsey spectroscopy [15]. This
enables observation of spin dynamics without introducing per-
turbations from external electric fields during detection. In the
past, spin lifetimes have been measured using similar readout
methods [16] derived from Franzen’s technique of “relaxation
in the dark” [17]. The basic principle is predicated on opti-
cally pumping an atomic sample into a well-defined quantum
state that subsequently evolves during a period of darkness.
This is followed by a time-delayed optical pulse that determines
the spin phase at the instant readout is initiated. It is possible
to reconstruct the evolving spin state by superimposing obser-
vations at various delay times, manifesting as precession and
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Fig. 1. Simplified experimental setup: AOM, acousto-optic mod-
ulator; EOM, electro-optic modulator; GW, glass window; HWP,
half-wave plate; GT, Glan–Thompson polarizer; MEMS, micro-
electromechanical system; M, mirror; WP, Wollaston prism; PD,
photodiode; AWG, arbitrary waveform generator.

partial relaxation of the alkali spins during the dark interval. This
phase-sensitive detection strategy offers accurate magnetic field
tracking as the AC Stark effect is largely suppressed. Further-
more, residual optical pumping effects that broaden the magnetic
linewidth are significantly reduced. This provides a platform for
assessing the intrinsic relaxation properties of vapor cells. Com-
pared to previous relaxation studies that extrapolate to zero-light
power [18], this method can significantly improve SNR by using
elevated laser intensities during readout.

The experimental arrangement is depicted in Fig. 1, com-
prising an OPM operated in a pulsed FID scheme using a
single-beam geometry [19,20]. An extended cavity diode laser
(Toptica DL 100) is manually tuned to the Cs D1 line using
an auxiliary reference cell, close to the unresolved F = 3 → F′

hyperfine transition of the collisionally broadened buffer gas
cell. The fiber-coupled output passes through an acousto-optic
modulator (AOM) that amplitude-modulates the light beam,
with a maximum power of 6 mW. Light shifts are minimal dur-
ing the dark interval as the remaining optical power is only
a few microwatts, limited by the AOM’s extinction ratio. The
AOM rise time is considerably faster than the atomic absorp-
tion rate, which was determined experimentally to reside in
the kilohertz range [19]. The width (1/e2 diameter) of the
beam’s spatial intensity profile was measured to be 1.8 mm. The
beam passes through a half-wave plate and Glan–Thompson
polarizer to purify the light polarization before traversing an
electro-optic modulator (EOM) that switches between circular
and linear polarizations for optical pumping and readout, respec-
tively. Laser power is monitored with a calibrated photodiode
that assists in edge detection during signal analysis. The sensing
element consists of a MEMS Cs vapor cell containing N2 buffer
gas at 165 Torr [19]. The cell temperature was raised to 85◦C
by passing a gated current through a resistive heating element,
with no current applied during detection to improve measure-
ment accuracy by avoiding stray fields. The sensor head was
enclosed in a three-layer µ-metal shield nulling ambient fields
to nT levels and suppressing magnetic technical noise. A con-
stant current was applied to a set of Helmholtz coils inside the
innermost shield, generating a 5 µT bias field transverse to the
light propagation axis. Control voltages to the AOM and EOM
were both provided by the same Keysight 33500B series arbi-
trary waveform generator (AWG). Evolving spin dynamics in
the Zeeman manifolds alter the vapor’s birefringent properties
[19]. This is imprinted in the probe light’s polarization which

Fig. 2. (a) Subsection of FID signal train (lower curve) and corre-
sponding laser power (upper curve) prior to illuminating the vapor
cell. Light intensity is set close to zero for a time t∆ after opti-
cal pumping for Tp = 1 ms, followed by a readout stage to infer the
spin state. (b) Precession signal (circles) reconstructed “in the dark”
using a readout power of 210 µW over a series of delay intervals.
Each point represents the fitted signal amplitude at the point the light
was switched on. The associated DS fit (curve) is used to model the
spin dynamics unperturbed by optical fields.

is detected by the polarimeter and captured using a Tektronix
DPO5034 oscilloscope for post-processing.

Figure 2 demonstrates the principles of the modality discussed
in this Letter. The spins are resonantly driven at ωL by syn-
chronously modulating the laser intensity for a duration Tp [8],
extending to at least one relaxation period such that the Cs
spins occupy a highly polarized state. After optical pumping,
the light–atom interaction is switched off during an interval of
darkness t∆, permitting the spin coherence to relax and precess
freely in the controlled static magnetic field. An optical pulse
at a light power of ≈ 210 µW is applied for readout, subject-
ing the atoms to various systematics in the process. Interval
t∆ was measured by detecting edges in the monitor photodiode
signal, with timing errors limited by clock jitter (<40 ps) in the
AWG to which the oscilloscope was synchronized. The resulting
phase fluctuations (<5 µrad) yield negligible contribution to the
sensor’s noise floor and accuracy. Figure 2(a) displays the raw
oscilloscope data; the upper curve corresponds to the optical
power measured before striking the vapor cell, and the lower
curve shows FID traces for a preselected subset of delay times.
It should be noted that light shifts are still prominent in each
FID signal; however, the initial phase of the spin state during
readout represents evolution when the light–atom interaction is
minimized. By employing an appropriate theoretical model to
the precession signal, e.g., damped sinusoid (DS) [19], one can
deduct the exact quantum state of the atomic ensemble when the
dark period ended.

A low bias field was applied to enable a significant seg-
ment of the precession signal to be reconstructed with sufficient
time resolution, limited by the sensor’s repetition rate and the
oscilloscope’s buffer size. The FID signal envelopes seen in
Fig. 2(a) deviate slightly from the expected exponential behav-
ior. This is caused by the probe light coupling to both hyperfine
ground states which have slightly different gyromagnetic ratios
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with opposite sign. Optical spectroscopy with the Cs MEMS
cell verified that the collisionally broadened optical resonances
were resolvable but slightly overlapping [19]. The first 50 µs
of each FID trace was removed in order to improve the fitting
quality. Signal truncation was kept consistent for all data anal-
yses including both the DS fit and the Hilbert transform. FID
data deviating from the anticipated DS model present a small
source of systematic error influenced by signal characteristics
such as SNR, decoherence rate, and truncation. Despite these
sources of error, the measurement accuracy still reflects a vast
improvement in comparison to the 8 nT fictitious field meas-
ured at 210 µW in this case. Extrapolating with a DS fit to
when readout is initiated allows one to delineate the spin evolu-
tion independent of light intensity, by incrementally varying the
delay time over subsequent FID cycles. Figure 2(b) shows the
first point in the DS fit applied to each FID signal, thus tempo-
rally mapping the spin dynamics. The resulting signal is fitted
to determine the precession and decoherence rates unaffected
by optical fields. It is not necessary to map out the spin evo-
lution in its entirety. The light-shifted FID signals can be used
to obtain a close estimate of ωL, so measuring the spin phase
at two different delay times would provide enough information
to accurately determine |B⃗|. Analogous methods using an auto-
balanced Ramsey interrogation protocol are employed in atomic
clocks [14]. It is anticipated that the frequency response of this
sensor would closely align with the behavior presented in Ref.
[20], although with an additional scaling to the number of FID
cycles used to record |B⃗|. A single cycle could be used but would
be subject to consistency in the spin state generated after optical
pumping.

Thus far, data analysis has been limited to fitting the FID
signals to a DS model using the Levenberg–Marquardt algorithm
as performed in previous instances [19,20]. The validity of this
approach was verified with a Hilbert transformation, as both
techniques were applied to the FID trace shown in Fig. 3(a).
The Hilbert transform H{S(t)} linearizes the signal through
retrieval of the instantaneous phase [21]. The signal’s analytic
representation can be expressed as

Sa(t) = S(t) + iH{S(t)}, (1)

Fig. 3. (a) Raw FID trace (fluctuating curve) and exponential
envelope derived by calculating the radius of the phasor Sa(t) in
Eq. (1). The dashed line is positioned at one relaxation period 1/γ2.
(b) Signal phase computed with the Hilbert transform subtracted
from the accumulated phase ascertained with the DS fit.

where S(t) is the raw trace and H{S(t)} is the π/2 phase-shifted
signal given by

H{S(t)} =
1
π

p. v.
∫ ∞

−∞

S(τ)
t − τ

dτ. (2)

The instantaneous amplitude and phase can be determined by
calculating the radius and angle of Sa(t) in the complex plane.
Here ωL and the starting phase are calculated from the slope
and intercept of the linear phase dependence. Figure 3(b) com-
pares the Hilbert transform and DS fit methods by subtracting
the instantaneous phases computed with each. The model does
not account for higher-order harmonics of ωL or asymmetries in
the signal envelope, hence the oscillatory behavior and a slight
second-order dependence. Aside from these small deviations,
there is no significant slope in ∆ϕ(t) which is a clear indica-
tion that both techniques are closely matched. The FID trace
in Fig. 3(a) was truncated after 1 ms as the SNR reduces due
to spin decoherence. The signal H{S(t)} does not preserve any
DC offsets; a first-order digital high-pass Butterworth filter with
a cutoff frequency of 1 kHz removed offsets from the raw data
before transformation. The relaxation rate can also be calculated
by fitting to the exponential envelope in Fig. 3(a).

Figures 4(a) and 4(b) illustrate the light-shifted fictitious field
BLS and power broadening contribution to the relaxation rate γpb

as the readout power is varied. No data were collected below
100 µW to maintain an acceptable SNR. It can be seen that
BLS and γpb were computed using both the DS fit and Hilbert
transform which, as expected, provide almost identical trends.
The observed light shift has a negative slope as the laser fre-
quency was blue-detuned with respect to the F = 4 → F′ = 3
transition. Readout was performed using linearly polarized light

Fig. 4. (a) Fictitious field BLS and (b) deviation from the vapor
cell’s intrinsic relaxation rate due to power broadening γpb as a func-
tion of readout power. The beam diameter was 1.8 mm. Empirical
polynomial models (curves) were applied to the DS fit parame-
ters (circles). Results processed with the Hilbert transform method
(squares) are shown for comparison. The precession frequency and
decay rate extracted from Fig. 2(b), represented by stars, are con-
sistent with that expected at zero-light power. (c) Reconstructed
precession signal (dots) and corresponding fits (solid curves) using
readout powers noted in the legend. Variations in BLS and γpb for
the signals in (c) are represented as diamonds close to zero in (a)
and (b). All markers are larger than the associated error bars.
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which suggests that the fictitious field is generated by the ten-
sor contribution to the light shift [22]. The nonlinear fictitious
field dependence with light intensity seen in Fig. 4(a) is likely
a result of back-action during readout. The curve in Fig. 4(a)
has been extrapolated to zero-light power using an empiri-
cal second-order polynomial applied to the DS fit parameters.
The star represents the light shift measured from the recon-
structed precession signal in Fig. 2(b), and demonstrates good
agreement with the empirical model at zero-light power. Fig-
ure 4(b) exhibits extensive power broadening contingent on the
light–atom interaction strength during readout. Here γpb was
estimated using a DS fit, shown as circles, and also by fitting the
exponential envelope obtained through the Hilbert transform,
represented by the squares; γpb displays a clear linear depen-
dence with readout power, and the extrapolated zero-light power
value shows excellent agreement with the reconstructed signal
in Fig. 2(b). The zero points denoted by the dashed lines in
Figs. 4(a) and 4(b) are defined by the offsets in the empirical
polynomial fits to ωL and γ2. This verifies the technique’s abil-
ity to suppress light-induced systematics, which is confirmed
further by considering the Larmor frequencies of the recon-
structed precession signals in Fig. 4(c). Variations in BLS and
γpb measured from these data sets are denoted by diamonds in
Figs. 4(a) and 4(b), respectively. A linear fit was applied to the
measured precession frequencies as a function of readout power.
The slope was measured to be (−1.56 ± 3.06) pT/µW, and the
magnetic field (intercept) error was 0.59 nT, defining the accu-
racy limit imposed by this interrogation strategy. Preliminary
experiments indicate comparable sensitivity to the conventional
FID scheme. An extensive characterization is subject to further
investigation.

In conclusion, a novel detection mode was presented that
enables significant suppression of operational systematics
imposed by interactions with optical fields. A temporally sep-
arated interrogation sequence that involves optical pumping,
free precession in the dark, and optical readout is implemented.
Insensitivity to light shifts was demonstrated in two ways: the
first example shows that ωL and γ2 deduced from the precession
signal mapped out, “in the dark,” were in excellent agreement
with the observations made when extrapolating to zero-light
power; second, three precession signals were reconstructed at
different readout powers, and no perceivable trend in ωL and γ2

was evident. Systematics relating to inaccuracies in signal anal-
ysis exist as the DS fit model contains only a single frequency
component. This is a simplification as we are interacting with
both collisionally broadened hyperfine ground states simulta-
neously, which oscillate at slightly different frequencies with
opposite phase. The fitting quality can be improved by: adapt-
ing the model to take into account both frequency components,
tuning the laser wavelength such that we are mostly interacting
with a single ground-state transition, or emptying atomic popu-
lation from the F = 3 ground state with a second repump beam
and probing the F = 4 → F′ transition. The latter two options are
preferable as they reduce the signal complexity that, in turn, sim-
plifies parameter extraction. It is not unreasonable to assume that
these improvements could lead to accuracies that closely match
the instrument’s own precision. Such unprecedented accuracy
and low drift operation would be ideal for long-term magnetic
field monitoring, e.g., in geophysical surveys, nEDM searches,
or GPS-denied navigation. Moreover, the absence of power
broadening is ideal for measuring relaxation properties intrinsic

to the vapor cell with high fidelity. This would be extremely
useful for cell characterization before deployment in compact
sensor modules, and could even be implemented at a wafer
level.
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