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Abstract

This paper focuses on the analysis of a free energy functional, that models a dilute suspension of magnetic
nanoparticles in a two-dimensional nematic well. The first part of the article is devoted to the asymptotic
analysis of global energy minimizers in the limit of vanishing elastic constant, ℓ → 0 where the re-scaled
elastic constant ℓ is inversely proportional to the domain area. The first results concern the strong 𝐻1-
convergence and a ℓ-independent 𝐻2-bound for the global minimizers on smooth bounded 2D domains,
with smooth boundary and topologically trivial Dirichlet conditions. The second part focuses on the
discrete approximation of regular solutions of the corresponding non-linear system of partial differential
equations with cubic non-linearity and non-homogeneous Dirichlet boundary conditions. We establish
(i) the existence and local uniqueness of the discrete solutions using fixed point argument, (ii) a best
approximation result in energy norm, (iii) error estimates in the energy and 𝐿2 norms with ℓ- discretization
parameter dependency for the conforming finite element method. Finally, the theoretical results are
complemented by numerical experiments on the discrete solution profiles, the numerical convergence
rates that corroborates the theoretical estimates, followed by plots that illustrate the dependence of the
discretization parameter on ℓ.

Keywords: ferronematics, composite system energy optimization, convergence of minimizers, finite element
method, error estimates, numerical experiments

1 Introduction
Nematic liquid crystals (NLCs) are classical examples of partially ordered materials that combine fluidity
with the directional order of crystalline solids [12]. NLCs have long-range orientational order i.e. there
are distinguished material directions, referred to as nematic directors such that the NLC properties are
different in different directions e.g. along the directors. The anisotropic or direction-dependent NLC
response to incident light and electric fields make them the working material of choice for the multi-billion
dollar liquid crystal display (LCD) industry [24]. However, NLC devices largely rely on their dielectric
anisotropy i.e. the NLC response to external electric fields depends on whether the electric field is parallel
or non-parallel to the nematic directors [12]. NLC devices rarely use external magnetic fields since the
magnetic anisotropy is typically much smaller than the NLC dielectric anisotropy, so that NLC responses
to external magnetic fields are very weak [5]. In the 1970’s, Brochard and de Gennes [5] proposed that a
suspension of magnetic nanoparticles in a nematic host could generate a spontaneous magnetization at room
temperature, without any external field, substantially enhancing the NLC responses to external magnetic
fields. These composite systems have been labelled as ferronematics in the literature. In 2013, Mertelj
et al. [30] experimentally designed stable ferronematic suspensions using barium hexaferrite (BaHF)
magnetic nanoplatelets in pentylcyano-biphenyl (5CB) liquid crystals. In ferronematic suspensions, the
nematic director is coupled to the suspended magnetic nanoparticles through surface interactions, so that the
nematic director influences the magnetic moments of the nanoparticles and vice-versa. In fact, this nemato-
magnetic coupling induces averaged orientations of the suspended nanoparticles, leading to a spontaneous
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magnetization, in addition to the ambient nematic order. Consequently, this nemato-magnetic coupling
strongly enhances the optical and magnetic responses of this composite system, making them attractive for
novel display devices, sensors [9], telecommunications [29], and potentially pharmaceutical applications
too.

In this paper, we model a dilute suspension of magnetic nanoparticles in a NLC-filled two-dimensional
(2D) domain, with tangent boundary conditions. The tangent boundary conditions require the nematic
directors to be tangent to the boundary e.g. for a square domain, the director is tangent to the square edges,
naturally creating some sort of mismatch or discontinuity at the square vertices with two intersecting edges.
The domain is typically on the micron scale, and the volume fraction of the suspended nanoparticles is
small such that the distance between the nanoparticles is usually large compared to the typical nanoparticle
size. In the dilute limit, one does not see the individual nanoparticles or the interactions between pairs of
nanoparticles, but rather the entire suspension is modelled as a single system with two order parameters: a
reduced Landau-de Gennes Q-tensor order parameter with two independent components and a magnetization
vector, M := (𝑀1,𝑀2) which models the induced spontaneous magnetization of the suspended nanoparticles
[3]. This reduced approach works well for thin NLC systems i.e. NLCs confined to a shallow three-
dimensional (3D) system, with a 2D cross-section, such that the height is much smaller than the cross-
sectional dimensions [17], with tangent boundary conditions on the bounding surfaces.

Here Q ∈ S0 := {Q = (𝑄𝑖 𝑗 )1≤𝑖, 𝑗≤2 ∈ M2×2 : Q = Q𝑇 , trQ = 0}, where Q := 𝑠(2n ⊗ n − I). The
nematic director in the plane is a 2D unit-vector, n := (cos 𝜃, sin 𝜃), where 𝜃 (𝑥, 𝑦) is the director angle,
that models the preferred in-plane direction of the NLC molecules. The scalar order parameter ′𝑠(𝑥, 𝑦) ′
measures the degree of order about n, so that the zero set of 𝑠 is identified with the set of planar nematic
defects, and 𝐼 is a 2 × 2 identity matrix. The independent component of Q are given by 𝑄11 = 𝑠 cos 2𝜃
and 𝑄12 = 𝑠 sin 2𝜃. Building on the work in [3], [6], [7], [20], the free energy of this dilute suspension of
magnetic nanoparticles in a NLC-filled square well is given by

𝐸 [Q, M] :=
∫
Ω

(𝐾
2
|∇Q|2 + 𝐴

2
|Q|2 + 𝐶

4
|Q|4

)
dx

+
∫
Ω

( 𝜅
2
|∇M|2 + 𝛼

2
|M|2 + 𝛽

4
|M|4

)
dx

−
∫
Ω

𝛾𝜇0
2

M𝑇QM dx, (1.1)

where Ω is a 2D domain with characteristic length 𝐿 microns, 𝐾 and 𝜅 are the nematic and magnetic
stiffness constants respectively, 𝐴 is the re-scaled temperature as is 𝛼, 𝐶 and 𝛽 are positive material-
dependent constants and 𝛾𝜇0 is the nemato-magnetic coupling parameter. Working at low temperatures
requires 𝐴 and 𝛼 to be negative, as has been done in this manuscript. The first line is the reduced 2D Landau-
de Gennes NLC free energy, the second line is the magnetic energy and the third line is the nemato-magnetic
coupling energy. The Dirichlet energy density of M is introduced to penalize arbitrary rotations between M
and −M, and can be viewed as a regularization term. Some authors argue that this term should be discarded
for dilute suspensions but we retain it for the well-posedness of the associated variational problems. Further,
if 𝛾 > 0, then the coupling energy coerces n · M ≈ ±1 whereas if 𝛾 < 0, then the coupling energy coerces
n · M ≈ 0 almost everywhere. Using the re-scalings as in [3] and [20] and assuming that 𝐾

|𝐴| =
𝜅
|𝛼 | (an

idealised assumption for analytical convenience), the ferronematic free energy reduces to

E(Q, M) :=
∫
Ω

1
2
(|∇𝑄11 |2 + |∇𝑄12 |2 + |∇𝑀1 |2 + |∇𝑀2 |2) dx + 1

ℓ

∫
Ω

𝑓𝐵 (Q, M) dx, (1.2)

where the re-scaled domain Ω has unit characteristic length, and ℓ = 𝐾

|𝐴|𝐿2 depends on the nematic elastic
constant, temperature and domain size 𝐿. The first integral is the elastic energy of Q and M whereas 𝑓𝐵 is
the quartic bulk energy density given by:

𝑓𝐵 (Q, M) :=
1
4
(𝑄2

11 +𝑄
2
12 − 1)2 + 1

4
(𝑀2

1 +𝑀2
2 − 1)2 − 𝑐

2
(
𝑄11 (𝑀2

1 −𝑀2
2 ) + 2𝑄12𝑀1𝑀2

)
(1.3)

where the coupling parameter, 𝑐 =
𝛾𝜇0
|𝐴|

√︃
𝐶

2 |𝐴|
|𝛼 |
𝛽

. In other words, the sign of 𝑐 is determined by the sign
of 𝛾 and has the same implications for the nemato-magnetic coupling as 𝛾. For any Q := (𝑄11,𝑄12) and
M := (𝑀1,𝑀2), the admissible space is, A := {Ψ := (𝑄11,𝑄12,𝑀1,𝑀2) ∈ H1 (Ω) |Ψ = g on 𝜕Ω}, with
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H1 (Ω) := (𝐻1 (Ω))4 and a given Dirichlet boundary condition g (see Section 2). The existence of the global
energy minimizers ofE in the admissible space follows from a direct method in the calculus of variations; [15,
Section 8.2] the crucial facts are that the admissible space is non-empty; the energy functional E is coercive
and convex in gradient of the variables (𝑄11,𝑄12,𝑀1,𝑀2). Setting �̃� := Q2

11 +Q2
12 − 1, �̃� := 𝑀2

1 +𝑀
2
2 − 1,

the corresponding Euler-Lagrange equations are given by

ΔQ𝑖 𝑗 − ℓ−1 (𝑄Q𝑖 𝑗 − 𝑐(𝑀𝑖𝑀 𝑗 − 𝛿𝑖 𝑗 |𝑀 |2 /2)) = 0 and Δ𝑀𝑖 − ℓ−1 (𝑀𝑀𝑖 − 𝑐Q𝑖 𝑗𝑀 𝑗 ) = 0, 𝑖, 𝑗 = 1, 2. (1.4)

When 𝑐 = 0, the ferronematic free energy simply reduces to the celebrated Ginzburg-Landau free energy
for superconductors [2]. This is a very well-studied problem, and arises naturally in reduced 2D Landau-de
Gennes descriptions of confined NLCs [17]. From a purely analytic point of view, this 2D problem has
been addressed in a batch of papers [21], [37] etc. where the authors analyse the reduced minimizers on 2D
polygons and obtain powerful results on the multiplicity of minimizers, the dimensionality, structure and
locations of the corresponding defect sets and bifurcations as a function of the domain size. In [26], the
authors study the reduced 2D NLC model on square domains and numerically compute the solution branches
using finite element methods, investigating the effect of surface anchoring effects on the energy minimizers.
An a priori and a posteriori error analysis for Nitsche’s and the discontinuous Galerin methods have been
analyzed for the reduced model (with 𝑐 = 0) [33, 27]. A structure-preserving finite element method for
the computation of equilibrium configurations, when the Q is constrained to be uniaxial in 3D, has been
proposed in [4], and the stability and consistency of this method without regularization, and Γ-convergence
of the discrete energies to the continuous solutions, in the limit of vanishing mesh size, is studied. The reader
is referred to [36] for a detailed survey of the mathematical models of liquid crystals and the developments
of numerical methods to find liquid crystal configurations.

For ferronematic systems with 𝑐 ≠ 0, the volume of work is limited. In [10], the authors analyze a
dilute ferronematic suspension in a one-dimensional channel geometry with Dirichlet boundary conditions
for both Q and M. The authors derive some key analytic ingredients - existence theorems, uniqueness
theorems, maximum principle arguments and symmetric solution profiles. They also compute bifurcation
diagrams for the solution branches as a function of ℓ and 𝑐. In 2D, there is fairly elaborate numerical work
in [3] and [20] where the authors numerically compute stable ferronematic equilibria on 2D polygons with
tangent boundary conditions. They report the co-existence of stable equilibria with magnetic domain walls,
and stable equilibria with pairs of interior NLC defects, again paying attention to the effects of ℓ and 𝑐. In
particular, there are two distinguished limits: the ℓ → ∞ limit for small nano-scale systems which admits
a unique equilibrium, and the ℓ → 0 limit for large micron-scale systems with multiple stable equilibria.
Their numerical results suggest that positive 𝑐 suppresses multistability whereas negative 𝑐 strongly enhances
multistability for applications.

There has been little, if any, analytic and numerical analysis for 2D ferronematic systems, to the best
of our knowledge. The main contributions of this paper are: (i) asymptotic analyses of minimizers of
the ferronematic free energy on smooth 2D domains, with smooth boundaries and topologically trivial
Dirichlet conditions in the ℓ → 0 limit and (ii) an a priori finite element error analysis for the discrete
approximation of the solutions of the corresponding Euler-Lagrange equations and (iii) relevant numerical
experiments to tie the asymptotic analysis and finite element analysis. The asymptotic analysis includes a
strong convergence result of the global energy minimizers to minimizers of the bulk energy density in 𝐻1,
and an uniform convergence of the global energy minimizers to the limiting maps, as ℓ → 0, which follows
from a non-trivial Bochner inequality for the ferronematic free energy density. The Bochner inequality
allows us to prove a ℓ-independent 𝐻2-bound for global energy minimizers in this limit. The 𝐻2-bound is
subsequently exploited in the finite element analysis, and the key results are: (i) an elegant representation of
the non-linear operator corresponding to the coupled system of partial differential equations (PDEs) (1.4)
with cubic and quadratic non-linear lower order terms and non-homogeneous boundary datum; (ii) a finite
element convergence analysis that includes the existence and uniqueness of discrete solutions approximating
the regular solutions of (1.4) for which ℓ-independent 𝐻2-bound hold, a best approximation result in energy
norm, optimal convergence rates of O(ℎ) and O(ℎ2) in energy and 𝐿2 norms, respectively, for a sufficiently
small choice of the discretization parameter (denoted by ℎ) which depends on ℓ and (iii) numerical results
for discrete solution landscapes with positive and negative 𝑐, order of convergence in energy and 𝐿2 norms,
and numerical errors as a function of ℓ and ℎ.

Throughout the paper, standard notations on Sobolev spaces and their norms are employed. The standard
semi-norm and norm on 𝐻𝑠 (Ω) (resp.𝑊 𝑠,𝑝 (Ω)) for 𝑠, 𝑝 positive real numbers, are denoted by |·|𝑠 and || · ||𝑠
(resp. |·|𝑠,𝑝 and || · ||𝑠,𝑝). The standard 𝐿2 (Ω) inner product is denoted by (·, ·). We use the notation
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H𝑠 (Ω) (resp. L𝑝 (Ω)) to denote the product space (𝐻𝑠 (Ω))4 (resp. (𝐿 𝑝 (Ω))4. The standard norms ||| · |||𝑠
(resp. ||| · |||𝑠,𝑝) in the Sobolev spaces H𝑠 (Ω) (resp. W𝑠,𝑝 (Ω)) and defined by |||Φ|||𝑠 = (∑4

𝑖=1 ||𝜑𝑖 ||
2
𝑠)

1
2 for

all Φ= (𝜑1, 𝜑2, 𝜑3, 𝜑4) ∈ H𝑠 (Ω) (resp. |||Φ|||𝑠,𝑝= (∑4
𝑖=1 ||𝜑𝑖 ||

2
𝑠,𝑝)

1
2 for all Φ= (𝜑1, 𝜑2, 𝜑3, 𝜑4) ∈ W𝑠,𝑝 (Ω)).

The norm on L2 (Ω) space is defined by |||Φ|||0 = (∑4
𝑖=1 ||𝜑𝑖 ||

2
0)

1
2 for all Φ = (𝜑1, 𝜑2, 𝜑3, 𝜑4) ∈ L2 (Ω). Set

𝑉 := 𝐻1
0 (Ω), V := H1

0 (Ω) = (𝐻1
0 (Ω))

4, and 𝑋 := 𝐻1 (Ω), X := H1 (Ω). Throughout this paper, 𝐶 will
denote a generic constant which will always be independent of ℓ and the mesh parameter ℎ. Define the trace
spaces H𝑚− 1

2 (𝜕Ω) := {w|𝜕Ω : w ∈ H𝑚 (Ω)} for 𝑚 = 1, 2, and H− 1
2 (𝜕Ω) := (H 1

2 (𝜕Ω))∗ equipped with the

norm |||q|||𝑚− 1
2 ,𝜕Ω := inf

w∈H𝑚 (Ω)
w |𝜕Ω=q

|||w|||𝑚 and |||q|||− 1
2 ,𝜕Ω := sup

k∈H
1
2 (𝜕Ω)

k≠0

〈q, k〉𝜕Ω
|||k||| 1

2 ,𝜕Ω
, respectively. Also, the operator

norm for f ∈ L2 (Ω) is defined as |||f |||L2 := sup
v∈L2 (Ω)

v≠0

(f, v)Ω
|||v|||0

.

The paper is organized as follows. Section 2 focuses on the asymptotic analysis of global energy
minimizers in the ℓ → 0 limit. Section 3 discusses the finite element convergence analysis of the discrete
solutions of (1.4). The conforming finite element formulation of the problem is derived and the a priori
estimates are proven in Section 3.4. The article concludes with several numerical results for the discrete
solutions, and the convergence history for various values of ℓ, 𝑐 and ℎ in Section 4.

2 Asymptotic analysis of the minimizers
The primary goal of this section is to establish 𝐻2-bound for the global energy minimizers independent of
ℓ, in the ℓ → 0 limit, under suitable assumptions on the domain and boundary conditions. The ℓ → 0 limit
is relevant for macroscopic domains or large domains, that are much larger than characteristic material-
dependent and temperature-dependent nematic and magnetic correlation lengths [3]. The proof is done in
several stages: analysis of the minimizers of the bulk potential reproduced from [10], a strong convergence
result for global minimizers followed by convergence results for the bulk potential that largely follow from
[2], followed by a delicate Bochner inequality for the energy density that combines ideas from [2] and [16].
Once we have the Bochner inequality, the ℓ-independent𝐻2-bound for global energy minimizers in the ℓ → 0
limit is relatively standard, from estalished techniques in the Ginzburg-Landau theory for superconductivity
although additional technical difficulties are encountered due to the four degrees of freedom in the problem.

Lemma 2.1 (Global minimizers of 𝑓𝐵). The bulk potential 𝑓𝐵 in (1.3) is coercive. For 𝑐 > 0, 𝑓𝐵 attains its
minimum at Ψmin := (𝑄𝑐 cos 2𝜑,𝑄𝑐 sin 2𝜑,𝑀𝑐 cos 𝜑,𝑀𝑐 sin 𝜑), where 𝑄𝑐 and 𝑀𝑐 satisfies

𝑄3
𝑐 − (1 + 𝑐

2

2
)𝑄𝑐 −

𝑐

2
= 0, and 𝑀2

𝑐 = 1 + 𝑐𝑄𝑐 (2.1a)

with 𝑄𝑐 :=
(
𝑐

4
+

√︄
𝑐2

16
− 1

27

(
1 + 𝑐

2

2

)3)1/3
+
(
𝑐

4
−

√︄
𝑐2

16
− 1

27

(
1 + 𝑐

2

2

)3)1/3
, 𝑀𝑐 :=

√︁
1 + 𝑐𝑄𝑐 . (2.1b)

Proof. For a fixed 𝑐 > 0, recast the potential 𝑓𝐵 (Ψ) (see (1.3)) using the parameterization: Ψ :=
(𝑆 cos 𝜃, 𝑆 sin 𝜃, 𝑅 cos 𝜑, 𝑅 sin 𝜑), to obtain

𝑓𝐵 (𝑆, 𝑅, 𝜃, 𝜑) :=
1
4
(𝑆2 − 1)2 + 1

4
(𝑅2 − 1)2 − 𝑐

2
𝑆𝑅2 cos(𝜃 − 2𝜑).

For any bulk energy minimizer, let Ψmin := (Qmin, Mmin) with Qmin := (𝑄𝑐 cos 𝜃𝑐 ,𝑄𝑐 sin 𝜃𝑐) and Mmin :=
(𝑀𝑐 cos 𝜑𝑐 ,𝑀𝑐 sin 𝜑𝑐), and the minimality condition 𝜕 𝑓𝐵

𝜕Ψ
(Ψmin) = 0, reduces to:

𝜕 𝑓𝐵

𝜕𝑆
(Ψmin) = 𝑄𝑐 (𝑄2

𝑐 − 1) − 𝑐

2
𝑀2
𝑐 cos(𝜃𝑐 − 2𝜑𝑐) = 0,

𝜕 𝑓𝐵

𝜕𝑅
(Ψmin) = 𝑀𝑐 (𝑀2

𝑐 − 1) − 𝑐𝑄𝑐𝑀𝑐 cos(𝜃𝑐 − 2𝜑𝑐) = 0,

𝜕 𝑓𝐵

𝜕𝜃
(Ψmin) = 𝑐

2
𝑄𝑐𝑀

2
𝑐 sin(𝜃𝑐 − 2𝜑𝑐) = 0,

𝜕 𝑓𝐵

𝜕𝜑
(Ψmin) = −𝑐𝑄𝑐𝑀2

𝑐 sin(𝜃𝑐 − 2𝜑𝑐) = 0.

Since 𝑄𝑐 ,𝑀𝑐 ≥ 0, the conditions on the second line above require that 𝜃𝑐 = 2𝜑𝑐 + 𝑘𝜋, 𝑘 ∈ Z. Note that
𝑄𝑐 > 0 and 𝑀𝑐 > 0 for the bulk energy minimizer since one can easily check that min

Q,M∈R2
𝑓𝐵 (Q, M) < 0 for
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𝑐 > 0. If 𝜃𝑐 = 2𝜑𝑐 + (2𝑘 + 1)𝜋, 𝑘 ∈ Z, then

𝑓𝐵 (𝑄𝑐 ,𝑀𝑐 , 𝜃𝑐 , 𝜑𝑐) :=
1
4
(𝑄2

𝑐 − 1)2 + 1
4
(𝑀2

𝑐 − 1)2 + 𝑐
2
𝑄𝑐𝑀

2
𝑐 > 0,

which is not the minimum value of 𝑓𝐵 for 𝑐 > 0. Hence, the bulk energy minimizers have

𝜃𝑐 = 2𝜑𝑐 + 2𝑘𝜋, 𝑘 ∈ Z, (2.2)

which in turn, requires that 𝑄𝑐 (𝑄2
𝑐 − 1) − 𝑐

2𝑀
2
𝑐 = 0,𝑀2

𝑐 = 1 + 𝑐𝑄𝑐 , or equivalently,

𝑄3
𝑐 − (1 + 𝑐

2

2
)𝑄𝑐 −

𝑐

2
= 0 and 𝑀2

𝑐 = 1 + 𝑐𝑄𝑐 . (2.3)

By Descartes’ rule of sign, this equation has one positive and two negative roots. Therefore, 𝑓𝐵 at-
tains its minimum at Ψmin := (𝑄𝑐 cos 2𝜑,𝑄𝑐 sin 2𝜑,𝑀𝑐 cos 𝜑,𝑀𝑐 cos 𝜑), where 𝑄𝑐 is the positive root
of 𝑄3

𝑐 − (1 + 𝑐2

2 )𝑄𝑐 −
𝑐
2 = 0 and 𝑀𝑐 =

√
1 + 𝑐𝑄𝑐 . The Hessian matrix, 𝐻 𝑓𝐵, at the point Ψmin is

given by, 𝐻 𝑓𝐵 =

©«
3𝑄2

𝑐 − 1 −𝑐𝑀𝑐 0 0
−𝑐𝑀𝑐 2𝑀2

𝑐 0 0
0 0 𝑐

2𝑄𝑐𝑀
2
𝑐 −𝑐𝑄𝑐𝑀2

𝑐

0 0 −𝑐𝑄𝑐𝑀2
𝑐 2𝑐𝑄𝑐𝑀2

𝑐

ª®®®¬ =

(
𝐴 𝑂

𝑂 𝐵

)
, where 𝐴 =

(
3𝑄2

𝑐 − 1 −𝑐𝑀𝑐
−𝑐𝑀𝑐 2𝑀2

𝑐

)
,

𝐵 = 𝑐2𝑄2
𝑐𝑀

4
𝑐

( 1
2 −1
−1 2

)
, and 𝑂 is a 2 × 2 zero matrix.

Since the matrix 𝐻 𝑓𝐵 is symmetric, all the eigen values of 𝐻 𝑓𝐵 are real. The eigenvalues of 𝐵 are 0
and 5

2𝑐
2𝑄2

𝑐𝑀
4
𝑐 > 0, which implies that the matrix 𝐵 is non-negative definite. Using (2.3), one can check

that the determinant of 𝐴, det 𝐴 = 𝑀2
𝑐 (6𝑄2

𝑐 − 2 − 𝑐2) = 𝑀2
𝑐 (4 + 2𝑐2 + 3𝑐

𝑄𝑐
) > 0. Therefore, both the

eigenvalues of 𝐴 are either negative or positive, and zero is not an eigenvalue. Moreover, the trace of 𝐴,
Tr(𝐴) = 3𝑄2

𝑐 − 1 + 2𝑀2
𝑐 = 3𝑄2

𝑐 + 1 + 2𝑐𝑀𝑐 > 0, so that all the eigenvalues of 𝐴 are positive. Therefore, 𝐴
is positive definite and the Hessian matrix of 𝑓𝐵 at Ψmin is non-negative definite. This concludes the proof
that Ψmin is a global minimizer of 𝑓𝐵. For a detailed computation of 𝑄𝑐 , the positive solution of (2.3), we
refer the reader to to [10, Section 2.1]. �

Remark 2.2. For 𝑐 < 0, 𝑓𝐵 attains its minimum at Ψmin := (−𝑄𝑎 cos 2𝜑,−𝑄𝑎 sin 2𝜑,𝑀𝑎 cos 𝜑,𝑀𝑎 sin 𝜑)
with 𝑎 := −𝑐, and

𝑄3
𝑎 − (1 + 𝑎

2

2
)𝑄𝑎 −

𝑎

2
= 0,𝑀2

𝑎 = 1 + 𝑎𝑄𝑎

with 𝑄𝑎 :=
(
𝑎

4
+

√︄
𝑎2

16
− 1

27

(
1 + 𝑎

2

2

)3)1/3
+
(
𝑎

4
−

√︄
𝑎2

16
− 1

27

(
1 + 𝑎

2

2

)3)1/3
, 𝑀𝑎 :=

√︁
1 + 𝑎𝑄𝑎.

For the minimizers of 𝑓𝐵 for 𝑐 = 0, see [10, Remark 2.3]. �

Let

Amin := {Ψmin ∈ H1 (Ω) |Ψmin := (𝑄𝑐 cos 2𝜑,𝑄𝑐 sin 2𝜑,𝑀𝑐 cos 𝜑,𝑀𝑐 sin 𝜑) with 𝑄𝑐 ,𝑀𝑐 satisfying (2.1)}

and define a non-negative bulk energy 𝑓𝐵, to be

𝑓𝐵 (Q, M) := 𝑓𝐵 (Q, M) − min
Q,M∈R2

𝑓𝐵 (Q, M), (2.4)

so that 𝑓𝐵 (Q, M) ≥ 0 and 𝑓𝐵 (Q, M) = 0 if and only if (Q, M) ∈ Amin for 𝑐 > 0. In what follows, for
Q = (𝑄11,𝑄12) , M = (𝑀1,𝑀2), we study global minimizers of the modified energy functional,

Ẽ (Q, M) :=
∫
Ω

1
2
( |∇𝑄11 |2 + |∇𝑄12 |2 + |∇𝑀1 |2 + |∇𝑀2 |2) dx + 1

ℓ

∫
Ω

𝑓𝐵 (Q, M) dx (2.5)

in the admissible space A, with the added restrictions that Ω ⊂ R2 is a smooth bounded domain with
smooth boundary and g ∈ Amin with deg (g) = 0. More precisely,

g := (Q𝑏 , M𝑏) ∈ Amin (2.6)

Parameter dependent finite element analysis for ferronematics solutions
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is smooth such that Q𝑏 := (𝑄𝑐 cos 2𝜑𝑏 ,𝑄𝑐 sin 2𝜑𝑏), M𝑏 := (𝑀𝑐 cos 𝜑𝑏 ,𝑀𝑐 sin 𝜑𝑏), 𝜑𝑏 ∈ 𝐶∞ (𝜕Ω; R), and
Q𝑏 , M𝑏 have zero winding number around 𝜕Ω. Next, the limiting profiles for the global minimizers, Ψℓ as
ℓ → 0, are analysed.

Let Ψℓ be a minimizer for Ẽ from (2.5). Then Ψℓ is a weak solution of the Euler-Lagrange equation

ΔΨℓ = ℓ−1𝐷 𝑓𝐵 (Ψℓ) in Ω, and Ψℓ = g on 𝜕Ω, (2.7)

where 𝐷 𝑓𝐵 is the gradient of 𝑓𝐵 with respect to the variable Ψ := (𝑄11,𝑄12,𝑀1,𝑀2) and

𝐷 𝑓𝐵 (Ψ) :=
©«

(𝑄2
11 +𝑄

2
12 − 1)𝑄11 − 𝑐

2 (𝑀
2
1 −𝑀2

2 )
(𝑄2

11 +𝑄
2
12 − 1)𝑄12 − 𝑐𝑀1𝑀2

(𝑀2
1 +𝑀2

2 − 1)𝑀1 − 𝑐(𝑄11𝑀1 +𝑄12𝑀2)
(𝑀2

1 +𝑀2
2 − 1)𝑀2 − 𝑐(𝑄12𝑀1 −𝑄11𝑀2)

ª®®®¬ . (2.8)

Proposition 2.3 (𝐻1 convergence to harmonic maps). Let Ω ⊂ R2 be a simply-connected bounded open set
with smooth boundary. Let Ψℓ := (Qℓ , Mℓ) be a global minimizer of Ẽ from (2.5) in the admissible space
A, with g ∈ Amin defined in (2.6). Then the sequence (Qℓ , Mℓ) → (Q0, M0) converges strongly in H1 (Ω)
upto a subsequence as ℓ → 0, where Q0 := 𝑄𝑐𝑒2𝑖𝜑0 and M0 := 𝑀𝑐𝑒𝑖𝜑0 and 𝜑0 is a solution of

Δ𝜑0 = 0 on Ω, and 𝜑0 = 𝜑𝑏 on 𝜕Ω. (2.9)

Remark 2.4. The proof of Proposition 2.3 closely follows the methodology used in [1, Proposition 1]
and [28]. The primary difference is that we have two harmonic limits; Q0 corresponding to the nematic
order parameter and, M0 corresponding to the magnetization vector. The proof is given for the sake of
completeness. �

Proof of Proposition 2.3. Observe that Ψ0 := (Q0, M0) ∈ Amin ∩ A and 𝑓𝐵 (Ψ0) = 0. Since Ψℓ :=
(Qℓ , Mℓ) is a minimizer of Ẽ defined in (2.5) for a fixed ℓ and 𝑓𝐵 (Ψℓ) ≥ 0,∫

Ω

1
2
��∇Ψℓ ��2 dx ≤

∫
Ω

1
2
��∇Ψℓ ��2 dx + 1

ℓ

∫
Ω

𝑓𝐵 (Ψℓ) dx ≤
∫
Ω

1
2
|∇Ψ0 |2 dx. (2.10)

Then there exists a subsequence (Ψℓ) ⇀ Ψ1 weakly in H1 (Ω) as ℓ → 0. Therefore, Majur’s theorem
[15, Page 723] yields that trace of Ψ1 is (Q𝑏 , M𝑏). Now, Rellich–Kondrachov compactness theorem [15,
Page 286] gives the existence of a subsequence (Ψℓ) that converges strongly to Ψ1 in L2. The lower
semi-continuity of H1 norm with respect to the weak convergence yields∫

Ω

|∇Ψ1 |2 dx ≤
∫
Ω

|∇Ψ0 |2 dx. (2.11)

Moreover, since
∫
Ω
𝑓𝐵 (Ψℓ) dx ≤ ℓ

∫
Ω

1
2 |∇Ψ0 |2 dx from (2.10),

∫
Ω
𝑓𝐵 (Ψℓ) dx → 0 as ℓ → 0. Since 𝑓𝐵 ≥ 0,

on a subsequence, 𝑓𝐵 (Ψℓ) → 0 for almost all 𝑥 ∈ Ω. Therefore, Ψ1 is of the form

Ψ1 := (Q1, M1) = (𝑄𝑐 cos 2𝜑1,𝑄𝑐 sin 2𝜑1,𝑀𝑐 cos 𝜑1,𝑀𝑐 sin 𝜑1) a.e. 𝑥 ∈ Ω and 𝜑1 = 𝜑𝑏 on 𝜕Ω.

Let A𝜑 := {𝜑 ∈ 𝐻1 (Ω) | 𝜑 = 𝜑𝑏 on 𝜕Ω}. By definition,
∫
Ω

|∇𝜑0 |2 dx = min
𝜑∈A𝜑

∫
Ω

|∇𝜑|2 dx so that∫
Ω

|∇Ψ0 |2 dx =

∫
Ω

(4𝑄2
𝑐 +𝑀2

𝑐 ) |∇𝜑0 |2 dx ≤
∫
Ω

(4𝑄2
𝑐 +𝑀2

𝑐 ) |∇𝜑 |2 dx =

∫
Ω

|∇Ψ1 |2 dx. (2.12)

The inequalities (2.11) and (2.12) imply that
∫
Ω
|∇Ψ1 |2 dx =

∫
Ω
|∇Ψ0 |2 dx. This together with the lower

semi-continuity of H1 norm and (2.10) lead to the following sequence of inequalities:∫
Ω

|∇Ψ0 |2 dx ≤ lim inf
ℓ→0

∫
Ω

��∇Ψℓ ��2 dx ≤ lim sup
ℓ→0

∫
Ω

��∇Ψℓ ��2 dx ≤
∫
Ω

|∇Ψ0 |2 dx,

yielding the convergence, |||∇Ψℓ |||0 → |||∇Ψ0 |||0 as ℓ → 0. This norm convergence together with the weak
convergence (Ψℓ) ⇀ Ψ0 in H1 (Ω), establishes the strong convergence Ψℓ → Ψ0 in H1 (Ω). �

Parameter dependent finite element analysis for ferronematics solutions
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A 𝐿∞ bound for Qℓ and Mℓ follow from maximum principle arguments for the system (1.4), as has been
done in [10].

Proposition 2.5 (𝐿∞ bound). [10, Theorem 2.5] Let Ψℓ := (Qℓ , Mℓ) ∈ A be a solution of (2.7), with
g ∈ Amin defined in (2.6). Then

��Qℓ
�� ≤ 𝑄𝑐 and

��Mℓ
�� ≤ 𝑀𝑐 .

Lemma 2.6. [1, Lemma A.1] Assume 𝑢 is a scalar-valued function such that −Δ𝑢 = 𝑓 on Ω ⊂ R𝑛. Then
|∇𝑢(𝑥) |2 ≤ 𝐶 ( || 𝑓 ||𝐿∞ (Ω) ||𝑢 ||𝐿∞ (Ω) + 1

dist2 (𝑥,𝜕Ω) ||𝑢 ||
2
𝐿∞ (Ω) ) for all 𝑥 ∈ Ω, where the constant 𝐶 depends only

on the dimension 𝑛.

Proposition 2.7 (Uniform convergence in the interior). Let Ω ⊂ R2 be a simply-connected bounded open
set with smooth boundary. Let Ψℓ := (Qℓ , Mℓ) be a global minimizer of Ẽ from (2.5) in the admissible space
A, with g ∈ Amin defined in (2.6). Then

�� ��Qℓ
�� −𝑄𝑐 �� = O(1),

�� ��Mℓ
�� −𝑀𝑐 �� = O(1), and | cos(𝜃ℓ − 2𝜑ℓ) − 1|

= O(1), as ℓ → 0 on every compact subset 𝐾 ⊂ Ω.

Proof. Lemma 2.6 and Proposition 2.5 give the following upper bound for the gradient:��∇Ψℓ �� ≤ 𝐶
√
ℓ

on every compact subset 𝐾of Ω, (2.13)

for a positive constant 𝐶 independent of ℓ. Let 𝐾 be a compact set in Ω. Let 𝑥0 ∈ 𝐾 . Set 𝛼 := Qℓ (𝑥0) and
𝛽 := Mℓ (𝑥0). Using (2.13) shows that��Qℓ (𝑥) −Qℓ (𝑥0)

�� ≤ 𝐶𝜌
√
ℓ

, and
��Mℓ (𝑥) −Mℓ (𝑥0)

�� ≤ 𝐶𝜌
√
ℓ

for |𝑥 − 𝑥0 | < 𝜌 < 𝛿 := dist(𝐾 , 𝜕Ω).

Proposition 2.5, (2.13) and the inequalities above are enough to show that the bulk energy density, 𝑓𝐵 (·) is
locally Lipschitz and�� 𝑓𝐵 (Qℓ (𝑥), Mℓ (𝑥)) − 𝑓𝐵 (𝛼, 𝛽)

�� ≤ 𝐶𝜌
√
ℓ

for |𝑥 − 𝑥0 | < 𝜌 < 𝛿 := dist(𝐾 , 𝜕Ω).

That is,−𝐶𝜌√
ℓ
+ 𝑓𝐵 (𝛼, 𝛽) ≤ 𝑓𝐵 (Qℓ (𝑥), Mℓ (𝑥)). The inequality (2.10) and the strong convergence, (Ψℓ) → Ψ0

in H1 (Ω), imply that lim
ℓ→0

1
ℓ

∫
Ω

𝑓𝐵 (Ψℓ) dx → 0. Therefore,

𝜋𝜌2
(
𝑓𝐵 (𝛼, 𝛽) − 𝐶𝜌√

ℓ

)
≤
∫
𝐵 (𝑥0,𝜌)

𝑓𝐵 (Qℓ (𝑥), Mℓ (𝑥)) dx = ℓ O(1) as ℓ → 0.

For a specific choice of 𝜌 =

√
ℓ 𝑓𝐵 (𝛼,𝛽)

2𝐶 , we obtain

𝜋ℓ 𝑓 3
𝐵
(𝛼, 𝛽)

8𝐶2 = ℓ O(1) as ℓ → 0 if and only if 𝑓 3
𝐵 (𝛼, 𝛽) = O(1) as ℓ → 0.

Therefore, 𝑓𝐵 → 0 uniformly on compact subsets of Ω if and only if
��Qℓ

�� → 𝑄𝑐 and
��Mℓ

�� → 𝑀𝑐 , cos(𝜃ℓ −
2𝜑ℓ) → 1, as ℓ → 0 uniformly on compact subsets of Ω. �

The next result, adapted from [16], is a crucial ingredient for the Bochner-type inequality for the
ferronematic energy density.

Theorem 2.8. Let 𝑓𝐵 : R4 → R be the smooth function defined in (2.4) and N := 𝑓 −1
𝐵

(0). Then it holds:

(𝑖) The set N is non-empty, smooth, compact and connected submanifold of R4 without boundary.

(𝑖𝑖) There exists some positive constants 𝛿0 < 1, 𝑚0 such that, for all 𝑣 ∈ N and all unit normal vector
𝜈 ∈ R4 to N at the point 𝑣,

𝐷 𝑓𝐵 (𝑣 + 𝑡𝜈) · 𝜈 ≥ 𝑚0𝑡, if 0 ≤ 𝑡 ≤ 𝛿0. (2.14)

Parameter dependent finite element analysis for ferronematics solutions
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Proof. The proof is divided into three steps. The fact that min
Q,M∈R2

𝑓𝐵 (Q, M) = 0 and the existence of global

minimizers from Lemma 2.1 implies that N is non-empty. A diffeomorphism ℎ from S1, the unit circle in
R2, to the vacuum manifold N is defined in Step 1. Step 2 focuses on the construction of the tangent and
normal spaces of N at a point Ψmin ∈ N . The third step focuses on the derivation of the inequality (2.14).

Step 1 (Diffeomorphism ℎ : S1 → N ). From Lemma 2.1, for 𝑐 > 0, the potential 𝑓𝐵 attains minimum at
Ψmin := (𝑄𝑐 cos 2𝜑,𝑄𝑐 sin 2𝜑, 𝑀𝑐 cos 𝜑,𝑀𝑐 sin 𝜑). Therefore, N := 𝑓 −1

𝐵
(0) is computed to be

N :=
{(
𝑄𝑐 (2n ⊗ n − 𝐼)e1

𝑀𝑐n

)
such that n :=

(
cos 𝜑
sin 𝜑

)
∈ S1,𝑀𝑐 =

√︁
1 + 𝑐𝑄𝑐 , e1 :=

(
1
0

)
, 𝐼 :=

(
1 0
0 1

)}
.

The map ℎ : S1 → N defined by

ℎ(n) :=
(
𝑄𝑐 (2n ⊗ n − 𝐼)e1

𝑀𝑐n

)
=

©«
𝑄𝑐 cos 2𝜑
𝑄𝑐 sin 2𝜑
𝑀𝑐 cos 𝜑
𝑀𝑐 sin 𝜑

ª®®®¬
is a diffeomorphism. Since S1 is compact and connected subset of R2, the properties that N is compact and
connected will follow from the properties of ℎ.

Step 2 (Tangent and normal spaces of N at Ψmin ∈ N ). We compute the basis vectors of the tangent plane
of N at Ψmin ∈ N . The conventional notations for tangent spaces are used, e.g., 𝑇nS1 denote the tangent
space of S1 at n ∈ S1. The differential of ℎ at n is a linear map 𝑑ℎ(n) : 𝑇nS1 → 𝑇ℎ (n)N , where 𝑇ℎ (n)N
denote the tangent space of N at ℎ(n) ∈ N . For all tangent vectors v ∈ 𝑇nS1, 𝑑ℎ(n) is defined as

〈𝑑ℎ(n), v〉 =
(
〈𝑑 (𝑄𝑐 (2n ⊗ n − 𝐼)e1), v〉

〈𝑑 (𝑀𝑐n), v〉

)
=

(
𝑄𝑐 (2n ⊗ v + 2v ⊗ n)e1

𝑀𝑐v

)
.

For Ψmin ∈ N , there exists n ∈ S1 such that ℎ(n) = Ψmin. Upto rotating the coordinate frame, we can assume
without loss of generality that n = e2 = (0, 1). This implies 𝜑 = 𝜋

2 and consequentlyΨmin = (−𝑄𝑐 , 0, 0,𝑀𝑐).
The basis vector of the tangent plane of N at Ψmin is given by

𝑋 :=
(
𝑄𝑐 (2e2 ⊗ e1 + 2e1 ⊗ e2)e1

𝑀𝑐e1

)
=

©«
0

2𝑄𝑐
𝑀𝑐
0

ª®®®¬ .

Let 𝑃 ∈ R4 be a normal vector of N at Ψmin. Then 𝑃 satisfies

𝑃 : 𝑋 = 0 =⇒
©«
𝑝1
𝑝2
𝑝3
𝑝4

ª®®®¬ :
©«

0
2𝑄𝑐
𝑀𝑐
0

ª®®®¬ = 0 =⇒ 2𝑄𝑐 𝑝2 +𝑀𝑐 𝑝3 = 0. (2.15)

Step 3 (Proof of (2.14)). For any Ψ := (𝑄11,𝑄12,𝑀1,𝑀2), the Hessian matrix of 𝑓𝐵 at Ψ is given by

𝐷2 𝑓𝐵 (Ψ) :=
©«
3𝑄2

11 +𝑄
2
12 − 1 2𝑄11𝑄12 −𝑐𝑀1 𝑐𝑀2

2𝑄11𝑄12 𝑄2
11 + 3𝑄2

12 − 1 −𝑐𝑀2 −𝑐𝑀1
−𝑐𝑀1 −𝑐𝑀2 3𝑀2

1 +𝑀2
2 − 1 − 𝑐𝑄11 2𝑀1𝑀2 − 𝑐𝑄12

𝑐𝑀2 −𝑐𝑀1 2𝑀1𝑀2 − 𝑐𝑄12 𝑀2
1 + 3𝑀2

2 − 1 + 𝑐𝑄11

ª®®®¬ .

Here we have Ψmin := (𝑄11,𝑄12,𝑀1,𝑀2) := (−𝑄𝑐 , 0, 0,𝑀𝑐) with 𝑄11 := −𝑄𝑐 , 𝑄12 := 0, 𝑀1 := 0,
𝑀2 := 𝑀𝑐 . A Taylor series expansion of 𝑓𝐵 at Ψmin yields

𝐷 𝑓𝐵 (Ψmin + 𝑡𝑃) : 𝑃 = 𝐷 𝑓𝐵 (Ψmin) : 𝑃 + 𝑡𝐷2 𝑓𝐵 (Ψmin)𝑃 : 𝑃 + 𝑟 𝑓𝐵 : 𝑃,

Parameter dependent finite element analysis for ferronematics solutions
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where 𝑟 𝑓𝐵 is the remainder in the Taylor series expansion around Ψmin. Observe that 𝐷 𝑓𝐵 (Ψmin) = 0 as
Ψmin ∈ N . By the definition of Taylor series expansion, there exists 𝛿0 > 0 such that on 𝐵𝛿0 (Ψmin),

𝐷 𝑓𝐵 (Ψmin + 𝑡𝑃) : 𝑃 ≥ 𝑡

2
𝐷2 𝑓𝐵 (Ψmin)𝑃 : 𝑃

= 𝑡{((3𝑄2
11 − 1)𝑝2

1 + 2𝑐𝑀2𝑝1𝑝4 + (3𝑀2
2 − 1 + 𝑐𝑄11)𝑝2

4) + ((𝑄2
11 − 1)𝑝2

2 − 2𝑐𝑀2𝑝2𝑝3

+ (𝑀2
2 − 1 − 𝑐𝑄11)𝑝2

3)} =: 𝑡 (𝑇1 +𝑇2).

Next consider the term 𝑇1 and use 𝑄11 := −𝑄𝑐 , 𝑀2 := 𝑀𝑐 , and 𝑀2
𝑐 = 1 + 𝑐𝑄𝑐 , 𝑄3

𝑐 − (1 + 𝑐2

2 )𝑄𝑐 −
𝑐
2 = 0

from Lemma 2.1 for calculations. For �̄� := (𝑝1 𝑝4),

𝑇1 := (3𝑄2
11 − 1)𝑝2

1 + 2𝑐𝑀2𝑝1𝑝4 + (3𝑀2
2 − 1 + 𝑐𝑄11)𝑝2

4 = (3𝑄2
𝑐 − 1)𝑝2

1 + 2𝑐𝑀𝑐 𝑝1𝑝4 + 2𝑀2
𝑐 𝑝

2
4 = �̄�𝐴�̄�ᵀ,

where 𝐴 :=
(
3𝑄2

𝑐 − 1 𝑐𝑀𝑐
𝑐𝑀𝑐 2𝑀2

𝑐

)
. The determinant of 𝐴, det 𝐴 = 𝑀2

𝑐 (6𝑄2
𝑐 − 2 − 𝑐2) = 𝑀2

𝑐 (4 + 2𝑐2 + 3𝑐
𝑄𝑐

) > 0.

Therefore, both the eigenvalues of 𝐴 are either negative or positive, and zero is not an eigenvalue. Moreover,
the fact that trace of 𝐴, Tr(𝐴) = 3𝑄2

𝑐 − 1 + 2𝑀2
𝑐 = 3𝑄2

𝑐 + 1 + 2𝑐𝑀𝑐 > 0, yields that all the eigenvalues of 𝐴
are positive. Therefore, 𝐴 is positive definite and there exists 𝛼1 > 0 such that �̄�𝐴�̄�ᵀ ≥ 𝛼1 (𝑝2

1 + 𝑝
2
4). Now

consider the second term

𝑇2 := (𝑄2
11 − 1)𝑝2

2 − 2𝑐𝑀2𝑝2𝑝3 + (𝑀2
2 − 1 − 𝑐𝑄11)𝑝2

3 = (𝑄2
𝑐 − 1)𝑝2

2 − 2𝑐𝑀𝑐 𝑝2𝑝3 + 2𝑐𝑄𝑐 𝑝2
3.

The estimates −2𝑄𝑐 𝑝2 = 𝑀𝑐 𝑝3 from (2.15) and 𝑄3
𝑐 − (1 + 𝑐2

2 )𝑄𝑐 −
𝑐
2 = 0 are used here to obtain

𝑇2 = (𝑄2
𝑐 − 1 + 4𝑐𝑄𝑐)𝑝2

2 + 2𝑐𝑄𝑐 𝑝2
3 = ( 𝑐

2

2
+ 𝑐

2𝑄𝑐
+ 4𝑐𝑄𝑐)𝑝2

2 + 2𝑐𝑄𝑐 𝑝2
3.

Choose 𝛼2 := min(𝛼1, ( 𝑐2

2 + 𝑐
2𝑄𝑐

+ 4𝑐𝑄𝑐), 2𝑐𝑄𝑐 𝑝2
3) > 0. Let the normal vector 𝑃 at Ψmin is the unit normal

vector i.e., |𝑃 | = 1. This plus 0 < |𝑡 | < 𝛿0, and 𝑚0 =
𝛼2
2 leads to

𝐷 𝑓𝐵 (Ψmin + 𝑡𝑃) : 𝑃 ≥ 𝑡𝛼2
2

|𝑃 |2 = 𝑚0𝑡.

This completes the proof. �

Remark 2.9. Theorem 2.8 verifies the assumptions H1-H2 of [16], with regards to the ferronematic bulk
potential. The advantage of the analysis in [16] is that it does not exploit the matricial structure of the
configuration space, nor the precise shape of the potential and it’s zero set. Once these assumptions are
verified, one can use the asymptotic analysis in [16] to recover a Bochner-type inequality for the ferronematic
free energy density. �

Definition 2.1 (Nearest point projection onto N ). [31] For a smooth, compact submanifold N of R4, of
dimension 1 and codimension 3, there exists a number 𝜅 > 0 such that in the 𝜅-neighborhood 𝑈𝜅 (N) :=
{𝑣 ∈ R4 : dist(𝑣,N) < 𝜅} of N , the following property holds : for all 𝑣 ∈ 𝑈𝜅 (N), there exists a unique
point 𝜋(𝑣) ∈ N such that

|𝑣 − 𝜋(𝑣) | = dist(𝑣,N).

The mapping 𝑣 ∈ 𝑈𝜅 (N) → 𝜋(𝑣), called the nearest point projection onto N , is smooth.

Set 𝑢1 := 𝑄11, 𝑢2 := 𝑄12, 𝑢3 := 𝑀1, 𝑢4 := 𝑀2 and Ψ := (𝑢1, 𝑢2, 𝑢3, 𝑢4). Let 𝑒ℓ (Ψ(𝑥)) denote the energy
density 𝑒ℓ (Ψ(𝑥)) := 1

2 |∇Ψ(𝑥) |2 + ℓ−1 𝑓𝐵 (Ψ(𝑥)). Next, a Bochner-type inequality is established, in the
regions where the minimizer Ψℓ of (2.5) lies close to the vacuum manifold of bulk energy minimizers.

Theorem 2.10 (Bochner-type inequality). There exists a constant 𝐶 > 0, independent of ℓ, so that for Ψℓ , a
global minimizer of Ẽ (Ψ) from (2.5) in the admissible space A, with g ∈ Amin, such that dist(Ψℓ ,N) < 𝜅0,
it holds that

−Δ𝑒ℓ (Ψℓ) +
��∇2Ψℓ

��2 ≤ 𝐶
��∇Ψℓ ��4 . (2.16)

Parameter dependent finite element analysis for ferronematics solutions
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Proof. The proof is divided into three steps. The first step focuses on the derivation of an inequality satisfied
by Δ𝑒ℓ (Ψℓ). Next it is established that for sufficiently small values of ℓ, a global minimizer Ψℓ belongs to
the 𝜅-neighborhood𝑈𝜅 (N) of N , and hence we can use the nearest point projection 𝜋(Ψℓ) of Ψℓ onto N in
the subsequent analysis. The third step uses Theorem 2.8 to bound the distance between Ψℓ and N , leading
to the Bochner inequality.

Step 1 (Laplacian of 𝑒ℓ (Ψℓ)). Define
��∇2𝑢𝑖

��2 :=
∑2
𝑗,𝑘=1 (

𝜕2𝑢𝑖
𝜕𝑥 𝑗𝜕𝑥𝑘

)2 for 𝑖 = 1, 2, 3, 4. For Ψℓ𝑥 𝑗 := (𝑢1,𝑥 𝑗 , 𝑢2,𝑥 𝑗 ,

𝑢3,𝑥 𝑗 , 𝑢4,𝑥 𝑗 ), ΔΨℓ𝑥 𝑗 := (Δ𝑢1,𝑥 𝑗 , Δ𝑢2,𝑥 𝑗 ,Δ𝑢3,𝑥 𝑗 ,Δ𝑢4,𝑥 𝑗 ), 1
2Δ(

��∇Ψℓ ��2) =
��∇2Ψℓ

��2 + ∑2
𝑗=1 Ψ

ℓ
𝑥 𝑗

· ΔΨℓ𝑥 𝑗 . This

combined with Ψℓ𝑥 𝑗 · ΔΨ
ℓ
𝑥 𝑗

= ℓ−1 ∑4
𝑖,𝑘=1

𝜕2 𝑓𝐵
𝜕𝑢𝑘𝜕𝑢𝑖

(Ψℓ) 𝜕𝑢𝑘
𝜕𝑥 𝑗

𝜕𝑢𝑖
𝜕𝑥 𝑗

for 𝑗 = 1, 2 obtained using (2.7), yields

−1
2
Δ(

��∇Ψℓ ��2) + ��∇2Ψℓ
��2 = −ℓ−1

2∑︁
𝑗=1

4∑︁
𝑖,𝑘=1

𝜕2 𝑓𝐵
𝜕𝑢𝑘𝜕𝑢𝑖

(Ψℓ) 𝜕𝑢𝑘
𝜕𝑥 𝑗

𝜕𝑢𝑖

𝜕𝑥 𝑗
= −ℓ−1∇Ψℓ : 𝐷2 𝑓𝐵 (Ψℓ)∇Ψℓ .

Also, a use of (2.7) leads to

−ℓ−1Δ 𝑓𝐵 (Ψℓ) + ℓ−2 ��𝐷 𝑓𝐵 (Ψℓ)��2 = −ℓ−1∇Ψℓ : 𝐷2 𝑓𝐵 (Ψℓ)∇Ψℓ .

The above two displayed inequalities and 𝑒ℓ (Ψℓ) := 1
2
��∇Ψℓ ��2 + ℓ−1 𝑓𝐵 (Ψℓ) implies

−Δ𝑒ℓ (Ψℓ) +
��∇2Ψℓ

��2 + ℓ−2 ��𝐷 𝑓𝐵 (Ψℓ)��2 = −2ℓ−1∇Ψℓ : 𝐷2 𝑓𝐵 (Ψℓ)∇Ψℓ . (2.17)

Step 2 (Verify Ψℓ ∈ 𝑈𝜅 (N)). In this step, we verify that Ψℓ ∈ 𝑈𝜅 (N) i.e. dist(Ψℓ ,N) < 𝜅 for
sufficiently small value of ℓ. For Ψℓ = (𝑆ℓ cos 𝜃ℓ , 𝑆ℓ sin 𝜃ℓ , 𝑅ℓ cos 𝜑ℓ , 𝑅ℓ sin 𝜑ℓ) ∈ A, choose Ψ∗ :=
(𝑄𝑐 cos 2𝜑ℓ ,𝑄𝑐 sin 2𝜑ℓ ,𝑀𝑐 cos 𝜑ℓ ,𝑀𝑐 sin 𝜑ℓ) ∈ N . Then��Ψℓ −Ψ∗��2
= (𝑆ℓ cos 𝜃ℓ −𝑄𝑐 cos 2𝜑ℓ)2 + (𝑆ℓ sin 𝜃ℓ −𝑄𝑐 sin 2𝜑ℓ)2 + (𝑅ℓ cos 𝜑ℓ −𝑀𝑐 cos 𝜑ℓ)2 + (𝑅ℓ sin 𝜑ℓ −𝑀𝑐 sin 𝜑ℓ)2

≤ 2(𝑆ℓ −𝑄𝑐)2 + 2(𝑄𝑐 cos 𝜃ℓ −𝑄𝑐 cos 2𝜑ℓ)2 + 2(𝑄𝑐 sin 𝜃ℓ −𝑄𝑐 sin 2𝜑ℓ)2 + (𝑅ℓ −𝑀𝑐)2

= 2((𝑆ℓ −𝑄𝑐)2 + 2𝑄2
𝑐 (1 − cos(𝜃ℓ − 2𝜙𝑙)) + (𝑅ℓ −𝑀𝑐)2).

This together with Proposition 2.7 yields that
��Ψℓ −Ψ∗�� < 𝜅0 = min(𝜅, 𝛿0), for sufficiently small value of ℓ.

For 𝜋(Ψℓ) to be the nearest point projection of Ψℓ onto N , it holds that
��Ψℓ − 𝜋(Ψℓ)�� ≤ ��Ψℓ −Ψmin

�� for any
Ψmin ∈ N . This implies that dist(Ψℓ ,N) =

��Ψℓ − 𝜋(Ψℓ)�� ≤ ��Ψℓ −Ψ∗�� < 𝜅0. Since N is compact and 𝑓𝐵 is
smooth, the local Lipschitz continuity of 𝐷2 𝑓𝐵 in (2.17) leads to

−2ℓ−1∇Ψℓ : 𝐷2 𝑓𝐵 (Ψℓ)∇Ψℓ ≤ −2ℓ−1∇Ψℓ : 𝐷2 𝑓𝐵 (𝜋(Ψℓ))∇Ψℓ + 2ℓ−1 ��𝐷2 𝑓𝐵 (Ψℓ) − 𝐷2 𝑓𝐵 (𝜋(Ψℓ))
�� ��∇Ψℓ ��2

≤ −2ℓ−1∇Ψℓ : 𝐷2 𝑓𝐵 (𝜋(Ψℓ))∇Ψℓ + 2𝐶𝐿ℓ−1 dist(Ψℓ ,N)
��∇Ψℓ ��2 ,

where 𝜋(Ψℓ) is the nearest point projection of Ψℓ onto N .

Step 3 (Bound of dist(Ψℓ ,N)). Since 𝜋(Ψℓ) ∈ N , i.e. a minimizer of 𝑓𝐵, 𝐷2 𝑓𝐵 (𝜋(Ψℓ)) ≥ 0. This combined
with the above displayed expression, (2.17) and Young’s inequality leads to

−Δ𝑒ℓ (Ψℓ) +
��∇2Ψℓ

��2 + ℓ−2 ��𝐷 𝑓𝐵 (Ψℓ)��2 ≤ 4𝐶2
𝐿𝛿1ℓ

−2 dist2 (Ψℓ ,N) + 1
𝛿1

��∇Ψℓ ��4 , (2.18)

where 𝛿1 > 0 is small and will be chosen later.

For the nearest point projection 𝑣 := 𝜋(Ψℓ) ∈ N of Ψℓ , the unit normal vector 𝜈 := Ψℓ−𝜋 (Ψℓ )
|Ψℓ−𝜋 (Ψℓ ) | ∈ R4 to N

at the point 𝜋(Ψℓ), and 𝑡 :=
��Ψℓ − 𝜋(Ψℓ)�� = dist(Ψℓ ,N) < 𝜅0, (2.14) implies

𝑚0 dist(Ψℓ ,N) ≤ 𝐷 𝑓𝐵 (𝑣 + 𝑡𝜈) · 𝜈 = 𝐷 𝑓𝐵 (Ψℓ) · 𝜈 =⇒ 𝑚2
0 dist2 (Ψℓ ,N) ≤

��𝐷 𝑓𝐵 (Ψℓ) · 𝜈��2 ≤
��𝐷 𝑓𝐵 (Ψℓ)��2 .

Use this in (2.18) and absorb the term in the left hand side for sufficiently small choice of 𝛿1, to obtain

−Δ𝑒ℓ (Ψℓ) +
��∇2Ψℓ

��2 + 1
2𝑙2

��𝐷 𝑓𝐵 (Ψℓ)��2 ≤ 1
𝛿1

��∇Ψℓ ��4 .

This concludes the proof. �

Parameter dependent finite element analysis for ferronematics solutions
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The next theorem uses the Bochner-type inequality in (2.16), to bound the term
∫
Ω

��∇2Ψℓ (𝑥)
��2 dx locally,

independently of ℓ. The proof uses the technique applied in [1].

Theorem 2.11 (H2
loc (Ω) bound for (Ψℓ) independent of ℓ). Let Ω ⊂ R2 be a simply-connected bounded

open set with smooth boundary. Let Ψℓ := (Qℓ , Mℓ) be a global minimizer of Ẽ from (2.5) in the admissible
space A, with g ∈ Amin defined in (2.6). Then the sequence (Ψℓ) is bounded in H2

loc (Ω), as ℓ → 0.

Proof. Since (Ψℓ) → Ψ0 strongly in H1 (Ω), given a 𝛿 > 0 small, choose 𝑅 sufficiently small so that∫
𝐵 (𝑥0,𝑅)

��∇Ψℓ ��2 dx < 𝛿 for all 𝑥0 ∈ Ω and for all ℓ. (2.19)

Fix a point 𝑥0 ∈ Ω, set 𝑑 = dist(𝑥0, 𝜕Ω). Let 𝜉 be a smooth function with support in 𝐵(𝑥0, 𝑟) with
𝑟 = min( 𝑑2 , 𝑅) such that 𝜉 = 1 on 𝐵(𝑥0, 𝑟2 ). Multiply (2.16) by 𝜉2 and apply integration by parts to obtain∫

Ω

𝜉2 ��∇2Ψℓ
��2 dx ≤

∫
Ω

(Δ𝜉2)𝑒ℓ (Ψℓ) dx +𝐶
∫
Ω

𝜉2 ��∇Ψℓ ��4 dx. (2.20)

For 𝜑 := 𝜉
��∇Ψℓ ��2 , ∇𝜑 = ∇𝜉

��∇Ψℓ ��2 + 𝜉∇(��∇Ψℓ ��2). A use of
���∇ ��∇Ψℓ ��2��� ≤ 𝑐

��∇Ψℓ �� ��∇2Ψℓ
�� and 𝑊1,1 (Ω) ⊂

𝐿2 (Ω) i.e., (
∫
Ω
𝜑2 dx) 1

2 ≤ 𝐶
∫
Ω
( |∇𝜑 | + |𝜑|) dx for all 𝜑 ∈ 𝑊1,1 (Ω), and (2.10) yields∫

Ω

𝜉2 ��∇Ψℓ ��4 dx ≤ 𝐶
(
1 +

( ∫
Ω

𝜉
��∇Ψℓ �� ��∇2Ψℓ

�� dx
)2) ≤ 𝐶 (

1 + 𝛿
∫
Ω

��∇2Ψℓ
��2 dx

)
, (2.21)

where the Cauchy-Schwarz inequality and (2.19) is applied in the last step. The definition of 𝑒ℓ (Ψℓ), (2.10)
and the smoothness of 𝜉 imply that

∫
Ω
(Δ𝜉2)𝑒ℓ (Ψℓ) dx ≤ 𝐶

∫
Ω
|∇Ψ0 |2 dx ≤ 𝐶. Apply this and (2.21) to

(2.20), and then absorb
∫
Ω
𝜉2

��∇2Ψℓ
��2 dx term into the left hand side for a sufficiently small choice of 𝛿 > 0,

leading to the expected bound
∫
Ω
𝜉2

��∇2Ψℓ
��2 dx ≤ 𝐶. This concludes the proof. �

The next proposition discusses the convergence of the minimizers, Ψℓ , near the boundary.

Proposition 2.12. Let Ω ⊂ R2 be a simply-connected bounded open set with smooth boundary. Let
Ψℓ := (Qℓ , Mℓ) be a global minimizer of (2.5) in the admissible space A, with g ∈ Amin defined in (2.6).
Then (i)

��∇Ψℓ �� ≤ 𝐶√
ℓ

on Ω, where 𝐶 depends on g and Ω; (ii)
�� ��Qℓ

�� −𝑄𝑐 �� = O(1),
�� ��Mℓ

�� −𝑀𝑐 �� = O(1), and

| cos(𝜃ℓ − 2𝜑ℓ) − 1| = O(1), as ℓ → 0 uniformly on Ω̄; (iii)
∫
𝜕Ω

��� 𝜕Ψℓ

𝜕𝜈

���2 ds ≤ 𝐶, where 𝐶 depends on g and
Ω; (iv) (Ψℓ) remains bounded in H2 (Ω).

Remark 2.13. The proof of (𝑖), (𝑖𝑖) and (𝑖𝑖𝑖) follow analogous to [1, Theorem 1 (part B) and Proposition
3]. Compared to [1], we have four variables 𝑢1, 𝑢2, 𝑢3 and 𝑢4 in the energy functional. For 𝑥0 ∈ 𝜕Ω, the
H2-bound of the minimizers Ψℓ in 𝐵(𝑥0, 𝑑) ∩Ω, for some positive 𝑑, are proved in (𝑖𝑣). The analysis is split
into two cases. First we assume that the boundary 𝜕Ω is flat near 𝑥0 and apply the methods in [1]. When
𝜕Ω is not flat near 𝑥0, the concept of ’straighten the boundary’ [15], which requires the smoothness of the
boundary, is applied. In the second case, we choose the change of coordinates (𝑥1, 𝑥2) → (𝑥1, 𝑥2 + ℎ(𝑥1)),
where the graph of ℎ locally represents 𝜕Ω. In the new coordinates, the function Ψℓ becomes Ψ̃ℓ defined in
𝑈 := {(𝑥1, 𝑥2) | 𝑥2 > 0} ∩ 𝐵(0, 𝑑) and (2.7) becomes

𝐿Ψ̃ℓ = ℓ−1 𝜕 𝑓𝐵 (Ψ̃ℓ)
𝜕Ψ̃

on𝑈, and Ψ̃ℓ = g̃ on [𝑥2 = 0] ∩ 𝜕𝑈, (2.22)

where 𝐿 =
∑2
𝑖, 𝑗=1

𝜕
𝜕𝑥 𝑗

(𝑎𝑖 𝑗 𝜕𝜕𝑥𝑖 ), 𝑎11 = 1, 𝑎12 = ℎ′, 𝑎21 = ℎ′ and 𝑎22 = (1 + (ℎ′)2). Then, a Bochner type
inequality for the modified PDE (2.22) is derived analogously to Theorem 2.10. The H2-bounds for the
additional/new terms in this inequality are established similarly to case I. A brief proof is given below. �

Proof of Proposition 2.12(𝑖𝑣). Case I: When 𝜕Ω is flat near 𝑥0, i.e. Ω ∩ 𝐵(𝑥0, 𝑑) = {(𝑥1, 𝑥2) |𝑥2 >

0} ∩ 𝐵(𝑥0, 𝑑), for some positive 𝑑.

Parameter dependent finite element analysis for ferronematics solutions
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Let 𝜉 be a smooth function with support in 𝐵(𝑥0, 𝑟), 𝑟 = min(𝑑, 𝑅) such that 𝜉 = 1 on 𝐵(𝑥0, 𝑟2 ). Multiply
(2.16) by 𝜉2 and apply integration by parts to obtain∫

Ω

𝜉2 ��∇2Ψℓ
��2 dx ≤

∫
Ω

(Δ𝜉2)𝑒ℓ (Ψℓ) dx +
∫
[𝑥2=0]

𝜉2 𝜕𝑒ℓ
𝜕𝑥2

(Ψℓ) ds −
∫
[𝑥2=0]

𝜕𝜉2

𝜕𝑥2
𝑒ℓ (Ψℓ) ds

+𝐶
∫
Ω

𝜉2 ��∇Ψℓ ��4 dx =: 𝑇1 +𝑇2 +𝑇3 +𝑇4. (2.23)

A use of
∫
Ω
𝑒ℓ (Ψℓ) dx ≤ 1

2

∫
Ω
|∇Ψ0 |2 dx from (2.10) and the smoothness of 𝜉 leads to the following bound

for 𝑇1 :=
∫
Ω
(Δ𝜉2)𝑒ℓ (Ψℓ) dx ≤

∫
Ω
𝑒ℓ (Ψℓ) dx ≤ 𝐶. Recall that 𝑓𝐵 (Ψℓ) = 0 and 𝜕 𝑓𝐵

𝜕𝑢𝑖
(Ψℓ) = 0 on 𝜕Ω as

Ψℓ = g ∈ Amin on 𝜕Ω. The smoothness of 𝜉, definition of 𝑒ℓ , and (𝑖𝑖𝑖) leads to

𝑇3 :=
∫
[𝑥2=0]

𝜕𝜉2

𝜕𝑥2
𝑒ℓ (Ψℓ) ds ≤ 𝐶

∫
[𝑥2=0]

��∇Ψℓ ��2 ds = 𝐶
( ∫

[𝑥2=0]

����𝜕Ψℓ𝜕𝜈

����2 ds +
∫
[𝑥2=0]

����𝜕g
𝜕𝜏

����2 ds
)
≤ 𝐶.

Since 𝜕 𝑓𝐵
𝜕𝑥2

(Ψℓ) = ∑4
𝑖=1

𝜕 𝑓𝐵
𝜕𝑢𝑖

(Ψℓ) 𝜕𝑢𝑖
𝜕𝑥2

= 0 on 𝜕Ω, 𝜕𝑒ℓ
𝜕𝑥2

(Ψℓ) = 1
2
𝜕|∇Ψℓ |2
𝜕𝑥2

on 𝜕Ω. A use of (2.7) leads to

Δ𝑢𝑖 = ℓ
−1 𝜕 𝑓𝐵
𝜕𝑢𝑖

(Ψℓ) = 0 on 𝜕Ω =⇒ 𝜕2𝑢𝑖

𝜕2𝑥2
= − 𝜕

2𝑢𝑖

𝜕2𝑥1
on 𝜕Ω, for all 𝑖 = 1, 2, 3, 4.

The Dirichlet boundary condition g := (𝑔1, 𝑔2, 𝑔3, 𝑔4), combined with the above identity yields that

𝑇2 : =
∫
[𝑥2=0]

𝜉2 𝜕𝑒ℓ
𝜕𝑥2

(Ψℓ) ds =
1
2

∫
[𝑥2=0]

𝜉2 𝜕
��∇Ψℓ ��2
𝜕𝑥2

ds =
4∑︁
𝑖=1

∫
[𝑥2=0]

𝜉2
(
𝜕𝑔𝑖

𝜕𝑥1

𝜕2𝑢𝑖
𝜕𝑥2𝜕𝑥1

− 𝜕𝑢𝑖

𝜕𝑥2

𝜕2𝑔𝑖

𝜕𝑥2
1

)
ds.

(2.24)

Use integration by parts for the first term on the right hand side of (2.24). Then Holder’s inequality with
(iii) and smoothness of 𝜉 leads to the bound 𝑇2 ≤ 𝐶. The bound for 𝑇4 is already established in Theorem
2.11. Now combining the bounds for 𝑇1,𝑇2,𝑇3 and 𝑇4 concludes the proof for Case I.

Case II: When 𝜕Ω is not flat near 𝑥0 = 0.

We use the similar notation Ψℓ instead of Ψ̃ℓ . A use of (2.22), algebraic calculations and the inequality
𝐿
( 1

2
��∇Ψℓ ��2 ) ≥ ∑2

𝑘=1
𝜕Ψℓ

𝜕𝑥𝑘
· 𝐿

(
𝜕Ψℓ

𝜕𝑥𝑘

)
+ 𝛼3

��∇2Ψℓ
��2 implies that

𝐿
(1
2
��∇Ψℓ ��2 ) ≥ −𝐶

( ��∇2Ψℓ
�� ��∇Ψℓ �� + ��∇Ψℓ ��2 ) + 𝛼3

��∇2Ψ
��2 + ℓ−1∇Ψℓ : 𝐷2 𝑓𝐵 (Ψℓ)∇Ψℓ ,

where 𝛼3 > 0 the ellipticity constant. A use of (2.22) leads to

−𝐿 ( 𝑓𝐵 (Ψℓ)) = −ℓ−1
4∑︁
𝑖=1

(
𝜕 𝑓𝐵

𝜕𝑢𝑖
(Ψℓ)

)2
−

4∑︁
𝑗,𝑘=1

𝜕2 𝑓𝐵
𝜕𝑢 𝑗𝜕𝑢𝑘

(
𝜕𝑢 𝑗

𝜕𝑥1

𝜕𝑢𝑘

𝜕𝑥1
+ 2ℎ′

𝜕𝑢 𝑗

𝜕𝑥1

𝜕𝑢𝑘

𝜕𝑥2
+ (1 + (ℎ′)2)

𝜕𝑢 𝑗

𝜕𝑥2

𝜕𝑢𝑘

𝜕𝑥2

)
.

The two inequalities above yield that

−𝐿 (𝑒ℓ (Ψℓ)) + 𝛼3
��𝐷2Ψℓ

��2 + 4∑︁
𝑖=1

ℓ−2
(
𝜕 𝑓𝐵

𝜕𝑢𝑖
(Ψℓ)

)2
≤ 𝐶

��∇Ψℓ �� ( ��∇2Ψℓ
�� + ��∇Ψℓ �� )

− ℓ−1
4∑︁

𝑗,𝑘=1

𝜕2 𝑓𝐵
𝜕𝑢 𝑗𝜕𝑢𝑘

(
2
𝜕𝑢 𝑗

𝜕𝑥1

𝜕𝑢𝑘

𝜕𝑥1
+ 2ℎ′

𝜕𝑢 𝑗

𝜕𝑥1

𝜕𝑢𝑘

𝜕𝑥2
+ (2 + (ℎ′)2)

𝜕𝑢 𝑗

𝜕𝑥2

𝜕𝑢𝑘

𝜕𝑥2

)
. (2.25)

Follow the steps of Theorem (2.10) for the second term on the right hand side of (2.25), and utilize∑4
𝑖=1 ℓ

−2 ( 𝜕 𝑓𝐵
𝜕𝑢𝑖

(Ψℓ)
)2 ≥ 0 to obtain

−𝐿 (𝑒ℓ (Ψℓ)) + 𝛼3
��∇2Ψℓ

��2 ≤ 1
𝛿2

��∇Ψℓ ��4 + 1
𝛿2

��∇Ψℓ ��2

Parameter dependent finite element analysis for ferronematics solutions



3 FINITE ELEMENT ANALYSIS 13

for some sufficiently small 𝛿2 > 0. Let 𝜉 be a smooth function with support in 𝐵(𝑥0, 𝑟) with 𝑟 = min(𝑑, 𝑅)
such that 𝜉 = 1 on 𝐵(𝑥0, 𝑟2 ). Multiply the above displayed inequality by 𝜉2, apply integration and (2.10) to
obtain

𝛼3

∫
𝑈

𝜉2 ��∇2Ψℓ
��2 dx ≤

∫
𝑈

𝜉2𝐿 (𝑒ℓ (Ψℓ)) dx + 1
𝛿2

∫
𝑈

𝜉2 ��∇Ψℓ ��4 dx +𝐶.

The second term on the right hand side of above displayed inequality can be bounded similarly to Theorem
2.11. A use of integration by parts leads to∫

𝑈

𝜉2𝐿 (𝑒ℓ (Ψℓ)) dx =

∫
𝑈

𝑒ℓ (Ψℓ)𝐿 (𝜉2) dx +
∫
[𝑥2=0]

(
2𝑎12

𝜕𝜉2

𝜕𝑥1
+ 𝜉2 𝜕𝑎12

𝜕𝑥1
+ 𝑎22

𝜕𝜉2

𝜕𝑥2

)
𝑒ℓ (Ψℓ) ds

−
∫
[𝑥2=0]

𝑎22𝜉
2 𝜕𝑒ℓ (Ψℓ)

𝜕𝑥2
ds =: 𝑇5 +𝑇6 +𝑇7.

The functions 𝑎𝑖 𝑗 for 𝑖, 𝑗 = 1, 2, and 𝜉 are smooth and bounded. This together with (2.10) (resp. 𝑓𝐵 (Ψℓ) = 0
on 𝜕Ω and (𝑖𝑖𝑖)) leads to the bound for 𝑇5 (resp. 𝑇6). The fact that 𝜕 𝑓𝐵 (g̃)

𝜕𝑥2
= 0 as g̃ ∈ Amin, applied to (2.22)

yields 𝐿Ψℓ = ℓ−1 𝜕 𝑓𝐵
𝜕Ψ

= 0 on 𝜕Ω. Use this to replace the 𝜕2Ψℓ

𝜕𝑥2
2

term in 𝑇7 = − 1
2

∫
[𝑥2=0] 𝑎22𝜉

2 𝜕|∇Ψℓ |2
𝜕𝑥2

ds. The
bound for 𝑇7 is obtained using similar ideas as for 𝑇2, and employs several integration by parts, (𝑖𝑖𝑖) and
smoothness of 𝜉, 𝑎22. This completes the proof. �

3 Finite element analysis
This section is devoted to the finite element approximation of the solution of (2.7) and convergence analysis
in bounded, convex domain with polygonal boundary. We assume the boundary condition g ∈ H 3

2 (𝜕Ω)
for the analysis in this section. Section 3.1 presents the weak and finite element formulations of the non-
linear system (1.4). The local existence, uniqueness of the discrete solutions and error analysis with ℎ − ℓ
dependency are main results of this section, and are stated in Section 3.2. Some auxiliary results required
for the convergence analysis are presented in Section 3.3. This is followed by the proofs of the main results
in Section 3.4.

Lemma 3.1 (Regularity result). Let Ω be a convex, bounded domain in R2 with polygonal boundary. Then
for g ∈ H 3

2 (𝜕Ω), any solution Ψℓ of (2.7), i.e., ΔΨℓ = ℓ−1𝐷 𝑓𝐵 (Ψℓ) in Ω, and Ψℓ = g on 𝜕Ω, belongs to
H2 (Ω).

Proof. The Sobolev embedding result 𝐻1 (Ω) ↩→ 𝐿 𝑝 (Ω) for all 𝑝 ≥ 1, and the Hölder’s inequality yields
that 𝐷 𝑓𝐵 (Ψℓ) defined in (2.8) belongs to L2 (Ω). The elliptic regularity result [18] with a bootstrapping
argument [15] implies that Ψℓ ∈ H2 (Ω). �

The finite element analysis of this section holds for any regular solution [22] Ψℓ of the Euler-Lagrange PDEs
(see the weak formulation in (3.2)) with the uniform bound

|||Ψℓ |||2 < 𝐶, (3.1)

where the constant 𝐶 > 0 is independent of ℓ. In particular, we established this property in Proposition
2.12(𝑖𝑣) for the global minimizers Ψℓ of Ẽ in the admissible space A.

3.1 Weak and finite element formulations
The weak formulation of the non-linear system in (2.7) seeks Ψℓ := (𝑢1, 𝑢2, 𝑢3, 𝑢4) ∈ A such that for all
Φ := (𝜑1, 𝜑2, 𝜑3, 𝜑4) ∈ V,

𝑁 (Ψℓ ;Φ) := 𝐴(Ψℓ ,Φ) + 𝐵1 (Ψℓ ,Φ) + 𝐵2 (Ψℓ ,Ψℓ ,Φ) + 𝐵3 (Ψℓ ,Ψℓ ,Ψℓ ,Φ) = 0, (3.2)

Parameter dependent finite element analysis for ferronematics solutions



3 FINITE ELEMENT ANALYSIS 14

where for Ξ := (𝜉1, 𝜉2, 𝜉3, 𝜉4), 𝜼 := (𝜂1, 𝜂2, 𝜂3, 𝜂4), and Θ := (𝜃1, 𝜃2, 𝜃3, 𝜃4) ∈ X,

𝐴(Θ,Φ) :=
4∑︁
𝑖=1

∫
Ω

∇𝜃𝑖 · ∇𝜑𝑖 dx, 𝐵1 (Θ,Φ) := −ℓ−1
4∑︁
𝑖=1

∫
Ω

𝜃𝑖𝜑𝑖 dx,

𝐵2 (𝜼,Θ,Φ) :=
𝑐ℓ−1

2

( ∫
Ω

(𝜂4𝜃4 − 𝜂3𝜃3)𝜑1 dx −
∫
Ω

(𝜂3𝜃4 + 𝜂4𝜃3)𝜑2 dx −
∫
Ω

(𝜂1𝜃3 + 𝜂3𝜃1)𝜑3 dx

−
∫
Ω

(𝜂2𝜃4 + 𝜂4𝜃2)𝜑3 dx −
∫
Ω

(𝜂2𝜃3 + 𝜂3𝜃2)𝜑4 dx +
∫
Ω

(𝜂1𝜃4 + 𝜂4𝜃1)𝜑4 dx
)
,

for 𝜉𝑖 𝑗 = (𝜉𝑖 , 𝜉 𝑗 ), 𝜂𝑖 𝑗 = (𝜂𝑖 , 𝜂 𝑗 ), 𝜃𝑖 𝑗 = (𝜃𝑖 , 𝜃 𝑗 ), �̄�𝑖 𝑗 = (𝜑𝑖 , 𝜑 𝑗 ) ∈ (𝐻1 (Ω))2 with (𝑖, 𝑗) = (1, 2) or (3, 4),

𝐵3 (Ξ, 𝜼,Θ,Φ) :=
1
3ℓ

∫
Ω

(
(𝜉12 · 𝜂12) (𝜃12 · �̄�12) + (𝜉12 · 𝜃12) (𝜂12 · �̄�12) + (𝜂12 · 𝜃12) (𝜉12 · �̄�12)

)
dx

+ 1
3ℓ

∫
Ω

(
(𝜉34 · 𝜂34) (𝜃34 · �̄�34) + (𝜉34 · 𝜃34) (𝜂34 · �̄�34) + (𝜂34 · 𝜃34) (𝜉34 · �̄�34)

)
dx.

Note that the trilinear form 𝐵2 (·, ·, ·) and the quadrilinear form 𝐵3 (·, ·, ·, ·) are symmetric in any two variables.
The superscript ℓ is suppressed in Ψℓ from now on for brevity of notations. With the notations

𝑎(𝜃, 𝜑) :=
∫
Ω

∇𝜃 · ∇𝜑 dx, 𝑏1 (𝜃, 𝜑) := −ℓ−1
∫
Ω

𝜃𝜑 dx, 𝑏2 (𝜂, 𝜃, 𝜑) := 𝑐ℓ−1
∫
Ω

𝜂𝜃𝜑 dx,

and 𝑏3 (𝜉, 𝜂, 𝜃, 𝜑) := ℓ−1
∫
Ω

𝜉𝜂𝜃𝜑 dx for 𝜉, 𝜂, 𝜃, 𝜑 ∈ 𝑋 ,

the terms in (3.2) can be expressed as

𝐴(Ψ,Φ) :=
4∑︁
𝑖=1

𝑎(𝑢𝑖 , 𝜑𝑖), 𝐵1 (Ψ,Φ) :=
4∑︁
𝑖=1

𝑏1 (𝑢𝑖 , 𝜑𝑖),

𝐵2 (Ψ,Ψ,Φ) := −1
2
𝑏2 (𝑢3, 𝑢3, 𝜑1) +

1
2
𝑏2 (𝑢4, 𝑢4, 𝜑1) − 𝑏2 (𝑢3, 𝑢4, 𝜑2) − 𝑏2 (𝑢1, 𝑢3, 𝜑3)

− 𝑏2 (𝑢2, 𝑢4, 𝜑3) − 𝑏2 (𝑢2, 𝑢3, 𝜑4) + 𝑏2 (𝑢1, 𝑢4, 𝜑4).

The scalar product expansions of the terms in 𝐵3 (·, ·, ·, ·), for example,

ℓ−1
∫
Ω

(𝜉12 · 𝜂12) (𝜃12 · �̄�12) = 𝑏3 (𝜉1, 𝜂1, 𝜃1, 𝜑1) + 𝑏3 (𝜉2, 𝜂2, 𝜃1, 𝜑1) + 𝑏3 (𝜉1, 𝜂1, 𝜃2, 𝜑2) + 𝑏3 (𝜉2, 𝜂2, 𝜃2, 𝜑2),

leads to

𝐵3 (Ψ,Ψ,Ψ,Φ) := 𝑏3 (𝑢1, 𝑢1, 𝑢1, 𝜑1) + 𝑏3 (𝑢2, 𝑢2, 𝑢1, 𝜑1) + 𝑏3 (𝑢1, 𝑢1, 𝑢2, 𝜑2) + 𝑏3 (𝑢2, 𝑢2, 𝑢2, 𝜑2)
+ 𝑏3 (𝑢3, 𝑢3, 𝑢3, 𝜑3) + 𝑏3 (𝑢4, 𝑢4, 𝑢3, 𝜑3) + 𝑏3 (𝑢3, 𝑢3, 𝑢4, 𝜑4) + 𝑏3 (𝑢4, 𝑢4, 𝑢4, 𝜑4).

Remark 3.2. The linear terms of the system (3.2) are denoted by 𝐴(·, ·) and 𝐵1 (·, ·), and the terms with
quadratic non-linearity (resp. cubic non-linearity) are denoted by 𝐵2 (·, ·, ·) (resp. 𝐵3 (·, ·, ·, ·)). The
representation of the forms 𝐴, 𝐵𝑖 , 𝑖 = 1, 2, 3 in terms of 𝑎, 𝑏𝑖 , 𝑖 = 1, 2, 3 are noteworthy and eases the
understanding of the properties (e.g. coercivity, boundedness) over the complicated vectorized formulations
and the analysis. �

Let T be a shape regular triangulation [8] of a convex polygonal domain Ω ⊂ R2 into triangles. The mesh
discretization parameter is ℎ = max𝑇 ∈T ℎ𝑇 , where ℎ𝑇 = 𝑑𝑖𝑎𝑚(𝑇). Let 𝑃1 (𝑇) denote polynomials of degree
at most one on 𝑇 . Define the finite element subspace of X by Xℎ := (𝑋ℎ)4 with

𝑋ℎ := {𝑣 ∈ 𝐶0 (Ω) | 𝑣 |𝑇 ∈ 𝑃1 (𝑇) for all 𝑇 ∈ T }

equipped with the 𝐻1 norm. The space Xℎ is equipped with the product norm |||Φℎ |||1 :=
∑4
𝑗=1 ||𝜑 𝑗 ||1 for all

Φℎ = (𝜑1, 𝜑2, 𝜑3, 𝜑4) ∈ Xℎ . Define Vℎ := (𝑉ℎ)4 with

𝑉ℎ := {𝑣 ∈ 𝐶0 (Ω) | 𝑣 |𝑇 ∈ 𝑃1 (𝑇) for all 𝑇 ∈ T and 𝑣 |𝜕Ω = 0} ⊂ 𝐻1
0 (Ω).

Parameter dependent finite element analysis for ferronematics solutions
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The discrete non-linear problem corresponding to (3.2) seeks Ψℎ := (𝑢1,ℎ , 𝑢2,ℎ , 𝑢3,ℎ , 𝑢4,ℎ) ∈ Xℎ such that
Ψℎ = gℎ on 𝜕Ω and for all Φℎ ∈ Vℎ ,

𝑁 (Ψℎ;Φℎ) := 𝐴(Ψℎ ,Φℎ) + 𝐵1 (Ψℎ ,Φℎ) + 𝐵2 (Ψℎ ,Ψℎ ,Φℎ) + 𝐵3 (Ψℎ ,Ψℎ ,Ψℎ ,Φℎ) = 0, (3.3)

where gℎ := Iℎg be the Lagrange 𝑃1 interpolation of g along 𝜕Ω.

3.2 Main results
The main results of this section are presented now. This includes the energy norm error estimate, a best
approximation result in Xℎ , and the L2 norm error estimate. The proofs are provided in Section 3.4 and
the hidden constants in ” . ” are detailed there. The conforming finite element analysis for ferronematics
and the imperative ℎ − ℓ dependency are not investigated earlier as far as we are aware. The methodology
explored here is non-identical to the analysis of Landau-de Gennes model for nematic liquid crystals in
[11, 33], the non-linearity is different for ferronematics, and lifting technique is utilized to deal with the
non-homogeneous boundary condition.

Theorem 3.3 (Energy norm error estimate). Let Ψ be a regular solution of (3.2) such that (3.1) holds. For
a given fixed ℓ > 0, a sufficiently small discretization parameter chosen as ℎ = 𝑂 (ℓ1+𝜍 ) with 𝜍 > 0, there
exists a unique solution Ψℎ to the discrete problem (3.3) that approximates Ψ such that

|||Ψ −Ψℎ |||1 . ℎ.

Theorem 3.4 (Best approximation result). Let Ψ be a regular solution of the non-linear system (3.2) such
that (3.1) holds. For a given fixed ℓ > 0, a sufficiently small discretization parameter chosen as ℎ = 𝑂 (ℓ1+𝜍 )
with 𝜍 > 0, the unique discrete solution Ψℎ of (3.3) that approximates Ψ satisfies the best-approximation
property

|||Ψ −Ψℎ |||1 . (1 + ℓ−1)
(

min
Ψ∗

ℎ
∈Xℎ

|||Ψ −Ψ∗
ℎ |||1 + |||g − gℎ ||| 1

2 ,𝜕Ω
)
,

where gℎ denotes the Lagrange 𝑃1 interpolation of g.

Theorem 3.5 (L2 norm error estimate). Let Ψ be a regular solution of the non-linear system (3.2) such that
(3.1) holds. For a given fixed ℓ > 0 and a sufficiently small discretization parameter chosen as ℎ = 𝑂 (ℓ1+𝜍 )
for 𝜍 > 0, the unique discrete solution Ψℎ that approximates Ψ satisfies

|||Ψ −Ψℎ |||0 . (1 + ℓ−1)
(
ℎ2 (1 + ℓ−1) + |||g − gℎ |||− 1

2 ,𝜕Ω
)
,

where gℎ denotes the Lagrange 𝑃1 interpolation of g.

Remark 3.6. Since, the data approximation term |||g − gℎ |||− 1
2 ,𝜕Ω . |||g − gℎ |||0,𝜕Ω . ℎ

3
2 for g ∈ H 3

2 (𝜕Ω), the
L2 norm error estimate in Theorem 3.5 does not exhibit the optimal order convergence rate. In Section 3.5, we
provide an analysis which leads to optimal order of convergence in L2 norm using Nitsche’s method [32]. In
case of higher regularity, g ∈ H2 (𝜕Ω), we obtain the improved data approximation error |||g − gℎ |||0,𝜕Ω . ℎ

2,
which leads to the optimal convergence rate in L2 norm for conforming FEM.

3.3 Auxiliary results
This section presents some results that are useful for the analysis and establishes the discrete inf-sup
condition for a perturbed bilinear form. The next lemma states the boundedness and coercivity results
frequently employed in the analysis. The proofs are skipped and are a consequence of Holder’s inequality,
and the Sobolev embedding results𝐻1 (Ω) ↩→ 𝐿3 (Ω),𝐻1 (Ω) ↩→ 𝐿4 (Ω) and𝐻2 (Ω) ↩→ 𝐿∞ (Ω) forΩ ⊂ R2.

Lemma 3.7 (Boundedness and coercivity). [33, 27]
(𝑖) For 𝜃, 𝜑 ∈ 𝑋 , and 𝜉 ∈ 𝑉 , there exists a constant 𝛼0 > 0 such that

𝑎(𝜃, 𝜑) ≤ ||𝜃 ||1 ||𝜑 ||1, 𝑏1 (𝜃, 𝜑) ≤ ℓ−1 ||𝜃 ||0 ||𝜑 ||0, and 𝛼0 ||𝜉 ||21 ≤ 𝑎(𝜉, 𝜉).
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For all Θ, Φ ∈ X, and Ξ ∈ V, it holds that

𝐴(Θ,Φ) ≤ |||Θ|||1 |||Φ|||1, 𝐵1 (Θ,Φ) ≤ ℓ−1 |||Θ|||0 |||Φ|||0, and 𝛼0 |||Ξ|||21 ≤ 𝐴(Ξ,Ξ).

(𝑖𝑖) For 𝜂, 𝜃, 𝜑 ∈ 𝑋 , it holds that 𝑏2 (𝜂, 𝜃, 𝜑) . ℓ−1 |𝑐 | ||𝜂 ||1 ||𝜃 ||1 ||𝜑||1. For 𝜂 ∈ 𝐿∞ (Ω) (resp. 𝜂 ∈ 𝐻2 (Ω)), 𝜃,
𝜑 ∈ 𝑋 ,

𝑏2 (𝜂, 𝜃, 𝜑) . ℓ−1 |𝑐 | ||𝜂 ||∞ ||𝜃 ||0 ||𝜑 ||0 (resp. 𝑏2 (𝜂, 𝜃, 𝜑) . ℓ−1 |𝑐 | ||𝜂 ||2 ||𝜃 ||0 ||𝜑 ||0).

For 𝜼,Θ, Φ ∈ X, it holds that 𝐵2 (𝜼,Θ,Φ) . ℓ−1 |𝑐 | |||𝜼 |||1 |||Θ|||1 |||Φ|||1. For 𝜼 ∈ L∞ (Ω) (resp. 𝜼 ∈ H2 (Ω)),
Θ, Φ ∈ X,

𝐵2 (𝜼,Θ,Φ) . ℓ−1 |𝑐 | |||𝜼 |||∞ |||Θ|||0 |||Φ|||0 (resp. 𝐵2 (𝜼,Θ,Φ) . ℓ−1 |𝑐 | |||𝜼 |||2 |||Θ|||0 |||Φ|||0).

(𝑖𝑖𝑖) For 𝜉, 𝜂, 𝜃, 𝜑 ∈ 𝑋 , it holds that 𝑏3 (𝜉, 𝜂, 𝜃, 𝜑) . ℓ−1 ||𝜉 ||1 ||𝜂 ||1 ||𝜃 ||1 ||𝜑||1. For 𝜉, 𝜂 ∈ 𝐿∞ (Ω) (resp.
𝜉, 𝜂 ∈ 𝐻2 (Ω)), 𝜃, 𝜑 ∈ 𝑋 ,

𝑏3 (𝜉, 𝜂, 𝜃, 𝜑) . ℓ−1 ||𝜉 ||∞ ||𝜂 ||∞ ||𝜃 ||0 ||𝜑||0 (resp. 𝑏3 (𝜉, 𝜂, 𝜃, 𝜑) . ℓ−1 ||𝜉 ||2 ||𝜂 ||2 ||𝜃 ||0 ||𝜑 ||0).

For Ξ, 𝜼,Θ,Φ ∈ X, it holds that 𝐵3 (Ξ, 𝜼,Θ,Φ) . ℓ−1 |||Ξ|||1 |||𝜼 |||1 |||Θ|||1 |||Φ|||1. For Ξ, 𝜼 ∈ L∞(Ω) (resp.
Ξ, 𝜼 ∈ H2 (Ω)), Θ, Φ ∈ X,

𝐵3 (Ξ, 𝜼,Θ,Φ) . ℓ−1 |||Ξ|||∞ |||𝜼 |||∞ |||Θ|||0 |||Φ|||0 (resp. 𝐵3 (Ξ, 𝜼,Θ,Φ) . ℓ−1 |||Ξ|||2 |||𝜼 |||2 |||Θ|||0 |||Φ|||0),

where ” . ” absorbs the constants in Sobolev embedding results.

Lemma 3.8 (Interpolation estimate). [8, 14] For 𝑣 ∈ 𝐻2 (Ω), there exists Iℎ𝑣 ∈ 𝑋ℎ such that

||𝑣 − Iℎ𝑣 ||0 + ℎ||𝑣 − Iℎ𝑣 ||1 ≤ 𝐶𝐼 ℎ2 |𝑣 |𝐻 2 (Ω) , and ||𝑣 − Iℎ𝑣 ||𝐿∞ (Ω) ≤ 𝐶𝐼 ℎ |𝑣 |𝐻 2 (Ω) ,

where 𝐶𝐼 is a positive constant independent of ℎ.

Lemma 3.9 (Properties of bilinear, trilinear, and quadrilinear forms). The following bounds hold.
(𝑖) For 𝜼 ∈ H2 (Ω) and for all Φℎ ∈ Xℎ ,

𝐴(𝜼 − Iℎ𝜼,Φℎ) . ℎ|||𝜼 |||2 |||Φℎ |||1, and 𝐵1 (𝜼 − Iℎ𝜼,Φℎ) . ℓ−1ℎ2 |||𝜼 |||2 |||Φℎ |||1.

(𝑖𝑖) For 𝝃, 𝜼 ∈ H2 (Ω) and for all Θℎ ,Φℎ ∈ Xℎ ,

𝐵2 (𝜼 − Iℎ𝜼,Θℎ ,Φℎ) . ℓ−1ℎ |𝑐 | |||𝜼 |||2 |||Θℎ |||1 |||Φℎ |||1,

𝐵2 (𝝃, 𝜼,Φℎ) − 𝐵2 (Iℎ𝝃, Iℎ𝜼,Φℎ) . ℓ−1ℎ2 |𝑐 | |||𝝃 |||2 |||𝜼 |||2 |||Φℎ |||1.

(𝑖𝑖𝑖) For 𝝃, 𝜼 ∈ H2 (Ω) and for all Θℎ ,Φℎ ∈ Xℎ ,

𝐵3 (𝝃, 𝜼,Θℎ ,Φℎ) − 𝐵3 (Iℎ𝝃, Iℎ𝜼,Θℎ ,Φℎ) . ℓ−1ℎ|||𝝃 |||2 |||𝜼 |||2 |||Θℎ |||1 |||Φℎ |||1,

𝐵3 (𝝃, 𝜼, 𝜼,Φℎ) − 𝐵3 (Iℎ𝝃, Iℎ𝜼, Iℎ𝜼,Φℎ) . ℓ−1ℎ2 |||𝝃 |||2 |||𝜼 |||22 |||Φℎ |||1.

For 𝜼 ∈ H1 (Ω) and for all Θℎ ,Φℎ ∈ Xℎ ,

2𝐵3 (𝜼, 𝜼, 𝜼,Φℎ) − 3𝐵3 (𝜼, 𝜼,Θℎ ,Φℎ) + 𝐵3 (Θℎ ,Θℎ ,Θℎ ,Φℎ)
. ℓ−1 |||Θℎ − 𝜼 |||21 ( |||Θℎ − 𝜼 |||1 + |||𝜼 |||1) |||Φℎ |||1.

For 𝜼 ∈ H1 (Ω) and for all Θ1,Θ2,Φℎ ∈ Xℎ ,

3𝐵3 (𝜼, 𝜼,Θ1,Φℎ) − 𝐵3 (Θ1,Θ1,Θ1,Φℎ) − 3𝐵3 (𝜼, 𝜼,Θ2,Φℎ) + 𝐵3 (Θ2,Θ2,Θ2,Φℎ)
. |||Θ2 −Θ1 |||1

(
|||Θ1 − 𝜼 |||21 + |||Θ2 − 𝜼 |||21 + (|||Θ1 − 𝜼 |||1 + |||Θ2 − 𝜼 |||1) |||𝜼 |||1

)
|||Φℎ |||1,

where "." depends on 𝐶𝐼 , measure of the domain, and the constants in Sobolev embedding results.
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Proof. (𝑖) Lemmas 3.7(𝑖) and 3.8 yield

𝐴(𝜼 − Iℎ𝜼,Φℎ) ≤ |||𝜼 − Iℎ𝜼 |||1 |||Φℎ |||1 . ℎ|||𝜼 |||2 |||Φℎ |||1.

𝐵1 (𝜼 − Iℎ𝜼,Φℎ) ≤ ℓ−1 |||𝜼 − Iℎ𝜼 |||0 |||Φℎ |||0 . ℓ−1ℎ2 |||𝜼 |||2 |||Φℎ |||1.

(𝑖𝑖) Lemmas 3.7(𝑖𝑖) and 3.8 imply

𝐵2 (𝜼 − Iℎ𝜼,Θℎ ,Φℎ) ≤ ℓ−1 |𝑐 | |||𝜼 − Iℎ𝜼 |||1 |||Θℎ |||1 |||Φℎ |||1 . ℓ−1ℎ |𝑐 | |||𝜼 |||2 |||Θℎ |||1 |||Φℎ |||1.

Lemma 3.8 and the Sobolev embedding result H2 (Ω) ↩→ L∞ (Ω) lead to |||Iℎ𝝃 |||∞ ≤ |||Iℎ𝝃 − 𝝃 |||∞ + |||𝝃 |||∞ .
|||𝝃 |||2. This plus the linearity of 𝐵2 (·, ·, ·) in first and second variables, Lemma 3.7(𝑖𝑖) and Lemma 3.8 show

𝐵2 (𝝃, 𝜼,Φℎ) − 𝐵2 (Iℎ𝝃, Iℎ𝜼,Φℎ) = 𝐵2 (𝝃 − Iℎ𝝃, 𝜼,Φℎ) + 𝐵2 (Iℎ𝝃, 𝜼 − Iℎ𝜼,Φℎ)
. ℓ−1 |𝑐 | ( |||𝝃 − Iℎ𝝃 |||0 |||𝜼 |||2 + |||Iℎ𝝃 |||∞ |||𝜼 − Iℎ𝜼 |||0) |||Φℎ |||0 . ℓ−1ℎ2 |𝑐 | |||𝝃 |||2 |||𝜼 |||2 |||Φℎ |||1.

(𝑖𝑖𝑖) Proof of 1st inequality. The linearity of 𝐵3 (·, ·, ·, ·) in first two variables, Lemma 3.7(𝑖𝑖𝑖), and Lemma
3.8 with |||Iℎ𝜼 |||1 . |||𝜼 |||2 lead to

𝐵3 (𝝃, 𝜼,Θℎ ,Φℎ) − 𝐵3 (Iℎ𝝃, Iℎ𝜼,Θℎ ,Φℎ) = 𝐵3 (𝝃, 𝜼 − Iℎ𝜼,Θℎ ,Φℎ) + 𝐵3 (𝝃 − Iℎ𝝃, Iℎ𝜼,Θℎ ,Φℎ)
. ℓ−1 ( |||𝝃 |||1 |||𝜼 − Iℎ𝜼 |||1 + |||𝝃 − Iℎ𝝃 |||1 |||Iℎ𝜼 |||1) |||Θℎ |||1 |||Φℎ |||1 . ℓ−1ℎ |||𝝃 |||2 |||𝜼 |||2 |||Θℎ |||1 |||Φℎ |||1.

Proof of 2nd inequality. We utilize the linearity of 𝐵3 (·, ·, ·, ·) in first three variables, Lemma 3.7(𝑖𝑖𝑖),
Lemma 3.8 with |||Iℎ𝝃 |||∞ . |||𝝃 |||2, |||Iℎ𝜼 |||∞ . |||𝜼 |||2, and H2 (Ω) ↩→ L∞ (Ω) to prove the second inequality
in (𝑖𝑖𝑖).

𝐵3 (𝝃, 𝜼, 𝜼,Φℎ) − 𝐵3 (Iℎ𝝃, Iℎ𝜼, Iℎ𝜼,Φℎ)
= 𝐵3 (𝝃 − Iℎ𝝃, 𝜼, 𝜼,Φℎ) + 𝐵3 (Iℎ𝝃, 𝜼 − Iℎ𝜼, 𝜼,Φℎ) + 𝐵3 (Iℎ𝝃, Iℎ𝜼, 𝜼 − Iℎ𝜼,Φℎ)
. ℓ−1 ( |||𝝃 − Iℎ𝝃 |||0 |||𝜼 |||22 + |||Iℎ𝝃 |||∞ |||𝜼 − Iℎ𝜼 |||0 |||𝜼 |||∞ + |||Iℎ𝝃 |||∞ |||Iℎ𝜼 |||∞ |||𝜼 − Iℎ𝜼 |||0) |||Φℎ |||0
. ℓ−1ℎ2 |||𝝃 |||2 |||𝜼 |||22 |||Φℎ |||1.

Proof of 3rd inequality. The linearity (resp. symmetry) of 𝐵3 (·, ·, ·, ·) in first three (resp. first and third, or
second and third) variables and re-grouping of terms shows

2𝐵3 (𝜼, 𝜼, 𝜼,Φℎ) − 3𝐵3 (𝜼, 𝜼,Θℎ ,Φℎ) + 𝐵3 (Θℎ ,Θℎ ,Θℎ ,Φℎ)
= −2𝐵3 (𝜼, 𝜼,Θℎ − 𝜼,Φℎ) + 𝐵3 (𝜼,Θℎ − 𝜼,Θℎ ,Φℎ) + 𝐵3 (Θℎ − 𝜼,Θℎ ,Θℎ ,Φℎ)
= (𝐵3 (Θℎ − 𝜼,Θℎ ,Θℎ ,Φℎ) − 𝐵3 (Θℎ − 𝜼, 𝜼, 𝜼,Φℎ)) + 𝐵3 (𝜼,Θℎ − 𝜼,Θℎ − 𝜼,Φℎ).

This plus the identity

𝐵3 (·,Θℎ ,Θℎ ,Φℎ) − 𝐵3 (·, 𝜼, 𝜼,Φℎ) = 𝐵3 (·,Θℎ − 𝜼,Θℎ − 𝜼,Φℎ) + 2𝐵3 (·,Θℎ − 𝜼, 𝜼,Φℎ),

for the first term in the above displayed equation, and Lemma 3.7(𝑖𝑖𝑖) allow

2𝐵3 (𝜼, 𝜼, 𝜼,Φℎ) − 3𝐵3 (𝜼, 𝜼,Θℎ ,Φℎ) + 𝐵3 (Θℎ ,Θℎ ,Θℎ ,Φℎ)
= 𝐵3 (Θℎ − 𝜼,Θℎ − 𝜼,Θℎ − 𝜼,Φℎ) + 3𝐵3 (Θℎ − 𝜼,Θℎ − 𝜼, 𝜼,Φℎ) (3.4)

. ℓ−1 |||Θℎ − 𝜼 |||21 ( |||Θℎ − 𝜼 |||1 + |||𝜼 |||1) |||Φℎ |||1.

Proof of 4th inequality. Add and subtract the term 2𝐵3 (𝜼, 𝜼, 𝜼,Φℎ), and then re-arrange the terms following
the re-grouping of (3.4) to obtain

3𝐵3 (𝜼, 𝜼,Θ1,Φℎ) − 𝐵3 (Θ1,Θ1,Θ1,Φℎ) − 3𝐵3 (𝜼, 𝜼,Θ2,Φℎ) + 𝐵3 (Θ2,Θ2,Θ2,Φℎ)
= (2𝐵3 (𝜼, 𝜼, 𝜼,Φℎ) − 3𝐵3 (𝜼, 𝜼,Θ2,Φℎ) + 𝐵3 (Θ2,Θ2,Θ2,Φℎ))
− (2𝐵3 (𝜼, 𝜼, 𝜼,Φℎ) − 3𝐵3 (𝜼, 𝜼,Θ1,Φℎ) + 𝐵3 (Θ1,Θ1,Θ1,Φℎ))

= (𝐵3 (Θ2 − 𝜼,Θ2 − 𝜼,Θ2 − 𝜼,Φℎ) − 𝐵3 (Θ1 − 𝜼,Θ1 − 𝜼,Θ1 − 𝜼,Φℎ))
+ (3𝐵3 (Θ2 − 𝜼,Θ2 − 𝜼, 𝜼,Φℎ) − 3𝐵3 (Θ1 − 𝜼,Θ1 − 𝜼, 𝜼,Φℎ)). (3.5)

Parameter dependent finite element analysis for ferronematics solutions
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Re-arrange the first term of (3.5) as

𝐵3 (Θ2 − 𝜼,Θ2 − 𝜼,Θ2 − 𝜼,Φℎ) − 𝐵3 (Θ1 − 𝜼,Θ1 − 𝜼,Θ1 − 𝜼,Φℎ)
= 𝐵3 (Θ2 − 𝜼,Θ2 − 𝜼,Θ2 −Θ1,Φℎ) + (𝐵3 (Θ2 − 𝜼,Θ2 − 𝜼,Θ1 − 𝜼,Φℎ) − 𝐵3 (Θ1 − 𝜼,Θ1 − 𝜼,Θ1 − 𝜼,Φℎ)).

(3.6)

Next we apply the identity

𝐵3 (Θ2 − 𝜼,Θ2 − 𝜼, ·,Φℎ) − 𝐵3 (Θ1 − 𝜼,Θ1 − 𝜼, ·,Φℎ) = 𝐵3 (Θ2 −Θ1, (Θ1 +Θ2) − 2𝜼, ·,Φℎ)

to the second terms of (3.5) and (3.6), and Lemma 3.7(𝑖𝑖𝑖) to obtain

3𝐵3 (𝜼, 𝜼,Θ1,Φℎ) − 𝐵3 (Θ1,Θ1,Θ1,Φℎ) − 3𝐵3 (𝜼, 𝜼,Θ2,Φℎ) + 𝐵3 (Θ2,Θ2,Θ2,Φℎ)
= 𝐵3 (Θ2 − 𝜼,Θ2 − 𝜼,Θ2 −Θ1,Φℎ) + 𝐵3 (Θ2 −Θ1, (Θ1 +Θ2) − 2𝜼,Θ1 − 𝜼,Φℎ)
+ 3𝐵3 (Θ2 −Θ1, (Θ1 +Θ2) − 2𝜼, 𝜼,Φℎ)
. |||Θ2 −Θ1 |||1 ( |||Θ1 − 𝜼 |||21 + |||Θ2 − 𝜼 |||21 + (|||Θ1 − 𝜼 |||1 + |||Θ2 − 𝜼 |||1) |||𝜼 |||1) |||Φℎ |||1,

where the triangle inequality ||| (Θ1 +Θ2) − 2𝜼 |||1 ≤ |||Θ1 − 𝜼 |||1 + |||Θ2 − 𝜼 |||1 is applied for the last step. This
completes the proof. �

Modified weak formulation. The nonlinear system (3.2) is equipped with non-homogeneous boundary
conditions. The analysis in this paper is based on reformulation of (3.2) using lifting technique [14] that
reduces the problem to a system of nonlinear PDEs with homogeneous boundary conditions.

For g ∈ H 3
2 (𝜕Ω), trace theorem [25, Page 41] shows the existence of a Ψg ∈ H2 (Ω) such that Ψg = g on

𝜕Ω and

|||Ψg |||2 . |||g||| 3
2 ,𝜕Ω. (3.7)

Set Ψ̃ := Ψ−Ψg ∈ V. A substitution of Ψ = Ψ̃ +Ψg in (3.2) leads to a new non-linear system given by: find
Ψ̃ ∈ V such that for all Φ ∈ V,

𝑁 (Ψ̃;Φ) := 𝑁 (Ψ̃;Φ) + 2𝐵2 (Ψg, Ψ̃,Φ) + 3𝐵3 (Ψg, Ψ̃, Ψ̃,Φ) + 3𝐵3 (Ψg,Ψg, Ψ̃,Φ) + 𝑁 (Ψg;Φ) = 0. (3.8)

The regular solutions Ψ of (3.2) such that (3.1) holds are approximated. The solution Ψ is regular [22]
implies that the Fréchet derivative 𝐷𝑁 (Ψ) ∈ L(V; V∗) of 𝑁 (·) at Ψ is an isomorphism. That is, the inf-sup
condition [13] holds for the Fréchet derivative at Ψ,

0 < 𝛽 := inf
Θ∈V

|||Θ |||1=1

sup
Φ∈V

|||Φ |||1=1

〈𝐷𝑁 (Ψ)Θ,Φ〉, (3.9)

where 〈𝐷𝑁 (Ψ)Θ,Φ〉 := 𝐴(Θ,Φ) + 𝐵1 (Θ,Φ) + 2𝐵2 (Ψ,Θ,Φ) + 3𝐵3 (Ψ,Ψ,Θ,Φ). Note that

〈𝐷𝑁 (Ψ̃)Θ,Φ〉 := 〈𝐷𝑁 (Ψ̃)Θ,Φ〉 + 2𝐵2 (Ψg,Θ,Φ) + 3𝐵3 (Ψg,Ψg,Θ,Φ) + 6𝐵3 (Ψg, Ψ̃,Θ,Φ). (3.10)

Algebraic manipulations with Ψ̃ := Ψ −Ψg leads to 〈𝐷𝑁 (Ψ)Θ,Φ〉 = 〈𝐷𝑁 (Ψ̃)Θ,Φ〉 and hence the inf-sup
condition

0 < 𝛽 = inf
Θ∈V

|||Θ |||1=1

sup
Φ∈V

|||Φ |||1=1

〈𝐷𝑁 (Ψ̃)Θ,Φ〉 (3.11)

holds. Let gℎ := Iℎg be the Lagrange 𝑃1 interpolation of g along 𝜕Ω. For Ψ̃ℎ := Ψℎ − IℎΨg ∈ Vℎ , (3.3)
yields that Ψ̃ℎ solves

𝑁 (Ψ̃ℎ;Φℎ) :=𝑁 (Ψ̃ℎ;Φℎ) + 2𝐵2 (IℎΨg, Ψ̃ℎ ,Φℎ) + 3𝐵3 (IℎΨg, Ψ̃ℎ , Ψ̃ℎ ,Φℎ) + 3𝐵3 (IℎΨg, IℎΨg, Ψ̃ℎ ,Φℎ)
+ 𝑁 (IℎΨg;Φℎ) = 0 for all Φℎ ∈ Vℎ . (3.12)

We first prove that Ψ̃ℎ approximates the solution Ψ̃ of (3.8) and this leads to the existence of the discrete
solution Ψℎ that approximates Ψ. The next lemma is crucial for the analysis.
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Lemma 3.10 (Wellposedness of a linear system). For a given Θℎ ∈ Xℎ with |||Θℎ |||1 = 1, and

𝐵𝐿 (Θℎ ,Φ) : = 𝐵1 (Θℎ ,Φ) + 2𝐵2 (Ψ̃,Θℎ ,Φ) + 2𝐵2 (Ψg,Θℎ ,Φ) + 3𝐵3 (Ψ̃, Ψ̃,Θℎ ,Φ) + 3𝐵3 (Ψg,Ψg,Θℎ ,Φ)
+ 6𝐵3 (Ψg, Ψ̃,Θℎ ,Φ),

there exists 𝜻 ∈ H2 (Ω) ∩V that solves the linear system

𝐴(𝜻 ,Φ) = 𝐵𝐿 (Θℎ ,Φ) for all Φ ∈ V, (3.13)

with |||𝜻 |||2 . ℓ−1 (1 + |||Ψ̃|||2 + |||Ψ̃|||22 + |||g||| 3
2 ,𝜕Ω + |||g|||23

2 ,𝜕Ω). (3.14)

Here ′ .′ absorbs |𝑐 |, the constants from elliptic regularity and Sobolev embedding results.

Proof. For Ψ̃,Ψg ∈ H2 (Ω) and Θℎ ∈ Xℎ , Lemma 3.7(𝑖)-(𝑖𝑖𝑖) yields that 𝐵3 (Ψ̃, Ψ̃,Θℎ , ·), 𝐵3 (Ψg,Ψg,Θℎ , ·),
𝐵3 (Ψg, Ψ̃,Θℎ , ·), 𝐵2 (Ψ̃,Θℎ , ·), 𝐵2 (Ψg,Θℎ , ·), 𝐵1 (Θℎ , ·) ∈ L2. This and an elliptic regularity result [18]
implies that there exists a unique solution 𝜻 ∈ V∩H2 (Ω) of (3.13) and a constant 𝐶reg > 0 such that

|||𝜻 |||2 ≤ 𝐶reg |||𝐵𝐿 (Θℎ , ·) |||L2 . ℓ−1 (1 + |||Ψ̃|||2 + |||Ψ̃|||22 + |||g||| 3
2 ,𝜕Ω + |||g|||23

2 ,𝜕Ω).

This completes the proof. �

Now, for Θℎ ,Φℎ ∈ Vℎ , the discrete inf-sup conditions are established for the bilinear form 〈𝐷𝑁 (Ψ̃)Θℎ ,Φℎ〉
from (3.10), and the perturbed form

〈𝐷𝑁 (IℎΨ̃)Θℎ ,Φℎ〉 =〈𝐷𝑁 (IℎΨ̃)Θℎ ,Φℎ〉 + 2𝐵2 (IℎΨg,Θℎ ,Φℎ) + 3𝐵3 (IℎΨg, IℎΨg,Θℎ ,Φℎ)
+ 6𝐵3 (IℎΨg, IℎΨ̃,Θℎ ,Φℎ), (3.15)

where 〈𝐷𝑁 (IℎΨ̃)Θℎ ,Φℎ〉 = 𝐴(Θℎ ,Φℎ) + 𝐵1 (Θℎ ,Φℎ) + 2𝐵2 (IℎΨ̃,Θℎ ,Φℎ) + 3𝐵3 (IℎΨ̃, IℎΨ̃,Θℎ ,Φℎ).

Theorem 3.11 (Discrete inf-sup conditions). Let Ψ be a regular solution of (3.2) such that (3.1) holds and
Ψ̃ solves the non-linear system (3.8). For a given fixed ℓ > 0, a sufficiently small discretization parameter
chosen such that ℎ = 𝑂 (ℓ), the discrete inf-sup conditions stated below hold:

(𝑖) 0 <
𝛽

2
≤ inf

Θℎ ∈Vℎ

|||Θℎ |||1=1

sup
Φℎ ∈Vℎ

|||Φℎ |||1=1

〈𝐷𝑁 (Ψ̃)Θℎ ,Φℎ〉, (𝑖𝑖) 0 <
𝛽

4
≤ inf

Θℎ ∈Vℎ

|||Θℎ |||1=1

sup
Φℎ ∈Vℎ

|||Φℎ |||1=1

〈𝐷𝑁 (IℎΨ̃)Θℎ ,Φℎ〉.

Proof of (𝑖). For Θℎ ∈ Vℎ ⊂ V with |||Θℎ |||1 = 1, the continuous inf-sup condition in (3.11) yields that there
exists Φ ∈ V with |||Φ|||1 = 1 such that

𝛽 |||Θℎ |||1 ≤ 〈𝐷𝑁 (Ψ̃)Θℎ ,Φ〉 = 𝐴(Θℎ ,Φ) + 𝐵𝐿 (Θℎ ,Φ).

The linear problem in (3.13), Lemma 3.7(𝑖) and a triangle inequality show

𝛽 = 𝛽 |||Θℎ |||1 ≤ 𝐴(Θℎ + 𝜻 ,Φ) ≤ |||Θℎ + 𝜻 |||1 ≤ |||Θℎ + Iℎ𝜻 |||1 + |||Iℎ𝜻 − 𝜻 |||1. (3.16)

The coercivity of 𝐴(·, ·) stated in Lemma 3.7(𝑖) yields that for Θℎ + Iℎ𝜻 ∈ Vℎ ⊂ V, there exists Φℎ ∈ Vℎ
with |||Φℎ |||1 = 1 such that 𝛼0 |||Θℎ + Iℎ𝜻 |||1 ≤ 𝐴(Θℎ + Iℎ𝜻 ,Φℎ). The definition of 〈𝐷𝑁 (Ψ̃)·, ·〉 in (3.10),
(3.13) and Lemma 3.9(𝑖) imply

|||Θℎ + Iℎ𝜻 |||1 . 〈𝐷𝑁 (Ψ̃)Θℎ ,Φℎ〉 + 𝐴(Iℎ𝜻 − 𝜻 ,Φℎ) . 〈𝐷𝑁 (Ψ̃)Θℎ ,Φℎ〉 + ℎ|||𝜻 |||2.

This combined with (3.16), Lemma 3.8 and (3.14) leads to

𝛽 ≤ 𝐶1 (〈𝐷𝑁 (Ψ̃)Θℎ ,Φℎ〉 + ℓ−1ℎ),

where the positive constant 𝐶1 depends on |𝑐 |, |||Ψ̃|||2, |||g||| 3
2 ,𝜕Ω, 𝐶reg,𝐶𝐼 ,𝛼0 and the constants in Sobolev

embedding results. For a sufficiently small choice of the discretization parameter ℎ < ℎ0 := 𝛽ℓ

2𝐶1
, the

assertion holds. �
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Proof of (𝑖𝑖). The definition of 〈𝐷𝑁 (Ψ̃)Θℎ ,Φℎ〉 (resp. 〈𝐷𝑁 (IℎΨ̃)Θℎ ,Φℎ〉) in (3.11) (resp. (3.15)) and a
re-arrangement of terms allows

〈𝐷𝑁 (IℎΨ̃)Θℎ ,Φℎ〉 = 〈𝐷𝑁 (Ψ̃)Θℎ ,Φℎ〉 − 2
(
𝐵2 (Ψg − IℎΨg,Θℎ ,Φℎ) + 𝐵2 (Ψ̃ − IℎΨ̃,Θℎ ,Φℎ)

)
− 3

(
𝐵3 (Ψ̃, Ψ̃,Θℎ ,Φℎ) − 𝐵3 (IℎΨ̃, IℎΨ̃,Θℎ ,Φℎ)

)
− 3

(
𝐵3 (Ψg,Ψg,Θℎ ,Φℎ) − 𝐵3 (IℎΨg, IℎΨg,Θℎ ,Φℎ)

)
− 6

(
𝐵3 (Ψg, Ψ̃,Θℎ ,Φℎ) − 𝐵3 (IℎΨg, IℎΨ̃,Θℎ ,Φℎ)

)
= 〈𝐷𝑁 (Ψ̃)Θℎ ,Φℎ〉 −

4∑︁
𝑖=1
𝑇𝑖 . (3.17)

Lemma 3.9(𝑖𝑖) with 𝜼 := Ψg (resp. 𝜼 := Ψ̃) for the first term (resp. second term) in 𝑇1, and (3.7) implies

1
2
𝑇1 := 𝐵2 (Ψg − IℎΨg,Θℎ ,Φℎ) + 𝐵2 (Ψ̃ − IℎΨ̃,Θℎ ,Φℎ) . ℓ−1ℎ|||Θℎ |||1 |||Φℎ |||1.

The term 𝑇2 (resp. 𝑇3) is estimated using Lemma 3.9(𝑖𝑖𝑖) for 𝝃 := 𝜼 := Ψ̃ (resp. 𝝃 := 𝜼 := Ψg) and (3.7)
below.

1
3
𝑇2 := 𝐵3 (Ψ̃, Ψ̃,Θℎ ,Φℎ) − 𝐵3 (IℎΨ̃, IℎΨ̃,Θℎ ,Φℎ) . ℓ−1ℎ|||Θℎ |||1 |||Φℎ |||1.

(resp.
1
3
𝑇3 := 𝐵3 (Ψg,Ψg,Θℎ ,Φℎ) − 𝐵3 (IℎΨg, IℎΨg,Θℎ ,Φℎ) . ℓ−1ℎ |||Θℎ |||1 |||Φℎ |||1.)

Apply Lemma 3.9(𝑖𝑖𝑖) with 𝝃 := Ψg, 𝜼 := Ψ̃ and utilize (3.7) to obtain

1
6
𝑇4 := 𝐵3 (Ψg, Ψ̃,Θℎ ,Φℎ) − 𝐵3 (IℎΨg, IℎΨ̃,Θℎ ,Φℎ) . ℓ−1ℎ|||Θℎ |||1 |||Φℎ |||1.

The above displayed estimates for 𝑇1, · · · ,𝑇4 substituted in (3.17) and the discrete inf-sup condition in (𝑖)
leads to

sup
Φℎ ∈Vℎ

|||Φℎ |||1=1

〈𝐷𝑁 (IℎΨ̃)Θℎ ,Φℎ〉 ≥ sup
Φℎ ∈Vℎ

|||Φℎ |||1=1

〈𝐷𝑁 (Ψ̃)Θℎ ,Φℎ〉 −𝐶2ℓ
−1ℎ|||Θℎ |||1 ≥

( 𝛽
2
−𝐶2ℓ

−1ℎ
)
|||Θℎ |||1,

where the positive constant𝐶2 depends on |𝑐 |, |||Ψ̃|||2, |||g||| 3
2 ,𝜕Ω,𝐶𝐼 , and the constants in Sobolev embedding

results. For a sufficiently small choice of the discretization parameter ℎ < ℎ2 := min(ℎ0, ℎ1) with ℎ1 <
𝛽ℓ

4𝐶2
,

the proof follows. �

Remark 3.12 (A discrete inf-sup condition). The discrete inf-sup condition established in Theorem 3.11(𝑖)
is equivalent to

0 <
𝛽

2
≤ inf

Θℎ ∈Vℎ

|||Θℎ |||1=1

sup
Φℎ ∈Vℎ

|||Φℎ |||1=1

〈𝐷𝑁 (Ψ)Θℎ ,Φℎ〉

and follows from the identity 〈𝐷𝑁 (Ψ̃)Θℎ ,Φℎ〉 = 〈𝐷𝑁 (Ψ)Θℎ ,Φℎ〉 for all Θℎ ,Φℎ ∈ Vℎ . �

3.4 Proof of main results
The proofs of the results stated in Section 3.2 are presented here. The next theorem establishes the existence
and uniqueness of the discrete solution that approximates the solution Ψ̃ of (3.8) and is an application of
Brouwer’s fixed point theorem. This result is required to prove Theorem 3.3.

Theorem 3.13 (Energy norm error estimate to approximate Ψ̃). Let Ψ be a regular solution of (3.2) such
that (3.1) holds and Ψ̃ solves the non-linear system (3.8). For a given fixed ℓ > 0, a sufficiently small
discretization parameter chosen as ℎ = 𝑂 (ℓ1+𝜍 ) with 𝜍 > 0, there exists a unique solution Ψ̃ℎ to the discrete
problem (3.12) that approximates Ψ̃ such that

|||Ψ̃ − Ψ̃ℎ |||1 . ℎ,

where the constant suppressed in ′ .′ is independent of ℎ and ℓ.
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Proof. The proof is divided into four steps.
Step 1 (Non-linear map). For Θℎ ∈ Vℎ , define the non-linear map 𝜇ℎ : Vℎ → Vℎ by

〈𝐷𝑁 (IℎΨ̃)𝜇ℎ (Θℎ),Φℎ〉 := 3𝐵3 (IℎΨ̃, IℎΨ̃,Θℎ ,Φℎ) + 6𝐵3 (IℎΨg, IℎΨ̃,Θℎ ,Φℎ) − 𝐵3 (Θℎ ,Θℎ ,Θℎ ,Φℎ)
− 3𝐵3 (IℎΨg,Θℎ ,Θℎ ,Φℎ) + 2𝐵2 (IℎΨ̃,Θℎ ,Φℎ) − 𝐵2 (Θℎ ,Θℎ ,Φℎ) − 𝑁 (IℎΨg;Φℎ) for all Φℎ ∈ Vℎ .

(3.18)

The map 𝜇ℎ is well-defined follows from Theorem 3.11(𝑖𝑖) and any fixed point of 𝜇ℎ is a solution of the
discrete non-linear problem (3.12).

Step 2 (Mapping of ball to ball). Define B𝑅 (IℎΨ̃) := {Φℎ ∈ Vℎ : |||IℎΨ̃ −Φℎ |||1 ≤ 𝑅}. This step establishes
that there exists a positive constant 𝑅(ℎ) such that Θℎ ∈ B𝑅 (ℎ) (IℎΨ̃) implies 𝜇ℎ (Θℎ) ∈ B𝑅 (ℎ) (IℎΨ̃) for all
Θℎ ∈ Vℎ .

Theorem 3.11(𝑖𝑖) and the linearity of 〈𝐷𝑁 (IℎΨ̃)·, ·〉 yields that there exists a Φℎ ∈ Vℎ with |||Φℎ |||1 = 1
such that

𝛽

4
|||IℎΨ̃ − 𝜇ℎ (Θℎ) |||1 ≤ 〈𝐷𝑁 (IℎΨ̃)IℎΨ̃,Φℎ〉 − 〈𝐷𝑁 (IℎΨ̃)𝜇ℎ (Θℎ),Φℎ〉.

The definition of the linearized operator 〈𝐷𝑁 (IℎΨ̃), ·〉 in (3.15), the non-linear map in (3.18), the consistency
𝑁 (Ψ̃;Φℎ) = 0, and a re-arrangement of the terms leads to

|||IℎΨ̃ − 𝜇ℎ (Θℎ) |||1 .
(
𝐴(IℎΨ̃ − Ψ̃,Φℎ) + 𝐵1 (IℎΨ̃ − Ψ̃,Φℎ)

)
+
(
𝐵2 (IℎΨ̃, IℎΨ̃,Φℎ) − 𝐵2 (Ψ̃, Ψ̃,Φℎ)

)
+ 𝐵2 (IℎΨ̃ −Θℎ , IℎΨ̃ −Θℎ ,Φℎ) +

(
𝐵3 (IℎΨ̃, IℎΨ̃, IℎΨ̃,Φℎ) − 𝐵3 (Ψ̃, Ψ̃, Ψ̃,Φℎ)

)
+
(
2𝐵3 (IℎΨ̃, IℎΨ̃, IℎΨ̃,Φℎ)

− 3𝐵3 (IℎΨ̃, IℎΨ̃,Θℎ ,Φℎ) + 𝐵3 (Θℎ ,Θℎ ,Θℎ ,Φℎ)
)
+ 2

(
𝐵2 (IℎΨg, IℎΨ̃,Φℎ) − 𝐵2 (Ψg, Ψ̃,Φℎ)

)
+ 3

(
𝐵3 (IℎΨg, IℎΨ̃, IℎΨ̃,Φℎ) − 𝐵3 (Ψg, Ψ̃, Ψ̃,Φℎ)

)
+ 3

(
𝐵3 (IℎΨg, IℎΨg, IℎΨ̃,Φℎ) − 𝐵3 (Ψg,Ψg, Ψ̃,Φℎ)

)
+ 3𝐵3 (IℎΨg, IℎΨ̃ −Θℎ , IℎΨ̃ −Θℎ ,Φℎ) +

(
𝑁 (IℎΨg;Φℎ) − 𝑁 (Ψg;Φℎ)

)
=:

10∑︁
𝑖=1
𝑇𝑖 . (3.19)

Here the term 𝑇3 (resp. 𝑇9) is a re-grouping of terms as

𝐵2 (IℎΨ̃, IℎΨ̃,Φℎ) − 2𝐵2 (IℎΨ̃,Θℎ ,Φℎ) + 𝐵2 (Θℎ ,Θℎ ,Φℎ)
= 𝐵2 (IℎΨ̃, IℎΨ̃ −Θℎ ,Φℎ) − 𝐵2 (IℎΨ̃ −Θℎ ,Θℎ ,Φℎ) = 𝐵2 (IℎΨ̃ −Θℎ , IℎΨ̃ −Θℎ ,Φℎ)
(resp. 𝐵3 (IℎΨg, IℎΨ̃, IℎΨ̃,Φℎ) − 2𝐵3 (IℎΨg, IℎΨ̃,Θℎ ,Φℎ) + 𝐵3 (IℎΨg,Θℎ ,Θℎ ,Φℎ)
= 𝐵3 (IℎΨg, IℎΨ̃, IℎΨ̃ −Θℎ ,Φℎ) − 𝐵3 (IℎΨg, IℎΨ̃ −Θℎ ,Θℎ ,Φℎ) = 𝐵3 (IℎΨg, IℎΨ̃ −Θℎ , IℎΨ̃ −Θℎ ,Φℎ))

and achieved by utilizing the linearity and symmetry of 𝐵2 (·, ·, ·) (resp. 𝐵3 (·, ·, ·, ·)) in first two variables
(resp. second and third variables). Lemma 3.9(𝑖) (resp. (𝑖𝑖)) for 𝜼 := Ψ̃ (resp. 𝝃 := 𝜼 := Ψ̃) shows

𝑇1 := 𝐴(IℎΨ̃ − Ψ̃,Φℎ) + 𝐵1 (IℎΨ̃ − Ψ̃,Φℎ) . ℎ + ℓ−1ℎ2.

(resp. 𝑇2 := 𝐵2 (IℎΨ̃, IℎΨ̃,Φℎ) − 𝐵2 (Ψ̃, Ψ̃,Φℎ) . ℓ−1ℎ2.)

For e := IℎΨ̃ −Θℎ , Lemma 3.7(𝑖𝑖) with |||Φℎ |||1 = 1 shows

𝑇3 := 𝐵2 (IℎΨ̃ −Θℎ , IℎΨ̃ −Θℎ ,Φℎ) . ℓ−1 |||IℎΨ̃ −Θℎ |||
2
1 = ℓ−1 |||e|||21.

The estimate for 𝑇4 (resp. 𝑇5) follows from the second (resp. third) inequality of Lemma 3.9(𝑖𝑖𝑖) for
𝝃 := 𝜼 := Ψ̃ (resp. 𝜼 := IℎΨ̃), and Lemma 3.8.

𝑇4 := 𝐵3 (IℎΨ̃, IℎΨ̃, IℎΨ̃,Φℎ) − 𝐵3 (Ψ̃, Ψ̃, Ψ̃,Φℎ) . ℓ−1ℎ2.

(resp. 𝑇5 := 2𝐵3 (IℎΨ̃, IℎΨ̃, IℎΨ̃,Φℎ) − 3𝐵3 (IℎΨ̃, IℎΨ̃,Θℎ ,Φℎ) + 𝐵3 (Θℎ ,Θℎ ,Θℎ ,Φℎ) . ℓ−1 |||e|||21 ( |||e|||1 + 1).)

Lemma 3.9(𝑖𝑖) (resp. (𝑖𝑖𝑖)) with 𝝃 := Ψg, 𝜼 := Ψ̃ and (3.7) shows

1
2
𝑇6 := 𝐵2 (IℎΨg, IℎΨ̃,Φℎ) − 𝐵2 (Ψg, Ψ̃,Φℎ) . ℓ−1ℎ2.

(resp.
1
3
𝑇7 := 𝐵3 (IℎΨg, IℎΨ̃, IℎΨ̃,Φℎ) − 𝐵3 (Ψg, Ψ̃, Ψ̃,Φℎ) . ℓ−1ℎ2.)
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Apply Lemma 3.9(𝑖𝑖𝑖) with 𝝃 := Ψ̃, 𝜼 := Ψg and (3.7) to obtain

1
3
𝑇8 : = 𝐵3 (IℎΨg, IℎΨg, IℎΨ̃,Φℎ) − 𝐵3 (Ψg,Ψg, Ψ̃,Φℎ) . ℓ−1ℎ2.

Lemmas 3.7(iii), 3.8 and (3.7) leads to
1
3
𝑇9 := 𝐵3 (IℎΨg, IℎΨ̃ −Θℎ , IℎΨ̃ −Θℎ ,Φℎ) . ℓ−1 |||e|||21.

The definition of 𝑁 (·; ·) in (3.2), a re-arrangement of terms, Lemma 3.9(𝑖)-(𝑖𝑖𝑖) with 𝝃 := 𝜼 := Ψg, and
(3.7) yields

𝑇10 := 𝑁 (IℎΨg;Φℎ) − 𝑁 (Ψg;Φℎ) =
(
𝐴(IℎΨg −Ψg,Φℎ) + 𝐵1 (IℎΨg −Ψg,Φℎ)

)
+
(
𝐵2 (IℎΨg, IℎΨg,Φℎ)

− 𝐵2 (Ψg,Ψg,Φℎ)
)
+
(
𝐵3 (IℎΨg, IℎΨg, IℎΨg,Φℎ) − 𝐵3 (Ψg,Ψg,Ψg,Φℎ)

)
. ℎ + ℓ−1ℎ2.

Substitute the estimates for 𝑇1, . . . ,𝑇10 in (3.19) and utilize |||e|||1 ≤ 𝑅(ℎ) to obtain

|||IℎΨ̃ − 𝜇ℎ (Θℎ) |||1 ≤ 𝐶3 (ℎ + ℓ−1ℎ2 + ℓ−1𝑅(ℎ)2 (𝑅(ℎ) + 1)),

where the constant 𝐶3 is independent of ℎ and ℓ. Assume ℎ ≤ ℓ1+𝜍 with 𝜍 > 0 so that ℓ−1ℎ ≤ ℎ
𝜍

1+𝜍 . Choose
𝑅(ℎ) = 2𝐶3ℎ. For ℎ < ℎ4 := min(ℎ3, ℎ2) with ℎ

𝜍
1+𝜍
3 < 1

2(1+4𝐶3
2 )2 <

1
2 ,

|||IℎΨ̃ − 𝜇ℎ (Θℎ) |||1 ≤ 𝐶3ℎ
(
1 + ℎ

𝜍
1+𝜍 (1 + 4𝐶2

3 ) + 8𝐶3
3ℎℎ

𝜍
1+𝜍

)
≤ 𝐶3ℎ

(
1 + 1

2
+ 1

2
8𝐶3

3ℎ

(1 + 4𝐶2
3 )2

)
.

Since ℎ < ℎ3 <
1

2
1+𝜍
𝜍

< 1 and 8𝐶3
3

(1+4𝐶2
3 )2 < 1, |||IℎΨ̃ − 𝜇ℎ (Θℎ) |||1 ≤ 2𝐶3ℎ = 𝑅(ℎ).

Step 3 (𝜇ℎ is a contraction). Let Θ1,Θ2 ∈ B𝑅 (ℎ) (IℎΨ̃) and set e1 := IℎΨ̃ − Θ1, e2 := IℎΨ̃ − Θ2, and
e3 := Θ1 − Θ2. The linearity of 〈𝐷𝑁 (IℎΨ̃)·, ·〉, (3.18), and a re-arrangement of terms yields that for all
Φℎ ∈ Vℎ ,

〈𝐷𝑁 (IℎΨ̃) (𝜇ℎ (Θ1) − 𝜇ℎ (Θ2)),Φℎ〉 = 〈𝐷𝑁 (IℎΨ̃)𝜇ℎ (Θ1),Φℎ〉 − 〈𝐷𝑁 (IℎΨ̃)𝜇ℎ (Θ2),Φℎ〉
=
(
𝐵2 (e1, e3,Φℎ) + 𝐵2 (e2, e3,Φℎ)

)
+ 3

(
𝐵3 (IℎΨg, e1, e3,Φℎ) + 𝐵3 (IℎΨg, e2, e3,Φℎ)

)
+
(
3𝐵3 (IℎΨ̃, IℎΨ̃,Θ1,Φℎ) − 𝐵3 (Θ1,Θ1,Θ1,Φℎ) − 3𝐵3 (IℎΨ̃, IℎΨ̃,Θ2,Φℎ) + 𝐵3 (Θ2,Θ2,Θ2,Φℎ)

)
=: 𝑇 ′

1 +𝑇
′
2 +𝑇

′
3 . (3.20)

Note that |||e1 |||1 ≤ 2𝐶3ℎ, |||e2 |||1 ≤ 2𝐶3ℎ. This combined with Lemma 3.7(𝑖𝑖)-(𝑖𝑖𝑖) and (3.7) implies

𝑇 ′
1 . ℓ

−1ℎ|||e3 |||1 |||Φℎ |||1 and 𝑇 ′
2 . ℓ

−1ℎ|||e3 |||1 |||Φℎ |||1.

The estimation of the term 𝑇 ′
3 utilizes fourth inequality of Lemma 3.9(𝑖𝑖𝑖) with 𝜼 := IℎΨ̃, Lemma 3.8, and

|||e1 |||1 ≤ 2𝐶3ℎ, |||e2 |||1 ≤ 2𝐶3ℎ.

𝑇 ′
3 . ℓ

−1 |||e3 |||1 ( |||e1 |||21 + |||e2 |||21 + (|||e1 |||1 + |||e2 |||1) |||IℎΨ̃|||1) |||Φℎ |||1 . ℓ−1ℎ(1 + ℎ) |||e3 |||1 |||Φℎ |||1.

Substitute the above displayed three estimates for 𝑇 ′
1 , · · · ,𝑇 ′

3 in (3.20). This plus the discrete inf-sup
condition in Lemma 3.11(𝑖𝑖) implies that there exists a Φℎ ∈ Vℎ with |||Φℎ |||1 = 1 such that

|||𝜇ℎ (Θ1) − 𝜇ℎ (Θ2) |||1 ≤ 4𝛽−1〈𝐷𝑁 (IℎΨ̃) (𝜇ℎ (Θ1) − 𝜇ℎ (Θ2)),Φℎ〉 . ℓ−1ℎ(1 + ℎ) |||Θ1 −Θ2 |||1.

The assumption ℎ ≤ ℓ1+𝜍 allows

|||𝜇ℎ (Θ1) − 𝜇ℎ (Θ2) |||1 . ℎ
𝜍

1+𝜍 |||Θ1 −Θ2 |||1,

where the hidden constant in ” . ” depends on |||Ψ̃|||2, |||g||| 3
2
, 𝛽, 𝐶𝐼 , 𝐶3.

Step 4 (Existence and uniqueness). The nonlinear map 𝜇ℎ is well-defined, continuous and maps a closed
convex subset B𝑅 (IℎΨ̃) of a Hilbert space Vℎ to itself. Therefore, Brouwer’s fixed point theorem [23]
and Step 3 imply the existence and uniqueness of the fixed point, say Ψ̃ℎ in the ball B𝑅 (IℎΨ̃). A triangle
inequality, |||IℎΨ̃ − Ψ̃ℎ |||1 ≤ 2𝐶3ℎ and Lemma 3.8 show |||Ψ̃ − Ψ̃ℎ |||1 ≤ (𝐶𝐼 + 2𝐶3)ℎ. This concludes the
proof. �
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Proof of Theorem 3.3. Recall that Ψ̃ℎ = Ψℎ − IℎΨg, where Ψℎ satisfies the discrete non-linear system
(3.3). Theorem 3.13 shows the existence and local uniqueness of the discrete solution Ψℎ . Moreover,
Ψ̃ℎ ∈ B𝑅 (IℎΨ̃) yields that Ψℎ ∈ B𝑅 (IℎΨ). This, Lemma 3.8 and triangle inequality lead to

|||Ψ −Ψℎ |||1 . |||Ψ − IℎΨ|||1 + |||IℎΨ −Ψℎ |||1 . ℎ. �

The best approximation result presented in Theorem 3.4 is established next. The technique used in [33,
Theorem 3.3] yields a best approximation result in X̂ℎ := {Θℎ ∈ Xℎ |Θℎ = gℎ on 𝜕Ω} ⊂ Xℎ . In this article,
we use elliptic projection of Ψ onto Xℎ to establish the best approximation result in Xℎ .

Proof of Theorem 3.4. Step 1 (Best approximation on X̂ℎ := {Θℎ ∈ Xℎ |Θℎ = gℎ on 𝜕Ω}). Set e := Ψ−Ψℎ .
The Taylor series expansion of 𝑁 (·; ·) around Ψ imply

𝑁 (Ψℎ;Φℎ) = 𝑁 (Ψ;Φℎ) − 〈𝐷𝑁 (Ψ)e,Φℎ〉 +
1
2
〈𝐷2𝑁 (Ψ) (e)e,Φℎ〉 −

1
6
〈𝐷3𝑁 (Ψ) (e) (e)e,Φℎ〉.

For Ψ̂ℎ ∈ X̂ℎ , use e = (Ψ − Ψ̂ℎ) + (Ψ̂ℎ −Ψℎ), the linearity of 〈𝐷𝑁 (Ψ)·, ·〉, and (3.2), (3.3) to obtain

〈𝐷𝑁 (Ψ) (Ψ̂ℎ −Ψℎ),Φℎ〉 = 〈𝐷𝑁 (Ψ) (Ψ̂ℎ −Ψ),Φℎ〉 +
1
2
〈𝐷2𝑁 (Ψ) (e)e,Φℎ〉 −

1
6
〈𝐷3𝑁 (Ψ) (e) (e)e,Φℎ〉.

(3.21)

The identities 〈𝐷𝑁 (Ψ)e,Φℎ〉 = 𝐴(e,Φℎ) +𝐵1 (e,Φℎ) +2𝐵2 (Ψ, e,Φℎ) +3𝐵3 (Ψ,Ψ, e,Φℎ), 〈𝐷2𝑁 (Ψ) (e)e,Φℎ〉 =
2𝐵2 (e, e,Φℎ) + 6𝐵3 (e, e,Ψ,Φℎ), 〈𝐷3𝑁 (Ψ) (e) (e)e,Φℎ〉 = 6𝐵3 (e, e, e,Φℎ), and Lemma 3.7 leads to

|||𝐷𝑁 (Ψ) |||L2 . (1 + ℓ−1), |||𝐷2𝑁 (Ψ) |||L2 . ℓ−1 and |||𝐷3𝑁 (Ψ) |||L2 . ℓ−1. (3.22)

A triangle inequality yields |||e|||1 ≤ |||Ψ − Ψ̂ℎ |||1 + |||Ψ̂ℎ −Ψℎ |||1. Since (Ψ̂ℎ − Ψℎ) |𝜕Ω = 0, the discrete
inf-sup condition from Remark 3.12 with Θℎ := Ψ̂ℎ −Ψℎ ∈ Vℎ ⊂ V, (3.21) and (3.22) yields

|||e|||1 . |||Ψ − Ψ̂ℎ |||1 + 〈𝐷𝑁 (Ψ) (Ψ̂ℎ −Ψℎ),Φℎ〉 . (1 + ℓ−1) |||Ψ − Ψ̂ℎ |||1 + ℓ−1 |||e|||21 (1 + |||e|||1). (3.23)

For a sufficiently small choice of the discretization parameter ℎ = 𝑂 (ℓ1+𝜍 ) with 𝜍 > 0, use |||e|||1 . ℎ from
Theorem 3.3, ℓ−1ℎ ≤ ℎ

𝜍
1+𝜍 , and ℎ < 1 (this holds for ℎ < ℎ4) in (3.23) to obtain

𝐶4 |||e|||1 ≤ (1 + ℓ−1) |||Ψ − Ψ̂ℎ |||1 + ℎ
𝜍

1+𝜍 |||e|||1,

where the constant 𝐶4 depends on |𝑐 | , |||Ψ|||2, 𝐶𝐼 ,𝐶3 and 𝛽. A sufficiently small choice of ℎ < ℎ6 :=

min(ℎ5, ℎ4) with ℎ
𝜍

1+𝜍
5 =

𝐶4
2 leads to

|||Ψ −Ψℎ |||1 . (1 + ℓ−1) |||Ψ − Ψ̂ℎ |||1. (3.24)

Step 2 (Best approximation on Xℎ). Let 𝑅ℎΨ be the elliptic projection (H1 (Ω) projection) of Ψ onto Xℎ
defined by

𝐴(Ψ − 𝑅ℎΨ,Φℎ) + (Ψ − 𝑅ℎΨ,Φℎ) = 0 for all Φℎ ∈ Xℎ .

Then it holds

|||Ψ − 𝑅ℎΨ|||1 = inf
Ψ∗

ℎ
∈Xℎ

|||Ψ −Ψ∗
ℎ |||1. (3.25)

Let g∗
ℎ

= 𝑅ℎΨ|𝜕Ω. Choose 𝜼ℎ ∈ Xℎ such that 𝜼ℎ |𝜕Ω = gℎ − g∗
ℎ

and |||𝜼ℎ |||1 ≤ |||gℎ − g∗
ℎ
||| 1

2 ,𝜕Ω. For

Ψ̂ℎ = 𝜼ℎ + 𝑅ℎΨ ∈ X̂ℎ , this plus a triangle inequality lead to

|||Ψ − Ψ̂ℎ |||1 ≤ |||Ψ − 𝑅ℎΨ|||1 + |||𝑅ℎΨ − Ψ̂ℎ |||1 ≤ |||Ψ − 𝑅ℎΨ|||1 + |||gℎ − g∗ℎ ||| 1
2 ,𝜕Ω.

A triangle inequality |||gℎ − g∗
ℎ
||| 1

2 ,𝜕Ω ≤ |||g − gℎ ||| 1
2 ,𝜕Ω + |||g − g∗

ℎ
||| 1

2 ,𝜕Ω, trace inequality

|||g − g∗ℎ ||| 1
2 ,𝜕Ω ≤ |||Ψ − 𝑅ℎΨ|||1, (3.26)

and the definition of elliptic projection in (3.25) show

|||Ψ − Ψ̂ℎ |||1 ≤ inf
Ψ∗

ℎ
∈Xℎ

|||Ψ −Ψ∗
ℎ |||1 + |||g − gℎ ||| 1

2 ,𝜕Ω.

This combined with the best approximation result (3.24) obtained in Step 1 leads to the desired estimate. �
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Lemma 3.14 (Estimate for boundary term). [19] Let Ψ̂ ∈ X with Ψ̂|𝜕Ω = ĝ be given. Let 𝑅ℎΨ̂ ∈ Xℎ be the
H1 (Ω)-projection of Ψ̂ onto Xℎ and ĝℎ := (𝑅ℎΨ̂) |𝜕Ω. Then

|||̂g − ĝℎ |||0,𝜕Ω ≤ 𝐶ℎ 1
2 |||Ψ̂ − 𝑅ℎΨ̂|||1.

Remark 3.15 (Best approximation on Xℎ). A triangle inequality and an inverse inequality yield

|||g − gℎ ||| 1
2 ,𝜕Ω ≤ |||g − g∗ℎ ||| 1

2 ,𝜕Ω + |||g∗ℎ − gℎ ||| 1
2 ,𝜕Ω . |||g − g∗ℎ ||| 1

2 ,𝜕Ω + ℎ− 1
2 |||gℎ − g∗ℎ |||0,𝜕Ω.

The trace inequality (3.26), a triangle inequality and Lemma 3.14 applied to the above inequality yields

|||g − gℎ ||| 1
2 ,𝜕Ω . |||Ψ − 𝑅ℎΨ|||1 + ℎ−

1
2 |||g − gℎ |||0,𝜕Ω.

This combined with the best approximation result obtained in Theorem 3.4 and (3.25) leads to

|||Ψ −Ψℎ |||1 . (1 + ℓ−1) ( min
Ψ∗

ℎ
∈Xℎ

|||Ψ −Ψ∗
ℎ |||1 + ℎ

− 1
2 |||g − gℎ |||0,𝜕Ω). �

The proof of L2 norm error in Theorem 3.5 is established next.

Proof of Theorem 3.5. Set 𝐺 = Ψ −Ψℎ ∈ L2 (Ω). Consider the well-posed dual linear problem that seeks
𝝌 ∈ H2 (Ω) ∩V such that

𝐴(Φ, 𝝌) + 𝐵1 (Φ, 𝝌) + 2𝐵2 (Ψ,Φ, 𝝌) + 3𝐵3 (Ψ,Ψ,Φ, 𝝌) = (𝐺,Φ) for all Φ ∈ V (3.27)

and satisfies

|||𝝌 |||2 . (1 + ℓ−1) |||𝐺 |||0, (3.28)

where the hidden constant in ” . ” depends on |𝑐 | , |||Ψ|||2, 𝛽 and the constants in Sobolev embedding results.
For 𝐺 := (𝑤1,𝑤2,𝑤3,𝑤4) and 𝝌 := (𝜒1, 𝜒2, 𝜒3, 𝜒4), the strong form of the dual linear problem (3.27) is
defined as

− Δ𝜒1 + ℓ−1 ( − 𝜒1 −
𝑐

2
(𝑢3𝜒3 − 𝑢4𝜒4) +

1
3
((3𝑢2

1 + 𝑢
2
2)𝜒1 + 2𝑢1𝑢2𝜒2)

)
= 𝑤1,

− Δ𝜒2 + ℓ−1 ( − 𝜒2 −
𝑐

2
(𝑢3𝜒4 + 𝑢4𝜒3) +

1
3
((𝑢2

1 + 3𝑢2
2)𝜒2 + 2𝑢1𝑢2𝜒1)

)
= 𝑤2,

− Δ𝜒3 + ℓ−1 ( − 𝜒3 −
𝑐

2
(𝑢3𝜒1 + 𝑢1𝜒3 + 𝑢2𝜒4 + 𝑢4𝜒2) +

1
3
((3𝑢2

3 + 𝑢
2
4)𝜒3 + 2𝑢3𝑢4𝜒4)

)
= 𝑤3,

− Δ𝜒4 + ℓ−1 ( − 𝜒4 −
𝑐

2
(𝑢2𝜒3 + 𝑢3𝜒2 − 𝑢1𝜒4 − 𝑢4𝜒1) +

1
3
((𝑢2

3 + 3𝑢2
4)𝜒4 + 2𝑢3𝑢4𝜒3)

)
= 𝑤4.


(3.29)

Let Ψ∗ ∈ X (resp. Ψ∗
ℎ
∈ Xℎ) be extension of g (resp. gℎ) such that Ψ∗ |𝜕Ω = g (resp. Ψ∗

ℎ
|𝜕Ω = gℎ). Let

Ψ0 := Ψ −Ψ∗, and Ψ0
ℎ

:= Ψℎ −Ψ∗
ℎ
. Set Φ = Ψ0 −Ψ0

ℎ
∈ V in (3.27) to obtain

(Ψ −Ψℎ ,Ψ0 −Ψ0
ℎ) = 〈𝐷𝑁 (Ψ) (Ψ0 −Ψ0

ℎ), 𝝌〉. (3.30)

Test (3.29) with Ψ∗
ℎ
−Ψ∗ and use integration by parts to obtain

(Ψ −Ψℎ ,Ψ∗
ℎ −Ψ∗) = 〈𝐷𝑁 (Ψ) (Ψ∗

ℎ −Ψ∗), 𝝌〉 +
∫
𝜕Ω

(g − gℎ) ·
𝜕𝝌

𝜕𝜈
ds. (3.31)

The trace inequality ||| 𝜕𝝌
𝜕𝜈

||| 1
2 ,𝜕Ω . |||𝝌 |||2 leads to∫

𝜕Ω

(g − gℎ) ·
𝜕𝝌

𝜕𝜈
ds ≤ |||g − gℎ |||− 1

2 ,𝜕Ω |||
𝜕𝝌

𝜕𝜈
|||

1
2 ,𝜕Ω
. |||g − gℎ |||− 1

2 ,𝜕Ω |||𝝌 |||2.

This and Ψ0 −Ψ0
ℎ
= (Ψ −Ψℎ) + (Ψ∗

ℎ
−Ψ∗) applied to (3.30) leads to

|||Ψ −Ψℎ |||20 ≤ 〈𝐷𝑁 (Ψ) (Ψ −Ψℎ), 𝝌〉 + |||g − gℎ |||− 1
2 ,𝜕Ω |||𝝌 |||2. (3.32)
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A term 〈𝐷𝑁 (Ψ) (Ψ −Ψℎ), Iℎ 𝝌〉 with Iℎ 𝝌 ∈ Vℎ ⊂ V is added and subtracted to the first term on the right
hand side of (3.32), (3.2)-(3.3) are utilized and simple manipulations are performed to arrive at

〈𝐷𝑁 (Ψ) (Ψ −Ψℎ), 𝝌〉 = 〈𝐷𝑁 (Ψ) (Ψ −Ψℎ), 𝝌 − Iℎ 𝝌〉 + 〈𝐷𝑁 (Ψ) (Ψ −Ψℎ), Iℎ 𝝌〉 + 𝑁 (Ψℎ , Iℎ 𝝌) − 𝑁 (Ψ, Iℎ 𝝌)
= 〈𝐷𝑁 (Ψ) (Ψ −Ψℎ), 𝝌 − Iℎ 𝝌〉 + 𝐵2 (Ψℎ −Ψ,Ψℎ −Ψ, Iℎ 𝝌) + (2𝐵3 (Ψ,Ψ,Ψ, Iℎ 𝝌) − 3𝐵3 (Ψ,Ψ,Ψℎ , Iℎ 𝝌)
+ 𝐵3 (Ψℎ ,Ψℎ ,Ψℎ , Iℎ 𝝌)) := 𝑇1 +𝑇2 +𝑇3.

Here the term 𝑇2 is a re-grouping of

2𝐵2 (Ψ,Ψ −Ψℎ , Iℎ 𝝌) + 𝐵2 (Ψℎ ,Ψℎ , Iℎ 𝝌) − 𝐵2 (Ψ,Ψ, Iℎ 𝝌) = 𝐵2 (Ψℎ −Ψ,Ψℎ , Iℎ 𝝌) − 𝐵2 (Ψ,Ψℎ −Ψ, Iℎ 𝝌)

and obtained by applying the linearity and symmetry of 𝐵2 (·, ·, ·) in first two variables. The definition of
〈𝐷𝑁 (Ψ)·, ·〉, Lemmas 3.7(𝑖)-(𝑖𝑖𝑖), 3.8 and Theorem 3.3 show

𝑇1 : = 〈𝐷𝑁 (Ψ) (Ψ −Ψℎ), 𝝌 − Iℎ 𝝌〉
= 𝐴(Ψ −Ψℎ , 𝝌 − Iℎ 𝝌) + 𝐵1 (Ψ −Ψℎ , 𝝌 − Iℎ 𝝌) + 2𝐵2 (Ψ,Ψ −Ψℎ , 𝝌 − Iℎ 𝝌) + 3𝐵3 (Ψ,Ψ,Ψ −Ψℎ , 𝝌 − Iℎ 𝝌)
. (1 + ℓ−1) |||Ψ −Ψℎ |||1 |||𝝌 − Iℎ 𝝌 |||1 . (1 + ℓ−1)ℎ2 |||𝝌 |||2.

Lemmas 3.7(𝑖𝑖), 3.8 and Theorem 3.3 yield

𝑇2 := 𝐵2 (Ψℎ −Ψ,Ψℎ −Ψ, Iℎ 𝝌) . ℓ−1 |||Ψℎ −Ψ|||21 |||Iℎ 𝝌 |||1 . ℓ−1ℎ2 |||𝝌 |||2.

Set e := Ψ −Ψℎ . Utilize the third inequality of Lemma 3.9(𝑖𝑖𝑖) for 𝜼 := Ψ, Θℎ := Ψℎ , Φℎ := Iℎ 𝝌, and then
apply Lemma 3.8, Theorem 3.3 to estimate 𝑇3.

𝑇3 := 2𝐵3 (Ψ,Ψ,Ψ, Iℎ 𝝌) − 3𝐵3 (Ψ,Ψ,Ψℎ , Iℎ 𝝌) + 𝐵3 (Ψℎ ,Ψℎ ,Ψℎ , Iℎ 𝝌)
. ℓ−1 |||e|||21 ( |||e|||1 + |||Ψ|||1) |||Iℎ 𝝌 |||2 . ℓ−1ℎ2 (ℎ + 1) |||𝝌 |||2.

The estimates of 𝑇1, 𝑇2 and 𝑇3 in (3.32) and (3.28) yield

|||Ψ −Ψℎ |||0 . (1 + ℓ−1)
(
ℎ2 (1 + ℓ−1) + |||g − gℎ |||− 1

2 ,𝜕Ω
)
,

where the constants suppressed in ” . ” depends on |𝑐 | , |||Ψ|||2, 𝛽, 𝐶𝐼 ,𝐶3 and the constants in Sobolev
embedding results. This completes the proof. �

Remark 3.16. Integration by parts in (3.31) leads to the boundary term
∫
𝜕Ω

(g − gℎ) · 𝜕𝝌𝜕𝜈 ds, which gives a
sub-optimal convergence rate in the L2 norm. An optimal convergence rate O(ℎ2) in L2 norm is obtained
using Nitsche’s method discussed below. �

3.5 Nitsche’s method
Let E (resp. E(Ω) or E(𝜕Ω)) denote the set of all (resp. interior or boundary) edges in T . For Nitsche’s
method, the finite element space Xℎ associated with the triangulation T of the convex polygonal domain
Ω ⊂ R2 into triangles is endowed with the mesh dependent norm defined by |||Φℎ |||ℎ := ||𝜑1 ||ℎ + ||𝜑2 ||ℎ +
||𝜑3 ||ℎ + ||𝜑4 ||ℎ for all Φℎ = (𝜑1, 𝜑2, 𝜑3, 𝜑4) ∈ Xℎ , where for all 𝑣 ∈ 𝑋ℎ ,

||𝑣 ||2ℎ :=
∫
Ω

|∇𝑣 |2 dx +
∑︁

𝐸 ∈E (𝜕Ω)

𝜎

ℎ𝐸

∫
𝐸

𝑣2 ds.

Here 𝜎 > 0 is the penalty parameter and ℎ𝐸 denote length of an edge 𝐸 . Let 𝜈𝑇 denotes the unit outward
normal along 𝜕𝑇 of𝑇 ∈ T . The jump [𝜑]𝐸 of piecewise 𝐻1 function 𝜑, i.e, 𝜑 ∈ 𝐻1 (T ) := {𝑣 ∈ 𝐿2 (Ω) | 𝑣 ∈
𝐻1 (𝑇) for all 𝑇 ∈ T }, across 𝐸 ∈ E is defined by

[𝜑]𝐸 (𝑥) :=

{
𝑣 |𝑇+ (𝑥) − 𝑣 |𝑇− (𝑥) for 𝑥 ∈ 𝐸 = 𝜕𝑇+ ∩ 𝜕𝑇− ∈ E(Ω),
𝑣(𝑥) for 𝑥 ∈ 𝐸 ∈ E(𝜕Ω),
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where for the interior edge 𝐸 = 𝜕𝑇+ ∩ 𝜕𝑇− ∈ E(Ω) with unit normal 𝜈𝐸 of fixed orientation, the adjacent
triangles 𝑇± ∈ T are in an order such that 𝜈𝐸 = 𝜈𝑇+ |𝐸 = −𝜈𝑇− |𝐸 . The discrete formulation for Nitsche’s
method that corresponds to (3.2) seeks Ψℎ ∈Xℎ such that for all Φℎ ∈ Xℎ ,

𝑁ℎ (Ψℎ;Φℎ) := 𝐴ℎ (Ψℎ ,Φℎ) + 𝐵1 (Ψℎ ,Φℎ) + 𝐵2 (Ψℎ ,Ψℎ ,Φℎ) + 𝐵3 (Ψℎ ,Ψℎ ,Ψℎ ,Φℎ) − 𝐿ℎ (Φℎ) = 0.
(3.33)

For Θ = (𝜃1, 𝜃2, 𝜃3, 𝜃4) and Φ = (𝜑1, 𝜑2, 𝜑3, 𝜑4) ∈ X, 𝐴ℎ (Θ,Φ) :=
∑4
𝑖=1 𝑎ℎ (𝜃𝑖 , 𝜑𝑖), and 𝐿ℎ (Φ) =∑4

𝑖=1 𝐿
𝑖
ℎ
(𝜑𝑖). Note that the forms 𝐵𝑖 , 𝑖 = 1, 2, 3 are defined in Section 3.1. For 𝜃, 𝜑 ∈ 𝐻1 (Ω), g =

(𝑔1, 𝑔2, 𝑔3, 𝑔4),

𝑎ℎ (𝜃, 𝜑) :=
∫
Ω

∇𝜃 · ∇𝜑 dx −
∫
𝜕Ω

𝜕𝜃

𝜕𝜈
𝜑 ds −

∫
𝜕Ω

𝜃
𝜕𝜑

𝜕𝜈
ds +

∑︁
𝐸 ∈E (𝜕Ω)

𝜎

ℎ𝐸

∫
𝐸

𝜃𝜑 ds,

and 𝐿𝑖ℎ (𝜑) := −
∫
𝜕Ω

𝑔𝑖
𝜕𝜑

𝜕𝜈
ds +

∑︁
𝐸 ∈E (𝜕Ω)

𝜎

ℎ𝐸

∫
𝐸

𝑔𝑖𝜑 ds for 1 ≤ 𝑖 ≤ 4,

where 𝜈 denotes the outward unit normal associated to 𝜕Ω. For all Θℎ ,Φℎ ∈ Xℎ , define the discrete bilinear
form in this case as

〈𝐷𝑁ℎ (Ψ)Θℎ ,Φℎ〉 := 𝐴ℎ (Θℎ ,Φℎ) + 𝐵1 (Θℎ ,Φℎ) + 2𝐵2 (Ψ,Θℎ ,Φℎ) + 3𝐵3 (Ψ,Ψ,Θℎ ,Φℎ)

and the perturbed bilinear form as

〈𝐷𝑁ℎ (IℎΨ)Θℎ ,Φℎ〉 := 𝐴ℎ (Θℎ ,Φℎ) + 𝐵1 (Θℎ ,Φℎ) + 2𝐵2 (IℎΨ,Θℎ ,Φℎ) + 3𝐵3 (IℎΨ, IℎΨ,Θℎ ,Φℎ).

Theorem 3.17 (Existence, uniqueness and error estimates). Let Ψ be a regular solution of the non-linear
system (3.2) such that (3.1) holds. For a given fixed ℓ > 0, a sufficiently large 𝜎 and a sufficiently small
discretization parameter chosen as ℎ = 𝑂 (ℓ1+𝜍 ) for any 𝜍 > 0, there exists a unique solution Ψℎ of the
discrete non-linear problem (3.33) that approximates Ψ such that

(𝑖) |||Ψ −Ψℎ |||ℎ . ℎ, and (𝑖𝑖) |||Ψ −Ψℎ |||0 . ℎ2 (1 + (1 + ℓ−1)2).

The proof of Theorem 3.17(𝑖) follows similar methodology of Theorem 3.3 with the choice of the
non-linear map 𝜇ℎ : Xℎ → Xℎ defined by: for Θℎ ,Φℎ ∈ Xℎ ,

〈𝐷𝑁ℎ (IℎΨ)𝜇ℎ (Θℎ),Φℎ〉 = 2𝐵2 (IℎΨ,Θℎ ,Φℎ) + 3𝐵3 (IℎΨ, IℎΨ,Θℎ ,Φℎ) − 𝐵2 (Θℎ ,Θℎ ,Φℎ)
− 𝐵3 (Θℎ ,Θℎ ,Θℎ ,Φℎ) + 𝐿ℎ (Φℎ).

Proof of Theorem 3.17(𝑖𝑖). Set 𝐺 := IℎΨ −Ψℎ ∈ L2 (Ω). Multiply (3.29) by Φℎ = IℎΨ −Ψℎ , use integra-
tion by parts, and then add and subtract an intermediate term as

|||IℎΨ −Ψℎ |||20 = 〈𝐷𝑁ℎ (Ψ)IℎΨ −Ψℎ , 𝝌〉
= 〈𝐷𝑁ℎ (Ψ)IℎΨ −Ψ, 𝝌〉 + 〈𝐷𝑁ℎ (Ψ)Ψ −Ψℎ , 𝝌 − Iℎ 𝝌〉 + 〈𝐷𝑁ℎ (Ψ)Ψ −Ψℎ , Iℎ 𝝌〉 =: 𝑇1 +𝑇2 +𝑇3. (3.34)

Set 𝐵𝐿1 (·, ·) := 𝐵1 (·, ·) + 2𝐵2 (Ψ, ·, ·) + 3𝐵3 (Ψ,Ψ, ·, ·), then the terms

𝑇1 := 𝐴ℎ (IℎΨ −Ψ, 𝝌) + 𝐵𝐿1 (IℎΨ −Ψ, 𝝌), 𝑇2 := 𝐴ℎ (Ψ −Ψℎ , 𝝌 − Iℎ 𝝌) + 𝐵𝐿1 (Ψ −Ψℎ , 𝝌 − Iℎ 𝝌).

A use of definition of 𝐴ℎ (·, ·), 𝝌 = 0 on 𝜕Ω, integration by parts and cancellation of terms yields

𝐴ℎ (IℎΨ −Ψ, 𝝌) =
∫
Ω

∇(IℎΨ −Ψ) · ∇𝝌 dx −
∫
𝜕Ω

𝜕𝝌

𝜕𝜈
· (IℎΨ −Ψ) ds = −

∫
Ω

(IℎΨ −Ψ) · Δ𝝌 dx.

This plus Hölder’s inequality and Lemma 3.8 show

𝐴ℎ (IℎΨ −Ψ, 𝝌) ≤ |||IℎΨ −Ψ|||0 |||𝝌 |||2 . ℎ2 |||𝝌 |||2.

The remaining 𝐵𝑖 , 𝑖 = 1, 2, 3 terms in 𝑇1 are estimated using Lemma 3.7(𝑖)-(𝑖𝑖𝑖), and Lemma 3.8. The fact
that 𝝌 − Iℎ 𝝌 = 0 on 𝜕Ω, Lemma 3.8 and Theorem 3.17(𝑖) leads to the estimate of 𝐴ℎ (·, ·) term in 𝑇2 as
𝐴ℎ (Ψ−Ψℎ , 𝝌 − Iℎ 𝝌) . ℎ|||𝝌 |||2 |||Ψ −Ψℎ |||ℎ . ℎ2 |||𝝌 |||2. The term 𝑇3 with (3.33) and 𝑁ℎ (Ψ, Iℎ 𝝌) = 0 reads

𝑇3 := 〈𝐷𝑁ℎ (Ψ)Ψ −Ψℎ , Iℎ 𝝌〉 = 〈𝐷𝑁ℎ (Ψ)Ψ −Ψℎ , Iℎ 𝝌〉 + 𝑁ℎ (Ψℎ , Iℎ 𝝌) − 𝑁ℎ (Ψ, Iℎ 𝝌)
= 𝐵2 (Ψℎ −Ψ,Ψℎ −Ψ, Iℎ 𝝌) + (2𝐵3 (Ψ,Ψ,Ψ, Iℎ 𝝌) − 3𝐵3 (Ψ,Ψ,Ψℎ , Iℎ 𝝌) + 𝐵3 (Ψℎ ,Ψℎ ,Ψℎ , Iℎ 𝝌)).

The term 𝑇3 and the rest of The terms in 𝑇2 are directly comparable to the terms of Theorem 3.5. The rest
of the proof utilizes similar methodology of Theorem 3.5 and hence is skipped here. �
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Remark 3.18. The boundary term in 𝑇1 of Theorem 3.17(𝑖𝑖) appearing due to the integration by parts gets
cancelled with the boundary term in 𝐴ℎ (IℎΨ −Ψ, 𝝌), whereas similar type of boundary term in (3.32) of
Theorem 3.5 leads to the sub-optimal convergence rate O(ℎ 3

2 ) in L2 norm. �

4 Numerical experiments
This section reports on numerical experiments for the benchmark problem [3] for dilute ferronematic
suspensions, on a re-scaled two-dimensional square domain Ω = (0, 1) × (0, 1) with a uniform refinement
strategy. Numerical solutions approximate the regular solutions of (3.2) for a fixed value of the parameters
ℓ and 𝑐. The discrete solution landscapes of (3.2), for various parameter (ℓ, 𝑐) values, the associated
computational errors and convergence rates are explored for conforming FEM. Let 𝑒𝑖 and ℎ𝑖 be the error and
the mesh parameter at 𝑖-th level, respectively. The 𝑖-th level experimental order of convergence is defined
by 𝛼𝑖 := log(𝑒𝑖/𝑒𝑖+1)/log(ℎ𝑖/ℎ𝑖+1) for 𝑖 = 1, . . . , 𝑛 − 1 and 𝑛 is the final iteration considered in numerical
experiments. Newton’s method is applied to approximate the solutions of (3.2). For detailed construction
of the initial conditions/profiles, we refer to [20, 26, 33].

Solution 𝑥 = 0 𝑥 = 1 𝑦 = 0 𝑦 = 1
𝑄11 -1 -1 1 1
𝑄12 0 0 0 0
𝑀1 0 0 -1 1
𝑀2 1 -1 0 0

Table 1: Tangential boundary conditions for solution components 𝑄11,𝑄12,𝑀1,𝑀2.

The Dirichlet tangent boundary conditions [3, 26, 34, 35] are detailed in Table 1. The natural mismatch in
the tangent boundary conditions of the director n and magnetization vector leads to the corner defects. We
construct a Lipschitz continuous boundary condition g using the tangential boundary condition in Table 1
and trapezoidal shape functions, [26] T𝑑 : [0, 1] → R defined as

g =


(T𝑑 (𝑥), 0,−T𝑑 (𝑥), 0) on 𝑦 = 0,
(T𝑑 (𝑥), 0, T𝑑 (𝑥), 0) on 𝑦 = 1,
(−T𝑑 (𝑦), 0, 0, T𝑑 (𝑦)) on 𝑥 = 0,
(−T𝑑 (𝑦), 0, 0,−T𝑑 (𝑦)) on 𝑥 = 1,

and T𝑑 (𝑡) =


𝑡/𝑑, 0 ≤ 𝑡 ≤ 𝑑,
1, 𝑑 ≤ 𝑡 ≤ 1 − 𝑑,
(1 − 𝑡)/𝑑, 1 − 𝑑 ≤ 𝑡 ≤ 1,

where the parameter 𝑑 = 3
√
ℓ, is the size of mismatch region. For small choices of the parameter ℓ, the

numerical results are divided into three categories according to the positive, negative and zero value of the
coupling parameter 𝑐.

(a) Q𝐷1 and M profile

(b) Q𝑅4 and M profile (c) (d)

Figure 1: Nematic Q and magnetic M configurations: (a) D1 diagonal nematic and uncoupled magnetic
profile and (b) R4 rotated nematic and uncoupled magnetic profile for the parameter values ℓ = 0.001, 𝑐 = 0;
Energy and L2 norm error versus discretization parameter ℎ plots for the discrete solutions (c) Ψℎ =

(Q𝐷1, M), (d) Ψℎ = (Q𝑅4, M) for two sets of parameter values ℓ = 0.001, 𝑐 = 0 and ℓ = 0.002, 𝑐 = 0.
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Case I: the coupling parameter c = 0

The two-dimensional planar bistable nematic device [26] (uncoupled system i.e., 𝑐 = 0) exhibits two sets
of equilibrium configurations- 1) diagonally stable: the nematic directors roughly align along one of the
square diagonals and there are two classes of diagonal solutions: D1 and D2, one for each square diagonal;
2) rotated states: here, the nematic director rotates by 𝜋 radians between a pair of opposite parallel edges,
and there are 4 classes of rotated solutions labelled by R1, R2, R3 and R4 respectively, related to each other
by 𝜋

2 radians. The diagonal and rotated solutions are distinguished by the locations of the splay vertices; a
splay vertex being a vertex such that the nematic director splays around the vertex and a bend vertex being
such that the nematic director bends around the vertex in question. Each diagonal solution has a pair of
diagonally opposite splay vertices and each rotated solution has a pair of adjacent splay vertices, connected
by a square edge. In Figure 1(a) and Figure 1(b), the discrete solutions, Ψℎ = (Q𝐷1, M) andΨℎ = (Q𝑅4, M),
are plotted for ℓ = 0.001, 𝑐 = 0. Here Q𝐷1 (resp. Q𝑅4) is the D1 diagonal (resp. R4 rotated) solution
with defects at vertices, and the corresponding nematic director n = (cos 𝜃, sin 𝜃) where 𝜃 = 1

2atan𝑄𝐷1,12
𝑄𝐷1,11

and 𝑄𝐷1,11 =
|Q𝐷1 |√

2
cos 2𝜃,𝑄𝐷1,12 =

|Q𝐷1 |√
2

sin 2𝜃 are the two independent components of Q𝐷1. Analogous
remarks apply to Q𝑅4. M labels the uncoupled magnetic profile with a +1-degree vortex at the square center
consistent with topologically non-trivial boundary conditions. The magnetization vector M has a direction
whereas the nematic director field, n, is plotted without a direction since n and −n are physically equivalent.
Figure 1(c) (resp. Figure 1(d)) demonstrate the convergence history of the discrete solutions, computed
using piecewise polynomials of degree 1, associated with D1 ( resp. R4) nematic solutions, in energy and
L2 norms for the parameter values ℓ = 0.001, 𝑐 = 0 and ℓ = 0.002, 𝑐 = 0. The order 1 convergence in energy
norm and order 2 convergence in L2- norm are obtained for both sets of parameter values. The color bars
for nematic and magnetic profiles plot the values of 𝑠 =

√︃
𝑄2

11 +𝑄
2
12 and |M| =

√︃
𝑀2

1 +𝑀2
2 , respectively.

The lines and arrows depict n and M respectively. Note that all subsequent discrete solution profiles, Ψℎ ,
have the nematic director field plot on the left and and magnetization vector plot on the right.

(a) Q𝐷1 and M𝐷1 profile

(b) Q𝐷2 and M𝐷2 profile

(c) Q𝑅1 and M𝑅1 profile

(d) Q𝑅2 and M𝑅2 profile

(e) Q𝑅3 and M𝑅3 profile

(f) Q𝑅4 and M𝑅4 profile

Figure 2: Nematic Q and magnetic M configurations for ℓ = 0.001 and 𝑐 = 0.25. Left column: solution
profiles Ψℎ = (Q𝐷1, M𝐷1) (top) and Ψℎ = (Q𝐷2, M𝐷2) (bottom) corresponding to diagonal D1 and
D2 nematic stable solutions, respectively; Middle column: solution profiles Ψℎ = (Q𝑅1, M𝑅1) (top) and
Ψℎ = (Q𝑅2, M𝑅2) (bottom) corresponding to rotated R1 and R2 nematic stable solutions, respectively;
Right column: solution profiles Ψℎ = (Q𝑅3, M𝑅3) (top) and Ψℎ = (Q𝑅4, M𝑅4) (bottom) corresponding to
rotated R3 and R4 nematic stable solutions, respectively.

Case II: the coupling parameter c > 0

Figure 2 plots the numerically computed stable solution profiles for parameter values ℓ = 0.001, 𝑐 = 0.25,
represented by Ψℎ = (Q𝐷1, M𝐷1), Ψℎ = (Q𝐷2, M𝐷2), Ψℎ = (Q𝑅1, M𝑅1), Ψℎ = (Q𝑅2, M𝑅2), Ψℎ =

(Q𝑅3, M𝑅3), Ψℎ = (Q𝑅4, M𝑅4), corresponding to D1, D2 diagonal and the R1, R2, R3, R4 rotated stable
nematic equillibria, respectively. For small ℓ, and 𝑐 > 0, the coupling energy favors the co-alignment of
n and M, i.e., n · M = ±1. In this case, the nematic profiles (both diagonal and rotated) do not exhibit
any interior vortices whereas the magnetic profiles develop an interior line of reduced |M|, analogous to a
domain wall, smeared out along the square diagonals/ near one of the square edges. The magnetic profiles,
M𝐷1, M𝐷2 (resp. M𝑅1, M𝑅2, M𝑅3, M𝑅4) exhibit 𝜋-walls [20] along the square diagonals 𝑦 = 𝑥 for D1
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and along 𝑦 = −𝑥 + 1 for D2 (resp. along the square edges 𝑥 = 1 for R1, 𝑥 = 0 for R2, 𝑦 = 0 for R3,
𝑦 = 1 for R4) nematic solutions. The domain walls are created to ensure the compatibility between the
angle constraint in (2.2), the condition necessary to be minimizer for 𝑐 > 0, and the tangent boundary
conditions. Recall that for n = (cos 𝜃, sin 𝜃), 𝑄11 = 𝑠 cos 2𝜃 and𝑄12 = 𝑠 sin 2𝜃. For a stable stationary point
Ψ = (𝑠 cos 2𝜃, 𝑠 sin 2𝜃, |M| cos 𝜑, |M| sin 𝜑) with magnetization angle 𝜑, (2.2) implies that

𝜃 ≈ 𝜑 + 𝑘𝜋, 𝑘 ∈ Z

almost everywhere in the domain interior , for sufficiently small values of ℓ.

(a) (b)

Figure 3: Domain wall formation of magnetic profiles (a) M𝐷1 and (b) M𝐷2.

(a) (b)

(c)

Figure 4: Energy and L2 norm error versus discretization parameter ℎ plots for the discrete solutions (a)Ψℎ =

(Q𝐷1, M𝐷1) and Ψℎ = (Q𝐷2, M𝐷2), (b) Ψℎ = (Q𝑅1, M𝑅1) and Ψℎ = (Q𝑅2, M𝑅2), (c) Ψℎ = (Q𝑅3, M𝑅3)
and Ψℎ = (Q𝑅4, M𝑅4), for the two sets of parameter values ℓ = 0.001, 𝑐 = 0.25, and ℓ = 0.002, 𝑐 = 0.25,

The tangent boundary condition for D1 ( resp. D2) nematic profile is coded in the boundary conditions:
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𝜃 = 0 along 𝑦 = 0, 𝜃 = 0 along 𝑦 = 1, 𝜃 = 𝜋
2 along 𝑥 = 0, 𝜃 = 𝜋

2 along 𝑥 = 1 (resp. 𝜃 = 𝜋 along
𝑦 = 0, 𝜃 = 𝜋 along 𝑦 = 1, 𝜃 = 𝜋

2 along 𝑥 = 0, 𝜃 = 𝜋
2 along 𝑥 = 1). Figure (3) shows that 𝜃 ≈ 𝜑 for

𝑦 ≥ 𝑥 (resp. 𝑦 ≤ −𝑥 + 1) and 𝜃 ≈ 𝜑 + 𝜋 for 𝑦 < 𝑥 (resp. 𝑦 > −𝑥 + 1) in M𝐷1 (resp. M𝐷2) profile.
The domain walls for M𝑅1, M𝑅2, M𝑅3, M𝑅4 can be interpreted similarly. Figure 4 illustrates the numerical
errors and orders of convergence, computed using piecewise polynomials of degree 1, for the discrete
solutions (a) Ψℎ = (Q𝐷1, M𝐷1) and Ψℎ = (Q𝐷2, M𝐷2), (b) Ψℎ = (Q𝑅1, M𝑅1) and Ψℎ = (Q𝑅2, M𝑅2), (c)
Ψℎ = (Q𝑅3, M𝑅3) and Ψℎ = (Q𝑅4, M𝑅4), respectively, in energy and L2 norms for the parameter values
ℓ = 0.001, 𝑐 = 0.25 and ℓ = 0.002, 𝑐 = 0.25. The convergence rates obtained in energy and L2 norms are of
O(ℎ) and O(ℎ2), respectively.

(a) Q1
𝐷1 and M1

𝐷1 profile

(b) Q2
𝐷1 and M2

𝐷1 profile

(c) Q1
𝐷2 and M1

𝐷2 profile

(d) Q2
𝐷2 and M2

𝐷2 profile

(e) Q1
𝑅1 and M1

𝑅1 profile

(f) Q2
𝑅1 and M2

𝑅1 profile

Figure 5: Nematic Q and magnetic M configurations for ℓ = 0.001 and 𝑐 = −0.25. Left column: two solution
profiles Ψℎ = (Q1

𝐷1, M1
𝐷1) and Ψℎ = (Q2

𝐷1, M2
𝐷1) corresponding to diagonal D1 nematic stable solution;

Middle column: two solution profiles Ψℎ = (Q1
𝐷2, M1

𝐷2) and Ψℎ = (Q2
𝐷2, M2

𝐷2) corresponding to diagonal
D2 nematic stable solution; Right column: two solution profiles Ψℎ = (Q1

𝑅1, M1
𝑅1) and Ψℎ = (Q2

𝑅1, M2
𝑅2)

corresponding to rotated R1 nematic stable solution.

(a) Q1
𝑅2 and M1

𝑅2 profile

(b) Q2
𝑅2 and M2

𝑅2 profile

(c) Q1
𝑅3 and M1

𝑅3 profile

(d) Q2
𝑅3 and M2

𝑅3 profile

(e) Q1
𝑅4 and M1

𝑅4 profile

(f) Q2
𝑅4 and M2

𝑅4 profile

Figure 6: Nematic Q and magnetic M configurations for ℓ = 0.001 and 𝑐 = −0.25. Left column: two solution
profiles Ψℎ = (Q1

𝑅2, M1
𝑅2) and Ψℎ = (Q2

𝑅2, M2
𝑅2) corresponding to rotated R2 nematic stable solution;

Middle column: two solution profiles Ψℎ = (𝑄1
𝑅3, M1

𝑅3) and Ψℎ = (Q2
𝑅3, M2

𝑅3) corresponding to rotated
R3 nematic stable solution; Right column: two solution profiles Ψℎ = (Q1

𝑅4, M1
𝑅4) and Ψℎ = (Q2

𝑅4, M2
𝑅4)

corresponding to rotated R4 nematic stable solution.

Case III: the coupling parameter 𝑐 < 0

Now, we discuss the discrete solution profiles for negative coupling, which favours perpendicular alignment
of n and M, i.e, n ·M = 0, for the parameter values ℓ = 0.001 and 𝑐 = −0.25. For diagonal nematic solutions
(resp. rotated solutions), the symmetry between the diagonally opposite (resp. square edge) splay vertices
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is broken, so that there are 4 distinct diagonal solutions. By similar reasoning, there are 8 distinct rotated
solutions, so that the number of stable admissible equilibria is doubled.

(a) (b)

Figure 7: Energy and L2 norm errors versus discretization parameter ℎ plots for the discrete solutions (a)
Ψℎ = (Q1

𝐷1, M1
𝐷1) and Ψℎ = (Q2

𝐷1, M2
𝐷1), (b) Ψℎ = (Q1

𝐷2, M1
𝐷2) and Ψℎ = (Q2

𝐷2, M2
𝐷2), for two sets of

parameter values ℓ = 0.001, 𝑐 = −0.25, and ℓ = 0.002, 𝑐 = −0.25.

(a) (b)

Figure 8: Energy and L2 norm errors versus discretization parameter ℎ plots for the discrete solutions (a)
Ψℎ = (Q1

𝑅1, M1
𝑅1) and Ψℎ = (Q2

𝑅1, M2
𝑅1), (b) Ψℎ = (Q1

𝑅2, M1
𝑅2) and Ψℎ = (Q2

𝑅2, M2
𝑅2), for two sets of

parameter values ℓ = 0.001, 𝑐 = −0.25, and ℓ = 0.002, 𝑐 = −0.25.

Parameter dependent finite element analysis for ferronematics solutions



4 NUMERICAL EXPERIMENTS 32

(a) (b)

Figure 9: Energy and L2 norm errors versus discretization parameter ℎ plots for the discrete solutions, (a)
Ψℎ = (Q1

𝑅3, M1
𝑅3) and Ψℎ = (Q2

𝑅3, M2
𝑅3), (b) Ψℎ = (Q1

𝑅4, M1
𝑅4) and Ψℎ = (Q2

𝑅4, M2
𝑅4), for two sets of

parameter values ℓ = 0.001, 𝑐 = −0.25, and ℓ = 0.002, 𝑐 = −0.25.

For instance, Ψℎ = (Q1
𝐷1, M1

𝐷1) and Ψℎ = (Q2
𝐷1, M2

𝐷1) in Figure 5 are two distinct stable, numerically
computed solutions corresponding to standard D1 diagonal nematic profile (for 𝑐 = 0). Similarly, there are
ten pairs of distinct stable solution profiles, corresponding to the standard D2, R1, R2, R3 and R4 profiles;
see Figures 5 and 6. The numerical errors and orders of convergence of the discrete solutions associated
with the diagonal (D1, D2), and rotated (R1, R2) and (R3, R4) nematic equilibria are plotted in Figures 7,
8 and 9, respectively, for two sets of parameter values ℓ = 0.001, 𝑐 = −0.25 and ℓ = 0.002, 𝑐 = −0.25. The
convergence rates in energy and L2 norms are noted to be of order, 𝑂 (ℎ) and 𝑂 (ℎ2), respectively.

Parameter dependent plots

Figure 10 (resp. Figure 11) presents discretization parameter ℎ versus energy and L2 norm error plots,
for various values of ℓ and positive coupling (resp. negative coupling) parameter, for the discrete solution
corresponding to D1 diagonal nematic equillibria. We observe that both the energy and L2 norm errors are
sensitive to the choice of the small parameter ℓ, for both instances of positive and negative nemato-magnetic
coupling. For instance, fix ℎ = 10−2, the energy norm error for ℓ = 0.01 at ℎ = 10−2 is smaller than the error
for ℓ = 0.006 and similarly, the error increases as ℓ further decreases.

(a) (b)

Figure 10: Convergence behavior plots of error in the (a) energy norm and (b) L2 norm versus the
discretization parameter ℎ for Ψℎ := (Q𝐷1, M𝐷1) solution for various values of ℓ and 𝑐 = 0.25.

Parameter dependent finite element analysis for ferronematics solutions



5 CONCLUSIONS 33

(a) (b)

Figure 11: Convergence behavior plots of error in the (a) energy norm and (b) L2 norm versus the
discretization parameter ℎ for Ψℎ := (Q1

𝐷1, M1
𝐷1) solution for various values of ℓ and 𝑐 = −0.25.

Remark 4.1. The Landau-de Gennes energy for nematic liquid crystal is defined [26] as

𝐹nem (Ψ̄𝜖 ) =
∫
Ω

(
��∇Ψ̄𝜖 ��2 + 𝜖−2 (

��Ψ̄𝜖 ��2 − 1)2) dx,

where Ψ̄𝜖 := (𝑢1, 𝑢2) = �̄� on 𝜕Ω and 𝜖 is a material-dependent parameter that depends on the elastic constant,
domain size and temperature. The Euler-Lagrange equations are a system of second order non-linear elliptic
partial differential equations that seeks Ψ̄𝜖 ∈ 𝑋 × 𝑋 such that for all �̄� := (𝜑1, 𝜑2) ∈ 𝑉 ×𝑉∫

Ω

∇𝑢1 · ∇𝜑1 dx + 2𝜖−2
∫
Ω

(𝑢2
1 + 𝑢

2
2 − 1)𝑢1𝜑1 dx = 0,∫

Ω

∇𝑢2 · ∇𝜑2 dx + 2𝜖−2
∫
Ω

(𝑢2
1 + 𝑢

2
2 − 1)𝑢2𝜑2 dx = 0,

which is (3.2) for Ψ := (𝑢1, 𝑢2, 0, 0) and Φ := (𝜑1, 𝜑2, 0, 0) with the parameter values ℓ = 𝜖 2

2 . Note that the
non-linearity in reduced Landau-de Gennes minimization problem is cubic. The quadratic non-linear term
𝐵2 (·, ·, ·) in (3.2) is zero here. An a priori error analysis with ℎ − 𝜖 dependency has been discussed for this
model for discontinuous Galerkin method in [33]. The analysis for conforming finite element method is a
special case of the problem considered in this paper. �

5 Conclusions
We study the minimizers of a Q-tensor -M model for dilute ferronematic suspensions in 2-D framework. The
energy functional has two parameters- a scaled elastic parameter ℓ and nemato-magnetic coupling parameter
𝑐. We analyze the asymptotic behavior of the global minimizers of Ẽ, as ℓ → 0 and establish that |||Ψℓ |||2
is bounded, independent of ℓ. This result plays a key role in the ℎ − ℓ dependent finite element analysis for
regular solutions of the corresponding Euler-Lagrange PDEs such that (3.1) holds. Whether the analysis
holds for all regular solutions of the Euler-Lagrange PDEs is proposed as future work. The numerical results
focus on the solution landscapes for ℓ = 0.001, 𝑐 = 0,±0.25 in a square domain, the convergence rates in
energy and L2 norms, the convergence behavior of discrete solutions for various values of ℓ. The numerical
results in this manuscript can be extended to stable solutions, for other values of 𝑐 and ℓ as reported in [3].
The convergence of minimizers in L∞ norm i.e., |||Ψℓ −Ψ0 |||∞ estimates, the analysis for three-dimensional
geometries, the finite element analysis for polygonal domains with re-entrant corners and Dirichlet boundary
data with lesser regularity, a posteriori error analysis to investigate the effects of defects on numerical errors
are interesting and challenging extensions of this work. Moreover, the asymptotic analysis of minimizers
with topologically non-trivial boundary conditions and/or ℓ-dependent Dirichlet boundary data gℓ , including
star-shaped domains, are further interesting areas to be investigated.
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