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Short Abstract 

People are cyber-responsibilized by neo-liberal governments; this leaves them vulnerable to attack. De-

responsibilization requires a trusting relationship. Uncertainty plays a role, and we explore this. 

Long Abstract 

Neoliberal governments cyber responsibilize their citizens: giving them a great deal of advice and expecting them 

to take care of their personal cyber security. While this strategy works well in other domains, it does not seem to 

be effective in the cyber security domain. Citizens are often unable to embrace their cyber responsibilities for a 

variety of reasons. As a consequence, many fall victim to cyber-attacks. It might be necessary to de-responsibilize 

citizens, provide citizens with more support. This requires citizens to be willing to accept their government's de-

responsibilization intervention and to be willing to be supported in this way. Here, we consider the factors that 

would make citizens more or less likely to be willing to be cyber de-responsibilized. 
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Introduction 

Norbert Elias argues that the ability to take responsibility is part of a “civilizing process”13. Neoliberal governments 

appear to agree with this, because they have "responsibilized" their citizens in many domains36. Pellandini-Simányi 

and Conte explain that the concept of responsibilization refers to: (1) assigning of responsibility to citizens, and 

(2) the social-cultural factors that persuade citizens to embrace assigned responsibilities27. The aim of 

responsibilization is to "transform individuals into self-reflexive, self-produced do-it-yourself projects" (p.60)12: 

independent and self-steering. Trnka and Trundle argue that the aim is to produce "self-reliant citizens who do 

not make too many demands on government services" (p.2)39. Citizens, in essence, are required to take 

responsibility for many aspects of their lives without expecting government support or intervention beyond the 

provision of advice.  

While responsibilization has indeed been effective in some areas, its application has not been universally 

successful. In some areas, citizens have not been able to embrace the assigned responsibilities. Researchers report 

on the negative side effects of responsibilization in several domains: prostitution, travel, safety and children's 

education, with others raising questions about the wisdom of responsibilizing citizens, citing the fact that it does 

not lead to resilience, but instead leads to anxiety, guilt, and hyper-vigilance, and is onerous and 

counterproductive10. Byrne points out that responsibilization is structurally blind and ignores risk differences, 

which is why it is not necessarily an effective population-level strategy11. 

Renaud et al. argue that a responsibilization strategy is likely to fail when the domain within which it is applied is 

characterized by two dimensions: (1) citizens needing skills that are not possessed by the general population, and 

(2) when a citizen's inability to shoulder their responsibilities will impact on other citizens31. Cyber security is a 

prime example of this. Cyber security skills are relatively rare in the general population, and computer viruses can 

proliferate across networks, meaning that one person's failure to secure their device is likely to cause harm to other 
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people's devices and compromise their information. The surge in cyber attacks globally suggests that cyber 

criminals are exploit the consequences of a failed responsibilization approach in the cyber domain.  

 

Harford points out that Adam Smith attributed economic growth to the division of labour17. Today's 

responsibilized citizen is their own financial manager, their own educational advisor and attempts to secure their 

own Internet-connected devices. Harford argues that we are all “slow-motion” multitasking and that this interferes 

with our ability to be productive. Besides responsibilization leading to a situation where we are not as productive 

as a division of labour would engender, we might not even be very good at all the roles we are expected to embrace. 

This seems especially true in the cyber security domain, where neo-liberal responsibilizing governments expect 

everyone to be a cyber expert of sorts.  

 

Renaud et al.  argue that governments need to do more to support their citizens in the cyber domain32. In essence, 

they are arguing for a measure of de-responsibilization of citizens. Such de-responsibilization has occurred in 

other domains, such as governments protecting their citizens from slave traders34, fire-fighting, and prostitution32. 

These areas all demonstrate Renaud et al.'s two dimensions: they require specialist skills, and a failure to deal with 

the responsibility can lead to calamitous or contagious consequences31.  

 

However, de-responsibilization requires citizens to accept more support, i.e., they have to trust the government to 

manage a measure of their cyber security for them. Many government trust models exist in the research literature, 

but the factors that lead to acceptance of cyber de-responsibilization have not received attention as yet. 

 

What would such cyber de-responsibilization look like? It might mean that governments underwrite one specific 

antivirus and malware software package or recommend using a particular VPN – removing uncertainty caused by 

the multiplicity of available products. They might explicitly support citizens who have fallen victim to cyber-attacks 

rather than their having to rely on the marketplace for this kind of assistance. Finally, they might make 

"Smartphone clinics" available so that people can take their devices to have them checked out for hidden infections 

and suboptimal configurations.  

 

All of this can only work if there is a basic level of trust in the government and a willingness to accept de-

responsibilization in this space. This is not a given in our modern times, especially post-pandemic. For example, 

Rayner writes about the use of fear by the UK government during the pandemic30. The public's comments on this 

article make interesting reading, e.g., “Don't be afraid of the pandemic, but be very afraid of the government 

response to the pandemic.” and “a pusillanimous government prepared to terrify people and pay them to stay at 

home”. On the 3rd April 2021, someone posted on Twitter as shown in Figure 1. These attitudes are likely to carry 

over into other domains, such as cyber security. Certainly, they are not conducive to a trusting relationship.  

 

 
Figure 1: Twitter post 3rd April 2021 (Anonymised) 

 

The research question we sought to answer in this paper was thus: "What is the role of uncertainty in influencing 

citizens' willingness to be cyber de-responsibilized, and what factors feed into such uncertainty?" 

Related Research: Responsibilization  
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Responsibilization has its roots in the neoliberal tradition, seeming to instantiate a commitment to individual 

freedom8. A great deal of research has been published to capture the nature and dimensions of responsibilization41. 

Researchers contemplate the practice of responsibilization, its processes, its dynamic nature and examine how 

responsibilization works in practice9.  

Some researchers have carried out studies to determine how well citizens can accept the responsibilities assigned 

to them in different domains. For example, Hildebrandt et al. assess public support for less responsibilization and 

more support for those who engage in risky sexual behaviours19. Hart argues that the responsibilization of 

criminals who have served their time is inappropriate because a this approach does not provide the level of support 

they need18. 

The cyber responsibilization of citizens is the domain of interest in this paper. There has not been much attention 

paid to the consequences of this commonplace responsibilization. Bannelier and Christakis  deal with 

responsibilization at the State level and proposes that States, policymakers and businesses ought to work together 

to counteract cyber security threats3. Renaud et al. analysed the cyber security policies of the Five Eyes countries 

and reveal evidence that their citizens are indeed cyber responsibilized32. They argue that this is an unwise strategy. 

Renaud et al. point out that due to the nature of cyber security and the skills required to apply the needed 

precautions, citizens need more government support31. Strawser and Joy also ask whether it is reasonable to 

assume that the average citizen will have the skills to embrace their cyber responsibilities37. 

Gray also makes the point that responsibilization affects people differently, especially when power issues are not 

acknowledged14. Ekendahl et al. explain that responsibilization often myopically focuses on a person's behaviours 

instead of considering why people behave in a particular way12. As such, it is a particularly naïve strategy. This 

seems to apply to the cyber domain too, given that people's insecure cyber-related behaviours, or lack of 

precautionary behaviours, are likely to be symptoms of other issues which will not be solved by bombarding people 

with information and leaving them to get on with it. 

 

Trnka and Trundle argue that the assumption that people will respond to responsibilization moves by meekly 

embracing and accepting such responsibilities is naïve38. People can respond by deliberately carrying out 

irresponsible acts, and many find the imposition of responsibility to be burdensome. They argue that the 

responsibilization discourse often focuses on self-sufficiency, but does not consider the individual's obligations to 

those in their social circles and accountabilities to others. That being so, much of the responsibilization discourse 

is naïve. It builds on an assumption of an autonomous capable citizen is unrealistic because it does not account for 

"the nuances of multiple responsibilities" (p. 3). In particular, by focusing so myopically on individual 

responsibility for self-care, it neglects citizens' social care responsibilities. There is much evidence that 

responsibilization often fails31. Rose and Lentzos argue that "projects for inculcating responsibility divide subjects 

into actual citizens, potential citizens, failed citizens, or anticitizens on the basis of their presumed or 

demonstrated capacity—or lack of capacity—to exercise responsibility; or their willful refusal of the demands to 

be- come responsible" (p.28)35. Given that some citizens live in a responsibilized world, where the imposition of 

such responsibility is unrealistic, we have to find a way to de-responsibilize them because responsibilization is 

clearly not working.  

 

When those who have been assigned a particular responsibility are not capable of handling it, other institutions 

will step in to fill the gap. Given that the average citizen, who is currently responsibilized when it comes to cyber 

security32, probably does not have sufficient capability, this might well happen. Those stepping in naturally charge 

for their services, and it is likely that many of those who need support and assistance the most will not receive it 

unless it is provided by volunteers20. In general, leaving citizens at the mercy of profit-seeking organizations tends 

not to work well in high-risk areas. Population levels of capability is a critical aspect in triggering de-

responsibilization initiatives27. Even experts disagree about the most important precautions that the average 

computer user ought to implement21, which points to the elusiveness of cyber skills. Widespread cyber 

responsibilization of the average citizen needs to be re-considered32. 

De-Responsibilization  
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Pellandini-Simányi and Conte (2020) explain that "de-responsibilization operates through a top-down, sovereign 

form of governance. It does not replace, yet constrains the fields of neoliberal governmentality and 

responsibilization, constituting a hybrid governance system of 'controlled freedom'” (p.1)27. Hence, it requires 

collaboration between government and citizen27. In some cases, it is latterly acknowledged that disasters have 

occurred because responsibilities have been assigned to those who should not have to handle them. Pellandini-

Simányi and Conte explain that after the widespread slump of 2008, the over borrowing was blamed on Hungarian 

banks' unethical behaviours rather than on people not embracing their responsibilities like good citizens27. 

Some researchers consider how de-responsibilization could be achieved27, but the cyber domain is not directly 

addressed. As a starting point, we need first to consider the relationship between the government and the 

responsibilized citizen.  

Prior finds that responsibilization sometimes implies monitoring of responsibilized citizens to ensure that they are 

embracing their responsibilities29. This is not done in order to intervene and assist, but rather to make judgements 

about how well they are doing what they are supposed to do. Phoenix and Kelly, studying responsibilization in the 

same domain, say that responsibilization is an effort to transform ‘young offenders’ into self-governing ‘young 

citizens’ (p. 421)28. Ekendahl et al. argue that responsibilization might well create a situation where the person’s 

rights are conditioned based on how well they behave12. Prior concludes that responsibilized citizens may lose trust 

in those who are responsibilizing them29. There is evidence of prevailing low trust in government25. Any mistrust, 

whatever the source, is likely to influence attitudes towards accepting de-responsibilization-related offers of 

support, given that reputation is so crucial in encouraging trust. In particular, reputation and experience in 

interacting with an entity increase the predictability of their behaviours1. 

Gudykunst emphasized that an ability to verify another party’s behaviour alleviates anxiety and vulnerability 

brought about by high uncertainty16. This line of reasoning is based on the argument that if the parties lack 

confidence in their ability to predict the other’s behaviour, feelings of vulnerability will exist. This suggests that 

uncertainty can only be reduced by information shared, also that knowledge as to the condition of this 

information will affect the (un)certainty level. To tie this in with predictability, Kellermann and Reynolds  

conducted a series of experiments on uncertainty provoking situations and found that when the target’s behaviour 

became more deviant (i.e. increasing unpredictability), the level of uncertainty increased22. 

Grimmelikhuijsen and Knies explain that if two conditions are present in a particular situation, trust becomes 

particularly relevant to a relationship, and both apply to the cyber domain15: 

(1) Risk: in cyber, this comes from two sources: the first is that governments exert power over citizens, and 

this can be abused; the second source of risk comes from the activities of cyber criminals targeting citizens. 

(2) Interdependence: Grimmelikhuijsen and Knies point out that in the allocation of responsibilities to either 

citizens and government, they are particularly interdependent15. Governments rely on citizens to 

implement cyber precautions and report cyber attacks. Governments, on the other hand, need to pursue, 

apprehend and prosecute cyber criminals, and ensure that the services they offer online are secured so that 

citizen data is not leaked32. 

The notion of trust, according to Mayer et al., is that it is the willingness of a trustee (the recipient of trust or the 

party to be trusted) to perform a particular function important to the trustor (the party that trusts the target 

party)24. Establishing trust is thus likely to be central to the de-responsibilization discourse because it will 

introduce a measure of interdependence into the relationship between the citizen and the government in a risk-

laden context. In particular, de-responsibilization in the cyber domain would require citizens to be willing to trust 

the government to manage their cyber security for them to a certain extent. Torkzadeh and Dhillon argue for the 

importance of reducing uncertainty in establishing trust38.  

Grimmelikhuijsen and Knies explain that trust can be measured on three dimensions: benevolence, integrity 

and competence, and this provides us with the three factors that will also influence trust in government in terms 

of de-responsibilization15. When the relationship is a new one, as suggested by a new de-responsibilization 

endeavour, attention should be paid to building trust. 
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Trust requires the reduction of uncertainty over time26. It is important for citizens to know where responsibilities 

lie. León discovered that citizens find it difficult to attribute responsibility correctly when these have been 

distributed and devolved to different levels of government23. If people don’t know who has the responsibility for 

something, or do not know how to fulfil their own responsibilities, they are likely to experience uncertainty, and 

probably reduced trust in government.  

 

It is thus helpful to understand the factors that reduce uncertainty and, by implication, build trust. Berger and 

Calabrese propose a theory that focuses on the potential influence of uncertainty during the beginning of a trusting 

relationship7. According to Berger and Clabrese’s definition (p.41) uncertainty about the other party is an 

“(in)ability to predict and explain actions”. Even though their study dealt with individuals and their behaviours, 

the principles are relevant to the cyber de-responsibilization of citizens. In particular, existing trust in government, 

based on their previous performance in other domains, is likely to carry over when new trust needs to be 

established6. 

There is some evidence that the modern 21st century citizen generally suffers from uncertainty, even without the 

cyber dimension being considered. This is perhaps due to being responsibilized: they are left to take care of 

themselves, which essentially means that being responsibilized denies them the information to allow them to 

construct expectations and certainty about how de-responsibilization in this domain might work for them. 

Uncertainty might also be caused by changes in society that have occurred over the last few decades2. Eminent 

authors characterize the changes in society in different ways. Sociologist Bauman argues that modern society is 

essentially a shift from a previously solid state to a new liquid state4. This state-imposed individualism has created 

existential fear. Bauman and Haugard argue that in this new society people are dominated by uncertainty and 

insecurity5. Bauman explains that the neoliberal state (i.e., the state that creates the responsibilized citizen) has 

shifted responsibilities onto individual shoulders4. In doing so, he argues that they cultivate insecurities and 

uncertainties. Another writer who has written about how society has changed is criminologist Young, who writes 

about the “Exclusive Society”40. In particular, he explains that the “new” society is infused with risk and 

uncertainty. Young explains that while difference can be tolerated, because differences can be ironed out as people 

learn to comply with societal norms, difficulties are not accepted. He argues that those who experience difficulties 

are generally targeted by education and if that fails, rejected and excluded. Hence responsibilized citizens are likely 

to experience varying levels of uncertainty, depending on the difficulties they experience in coping with different 

facets of their lives. 

Cyber security skills are rare, and those with these skills are highly sought after. The uncertainties that Bauman 

and Young refer to are likely to be experienced by many who have difficulties in coping with cyber security. This is 

especially so when the responsibility for cyber security is placed on an individual’s shoulders with little 

accompanying support, especially if they don’t have the requisite skills to manage their devices and information 

securely31. The responsibilized citizen who is unable to embrace that responsibility, for whatever reason, risks 

being blamed if things go wrong14. This is particularly true in cyber security33. 

Some people do not trust technology, and are uncomfortable with it. This might prevent meaningful 

collaboration between citizen and government in technology-related domains, such as cyber security. 

At the core of responsibilization is the idea that people are capable of taking the responsibility and carrying out 

the required actions or that they can be made capable by providing sufficient information. The previous discussion 

highlights the difficulties some people experience: i.e., many people are unlikely to have the required abilities to 

secure their own information and devices and to repel cyber-attacks. If these citizens are given responsibility 

without having the required capabilities, they are likely to experience uncertainty. This might well influence their 

response to any de-responsibilization initiatives. 

Model and Discussion 
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Figure 2 extends Berger and  Calabrese’s Uncertainty Reduction Theory based on the factors identified in the 

previous section i.e., those that are likely to influence citizens’ willingness to be cyber de-responsibilized7.  

 
 

Figure 2: Applying Berger and Calabrese to the cyber domain7 

Future Research 

We plan to carry out an investigation to validate the model proposed in Figure 2, so that we can answer the question 

stated in the Introduction: “What is the role of uncertainty in influencing citizens’ willingness to be cyber de-

responsibilized, and what factors feed into such uncertainty?” 

Conclusion  

With neoliberalism firmly on the global agenda, it is not surprising that citizens struggle to keep up with the 

increasing responsibilities that the 21st century brings. This includes cyber security complexities, which require 

specialist skills that are clearly beyond the average persons’ capabilities. As governments grapple with the changes 

they face, they have intentionally or unintentionally responsibilized their citizens regarding cyber security. 

Simultaneously, many citizens do not trust their governments, with uncertainty characterising and colouring the 

relationship. Our thesis on this ever-growing cyber security problem is for governments to build trust with their 

citizens and de-responsibilize them concerning the cyber security domain. Due to the sensitivity of the domain, we 

cannot see cyber security de-responsibilization taking place without increased trust between citizens and their 

governments, which can only flow if uncertainty is reduced. 
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