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Abstract
Satellite‐based, long‐distance free‐space quantum key distribution has the potential to
realise global quantum secure communication networks. Detecting faint quantum optical
pulses sent from space requires highly accurate and robust classical timing systems to pick
out signals from the noise and allow for reconciliation of sent and received key bits. For
such high‐loss applications, a fault‐tolerant synchronisation signal coding and decoding
scheme based on de Bruijn sequences is proposed. A representative synchronisation
timing system was tested in laboratory conditions and it demonstrated high fault toler-
ance for the error‐correction algorithm even under high loss. The performance limita-
tions of this solution are also discussed, and the maximum error tolerance of the scheme
and the estimated computational overhead are analysed, allowing for the possibility of
implementation on a real‐time system‐on‐chip. This solution not only can be used for
synchronisation of high‐loss channels such as channels between satellites and ground
stations but can also be extended to applications with low loss, high bit error rate, but
require reliable synchronisation such as quantum and non‐quantum communications over
terrestrial free space or fibre optic channels.
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1 | INTRODUCTION

Quantum Key Distribution (QKD) is able to secure
communication links making them immune to quantum
computer‐based attacks that threaten the existing deployed
public key cryptosystems such as the Rivest–Shamir–Adelman
(RSA) algorithm and Elliptic Curve Cryptography (ECC) [1].
Current commercial QKD systems are deployed over optical
fibre but intrinsic exponential losses restrict their range to
under 1000 km, typically tens to hundreds of kilometres in
practice [2, 3]. Satellite QKD has been proposed as an
alternative to establishing intercontinental secure communi-
cation links, with the pioneering Micius satellite providing
in‐orbit‐demonstrations of the concept [4, 5]. However,
transmitting faint quantum optical pulses between a satellite
and the Earth is challenging due to high channel losses and
rapid relative motion between the transmitter and receiver. In

order to pick out the low rate of detection events against
background noise, classical laser beacons provide precise
synchronisation so as to reject the detection events outside of
the expected time of arrival of each quantum signal pulse.
Additionally, each received detection event must be identified
with its transmission pulse; hence, there also needs to be a
mechanism to establish absolute pulse slot numbering.

There has been a general move towards space systems'
miniaturisation with the rapid take‐up of small satellite systems
such as CubeSats (1–10 kg) [6, 7]. This facilitates the deploy-
ment of QKD satellite constellations to provide widespread
and low latency global coverage that would be difficult and/or
expensive to achieve with conventionally sized satellites
(Micius is ∼650kg). But the constraints on size, weight, and
power (SWaP) of CubeSats pose additional challenges for the
design and operation of the auxiliary communication systems
required for QKD operation [8]. It is also desirable to reduce
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the cost and complexity of the ground segment, that is, optical
ground station (OGS), so they may be deployed in large
numbers, some of which may be mobile or transportable [9].

1.1 | Background

In a free‐space QKD communication system, just like for most
telecommunication systems, Alice and Bob require a way of
synchronising the transmitted and received signals. This may
be achieved through synchronising clocks at either end, and
referencing the signals to these local oscillators together with
the time‐of‐flight delay. This allows the receiver measurements
to be put in correspondence with the transmitted signals.
Improving synchronisation also allows smaller coincidence
windows to be used, hence increasing signal to noise ratio and
lowering the quantum bit error rate. Therefore, it is essential to
establish an efficient and reliable timing and synchronisation
(T&S) mechanism.

For example, for free‐space optical communications,
Khader et al. used binary‐phase‐modulated continuous‐wave
laser to achieve better than 1 ps error between clocks situ-
ated 4 km apart over several hours, despite high system
complexity and cost [10]. For quantum positioning, since the
accuracy of time synchronisation directly determines the ac-
curacy of positioning, a series of synchronisation methods
between satellites and ground stations have been proposed,
which could achieve a precision ranging from a nanosecond to
sub‐picosecond [11]. However, these methods are either based
on constellations or coherent detection, requiring enough
space or auxiliary facilities. Agnesi et al. used a laser ranging
system to launch a 55 ps laser pulse to a satellite at a distance of
7500 km [12] achieving a detection accuracy of 230 ps of the
reflected photons. But this method is based on the co‐location
of the transmitter and receiver and an internal clock network to
gate the detection signal as well as a known target distance.

Several different T&S approaches have been utilised spe-
cifically for QKD over long free‐space channels. Bourgoin
et al. demonstrated QKD over simulated high‐loss optical
channels and full post‐processing, using minimal computing
hardware at the receiver [13]. They used a predefined random
sequence for timing analysis, with the disadvantages of high
storage requirements (storing the predefined sequence) and the
need for fast processing. Similarly, the quantum satellite Micius
used a combination of Global Positioning System (GPS) Pulse
Per Second (PPS) and unencoded laser pulses for T&S, but at
the cost of system complexity [14, 15]. More importantly, the
above beacon pulses do not carry any absolute time informa-
tion, so the raw secure key of Alice and Bob needs to be
matched by a time‐consuming correlation algorithm that in-
creases the post‐processing overhead. The Japanese mission
SOTA demonstrated space to ground transmission of single‐
photon level polarised states [16]. It used a pseudorandom
binary sequence (PRBS) to encode the signal pulse. Although
the beacon carries absolute time information, recovery after
extended fading may not be rapid. Additionally, the
correlation‐based matching algorithm is not very efficient.

While the above techniques have been proven to work in their
respective implementations, there has not been much research
focussing on the requirements of resilience and speed utilising
low resources.

1.2 | Contribution of this paper

Here, we present an alternative T&S method using a beacon
with on‐off modulation encoding a de Bruijn sequence. The
beacon co‐propagates with the quantum signals and provides
both synchronisation information for identifying detection
coincidence windows and absolute pulse positioning for QKD
reconciliation. The de Bruijn sequence is generated determin-
istically in real‐time, reducing storage requirements, and is
optimal for locating the position in a bit stream as only an n‐bit
sub‐string is needed to uniquely identify its location within a 2n

length cycle. The rising edges of the pulses are used to provide
tight timing information, so that the arrival time windows of
the quantum signal can be identified. The system displays good
robustness as well as encoding and decoding efficiency.

The beacon modulation has also been designed to balance
sequence encoding efficiency with timing jitter performance.
For each bit in the de Bruijn sequence, we use two pulse slots
to represent the binary code, on–on is 1 and on–off is 0. We
call this a Hybrid de Bruijn Code (HDBC) and it avoids long
periods with no pulses (e.g. for a long string of conventionally
encoded 0 s) that would impact upon timing jitter. The first on‐
pulse of every encoded bit also allows monitoring of the pulse‐
loss ratio and link status.

Our de Bruijn‐based T&S system has the advantage of
rapid re‐establishment of absolute pulse position after link loss,
for example, due to turbulence‐induced channel fade, requiring
a minimum of received encoded beacon bits, allowing real‐time
reconciliation between the OGS and satellite. More impor-
tantly, the implementation of the synchronisation protocol can
be directly deployed on the existing beacon system used for
satellite acquisition, pointing and tracking (APT) without
adding additional hardware, which is critical for a resource‐
limited CubeSat. Here, we experimentally test the resilience
of the scheme to beacon corruption and devise schemes for
error detection and correction of pulse position that can be
straightforwardly implemented on embedded hardware.

2 | EXPERIMENTAL SETUP AND
METHOD

We have developed a laboratory demonstration of an optical
T&S link designed for pulse gating and numbering of quantum
signals in satellite QKD (Figure 1). The transmitter employs a
field‐programmable gate array (FPGA) to generate a modu-
lated pulse stream for the beacon signal that is sent to the
beacon receiver consisting of a high‐sensitivity avalanche
photo‐diode (APD) detector operating in a linear (non‐Geiger)
mode. For laboratory tests, we use an ND Filter to simulate
beacon channel loss in the range of 50–70 dB. For testing, a
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PRBS module is used to provide simulated electronics pulses
to drive a quantum source that experiences 30–60 dB of
channel loss. The quantum source and the beacon are
synchronised by a shared internal clock network. In the
receiver, the detector outputs of beacon and quantum channels
are time tagged and processed by the T&S system in order to
identify the quantum signal events and identify the pulse slot
number index. Finally, through authenticated classical
communication between the satellite and the OGS, the
received quantum signals would be post‐processed to generate
a final secret key string; this final step was omitted in the
demonstration of the T&S system.

In combinatorial mathematics, a de Bruijn sequence of
order n on a size‐k alphabet A is a cyclic sequence in which
every possible length‐n string on A occurs exactly once as a
sub‐string (i.e. as a contiguous sub‐sequence).1 Such a
sequence is denoted by Bðk; nÞ and has length kn, which is also
the number of distinct strings of length n on A. The de Bruijn
sequence has been widely used in various fields [18]. Due to
the de Bruijn sequence's high efficiency, it has become an
important navigation method in automated guided vehicles.
For example, by placing a series of de Bruijn‐coded binary
colour pattern on a robot's route, it can decode its absolute
position by scanning the local pattern. This solution eliminates
the need for high‐precision sensors and reduces costs, which is
especially important in industrial applications [19, 20]. Howie
et al. used de Bruijn‐coded long exposure photographs to
detect meteor fireballs and efficiently decode the meteorite
trajectory from the picture [21]. In addition, de Bruijn se-
quences and their associated graphs can be constructed for
grid network topologies [22] used in distributed hash table
protocols [23], gene tag coding in bioinformatics [24], and
other applications [25].

In Figure 2, an HDBC pattern example Bð2; 4Þ is given.
Here, we use the BB84 QKD protocol [26] as the example.
The four transmitted polarisation quantum signal pulses, H, V,
A, D are all synchronised with the beacon channel. Reliably
obtaining the arrival time and index of each quantum pulse at
the receiver is critical to the post‐processing steps of the
protocol. The clock and the red pulses (without binary label)
are not modulated, thus allowing them to be used for precise
timing on the rising edge. To improve the suppression of noise
signals, the pulse peak power and rise time should be chosen
carefully. The blue pulses (with binary label) are encoded in the
de Bruijn sequence, which delivers the absolute pulse index of
each quantum detection to the receiver. For high‐loss appli-
cations, increased peak pulse power is required to maintain low
timing jitter. To keep the average beacon power as low as
possible, the repetition rate and duty cycle of the beacon is
reduced compared with the quantum signal. The quantum key
rate is kept high (typically 100 MHz); thus, the recovered
beacon clock (at 100 kHz) needs to be interpolated before
synchronising with the quantum signal. After interpolation, the
clock pulses not only can supply a very stable reference edge
but also give us a beacon error rate (ratio of undetected to
detected pulses) in the case of high channel loss. The de Bruijn
pulses determine the position numbering of the quantum
signals from the start of the transmission with extremely high
decoding efficiency.

To minimise the memory and computational requirements
for generating de Bruijn sequences, a linear‐feedback shift
register (LFSR) method is used. An LFSR is a shift register
whose input bit is a linear function of its previous state. The
most used linear function of single bits is exclusive‐or (XOR).
Thus, an LFSR is most often a shift register whose input bit is
driven by the XOR of some bits of the overall shift register
value. Due to these two features, the structure is very suitable
for implementation in an FPGA system [27]. On the one hand,
this structure only needs to be implemented with a few of the
logic elements, which means the logic resource requirements
for FPGA are particularly low; on the other hand, each clock
cycle can generate a new bit which brings the possibility of
real‐time coding removing the need to store a predefined
sequence in memory.

The HDBC sequence encode and decode scheme is shown
in Figure 3. The left block is the transmitter on the satellite
which includes a code generator and a laser pulse driver
module. For the link between satellite and OGS, the beacon
channel loss for our CubeSat‐based QKD system is in the
range of 50–70 dB. More importantly, it will suffer from noise
including turbulence, background light, fluctuating cloud cover,
all of which may even cause a link interruption (or fade); hence,
a reliable code pattern that can correct errors is critical. The
right block on the diagram is the decoding workflow. After
being received by the time tagger, the pulse train is first
decomposed into two sub‐strings, half is the de Bruijn
sequence and the other half is the clock signal. The clock
sequence should have a near constant period without any
modulation, other than that due to Doppler chirp caused by
satellite motion. Inputting this to the error‐ratio monitoring

F I G U R E 1 High‐level satellite Quantum Key Distribution T&S
schematic. A beacon channel is established between the transmitter and the
receiver allowing the optical ground station (OGS) to gate and synchronise
the quantum signals sent by the satellite. The beacon produces high peak
power, short duration optical pulses at a low duty‐cycle. The quantum
source is driven by a quantum random number generator (QRNG) to
ensure cryptographic security of the distributed key (a pseudorandom
binary sequence was used for testing). During an overpass, the channel
losses vary from 20 to 30 dB due to changing range and atmospheric
attenuation. The satellite to ground (downlink) beacon also is used to
provide tracking and polarisation reference frame information for the OGS
(not shown)

1
As with most “named” results, de Bruijn was not the first to discover such sequences
[17].
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module allows an estimate of the fraction of lost pulses that
serves as an estimate of the error ratio of the de Bruijn
channel. Since the errors are almost entirely caused by the loss
of pulses, the error distribution is asymmetrical, that is it is
more likely that a ‘1’ becomes ‘0’ than vice versa.

Once a sub‐sequence of beacon pulses is received, the
absolute position within the entire sequence must be deter-
mined. Traditional binary string matching needs to perform
correlations over large subsets of bits stepping through many
delay settings, which leads to complex and slow matching al-
gorithms. According to the property of de Bruijn sequence,
every possible length‐n string in the sequence occurs exactly
once as a sub‐string, so we use a look‐up table matching
method (LUTM) to greatly improve the matching efficiency
(see Figure 4). We precompute a table to store the position
index of all sub‐string patterns that can be efficiently searched
once a sub‐string has been received.

The absolute pulse index decoding procedure needs to
be robust against errors in the received beacon pulses. Since
Hamming invented the first error correction code (ECC) in
1950 (the Hamming (7, 4) code), it has been widely used in
computing, telecommunication, information theory, and
coding theory [29]. The central idea is that the sender en-
codes the message with redundant information included
within the ECC that allows the receiver to detect a limited
number of errors that may occur anywhere in the message,
and often correct these errors without re‐transmission. This
means that the amount of data actually sent is greater than
the actual information to be communicated. There are many
kinds of ECCs for different circumstances, for example, the
AN code, BCH code, Walsh–Hadamard code and so on
[30–32]. However, for the de Bruijn code, due to its special
properties, a sub‐string with a length greater than n contains
additional information that allows the detection of errors
without transmitting redundant data. In an ideal de Bruijn

sub‐sequence, the position indices of adjacent pulse sub‐
strings should continuously increase by one. However, the
presence of errors leads to the decoded position index
advancing discontinuously, or even if it is still continuous, all
positions are offset by a value. These are the two situations
the decoding algorithm must overcome in an error‐
corrupted de Bruijn sequence:

Error pattern A: The decoding results of adjacent pulses
have jumps and do not show a smooth increment.
Error pattern B: The decoding results of adjacent pulses
still show a smooth increment, but they are offset by a
value from the original position.

As shown in Figure 5a, in the first case, the error bit can be
easily detected by finding the break point where the position
index is not advancing uniformly. However, if only the conti-
nuity of the decoding result is used to judge whether the
decoding is correct, then we will mistakenly regard the second
case to be correct. To solve this problem, we need to increase
the sub‐sequence length Ls for decoding, but a longer sub‐
sequence introduces additional computational overhead.
Hence, we are interested in how short a sub‐sequence can be
and still be able to reliably detect and correct errors. From
another perspective, considering the random distribution of
errors, the question is what error rate the decoding algorithm
can tolerate.

There is the possibility that some sub‐sequences include
more than one error bit, exceeding the upper error tolerance
limit, therefore an improved decoding strategy is needed.
First, the algorithm finds a 2n sub‐sequence without any
error bits. This step is significant and complex because we
need to guarantee its correctness. As Figure 5b shows, the
algorithm first finds a 2n sub‐sequence with a continuous
position index, then it moves forward to the next 2n sub‐
sequence with continuous position indexes and no overlap.
Then, if the time offset between two sub‐sequences is equal
to the difference in position index between the two sub‐
sequence after decoding, we can be confident that the first
2n sub‐sequence is correct. Once the algorithm has found
the first corrected sub‐sequence (frame header), each time it
moves forward one bit, it should find the next sub‐
sequence. Even if there is an error bit, it will appear on
the last bit. So, after the frame header is found, each time
the algorithm just needs to pick an nþ 1 sub‐sequence,
then two pulses positions can be decoded. If they are
continuously increasing, then the sub‐sequence is correct,
otherwise, the last bit is wrong. The improved decoding
process can be summarised as follows:

Step 1: Find the first correct sub‐sequence (frame header).
Step 2: Each time pick a length‐(n + 1) sub‐string, decode
two position indexes. If the two values are continuously
increasing, then move forward 1 bit and repeat Step 2. If
not, jump to Step 3.
Step 3: Detect the position of the error bit, correct it
and return the right result. Update the error‐ratio

F I G U R E 2 Hybrid de Bruijn Code (HDBC) pattern. A HDBC pattern
is designed for the purpose of timing and synchronisation. It interleaves
unencoded clock pulses with a de Bruijn sequence, so that it can carry both
the position and time information of the quantum signal. The quantum
signals (H, V, A, D) are detected within the arrival time slots that are
calculated by the receiver from the beacon timing information carried by
the rising edges. Noise counts detected outside the pulse slots are rejected,
and the degree of suppression is given by the ratio of the pulse slot width
and the repetition period of the quantum signal. The pulse slot index
number is determined from decoding the de Bruijn encoded sequence. In
practice, the beacon signal rate is much lower than that of the quantum
signal transmission, hence the pulse slot times and indices are interpolated
between beacon pulses
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record, if the error ratio differs greatly from the clock
error‐ratio, then jump back to Step 1; if not, jump back
to Step 2.

The optical link between the satellite and OGS may be
interrupted due to cloud cover, pointing disturbance, or a burst
of turbulence leading to an extended loss of pulses. When the

F I G U R E 3 De Bruijn sequence encode and decode diagram. There are four main steps through the process. The first step, generation, creates a beacon
laser signal encoded using the Hybrid de Bruijn Code (HDBC). A Xilinx Spartan 6 FPGA is used for electronic pulse generation and modulation. Within the
FPGA, a pulse width controller sets the pulse duration of the beacon. A linear‐feedback shift register (LFSR) de Bruijn sequence generator can generate a de
Bruijn sequence with a repetition of 50 KHz in our configuration. A single‐frequency pulse generator is used for generating an unencoded pulse as the clock, the
MUX is used for interleaving the two separate sequences to produce a 100 kHz HDBC sequence. A laser driver board was designed in the lab to power a laser
diode (Thorlabs LP904‐SF3) with a wavelength of 904 nm. A pulse power controller adjusts the optical pulse peak power and the laser driver converts the
electronic pulse into the laser pulse with the configured parameters. The transmission stage mainly describes the signal channel characteristics such as
background light noise, Cloud, turbulence and so on. All of these factors will affect the jitter between the beacon and quantum signal and even introduce errors
into the sequence pattern. In the Detection block, the optical pulse is converted into an electronic pulse which is sampled. The APD (Hamamatsu S13282) has a
very high conversion gain of ∼3:4MV/W at 904 nm. A constant fraction discriminator (CFD) is used to reduce signal jitter/walk due to signal amplitude
variations. A Time Tagger [28] is used for recording the absolute time of the arrival pulse. The final step is decode and recovery which is implemented by a software
algorithm. Sequence decomposition separates the de Bruijn sequence and clock. The frame header finder is used to find an acceptable location and start decoding
from that location. The 2n sub‐sequence discriminator is used to determine whether the sequence contains error bits. The Qubit position decoder will decode the
pulse position based on the pre‐defined look‐up table when the sub‐sequence is correct. The error bit finder and recovery module can find the error bit position in
the sub‐sequence and correct it. The clock error rate monitor and the de Bruijn error rate monitor tracks the error rates of the two sub‐sequences in real time, and
the comparator will trigger the decoding interrupt when the two error rates have a significant difference

F I G U R E 4 Look‐up table matching method (LUTM) structure. The binary value of each sub‐string is converted to decimal and is stored alongside its
position in the sequence. The sorted table is pre‐generated before the communication. This greatly improves decoding efficiency at the expense of a small
amount of storage space
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link resumes, we would like to re‐establish index decoding as
quickly as possible with the minimum number of beacon bits.
The clock pulses are used for monitoring the link and if the
OGS fails to detect them, it means the link has been inter-
rupted. The clock pulses can also be used for monitoring the
pulse loss ratio in real time. The two signals passing
through the same channel should have a similar loss; if the
pulse loss ratio of the clock and de Bruijn pulses differ
significantly, it means the decoding algorithm has experi-
enced a problem and the decoding process will stop and
restart. Each time when there is an interruption, the
decoding process needs to restart, and we need to re‐find
an uncorrupted frame header.

3 | RESULTS

For the system introduced above, we experimentally tested
its resilience against noise and interrupt recovery ability.
An artificial noise source is used to add errors to the
ideal signal pulse. The noise source digitally generates a
Gaussian distributed random signal, and the required noise
level can be set by adjusting the threshold. The effect of
the noise is characterised by the bit error rate (BER).
Also, we define another factor called the decoding bit
error rate (DBER) to describe the performance of the
decoding process. Although the de Bruijn code for timing
may be recovered by more intensive post‐processing of
detector time tags, the real‐time decoding accuracy is still
an important evaluation criterion for the performance of
a deployed, low‐processing footprint ground terminal.
A higher decoding accuracy reduces the need for addi-
tional computation, memory, and time on post‐processing,
and most importantly makes real‐time reconciliation a
possibility.

A performance comparison between decoding with or
without the error correction is shown in Figure 6 where a
significant improvement can be seen due to the correction
algorithm, especially at large values of the BER. Below a BER
of 0.2, the DBER remains low, not exceeding 0.03. Figure 7

shows in detail the performance of the error correction algo-
rithm. Figure 8 shows the results of a complete encoding and
decoding experiment.

4 | PERFORMANCE ENVELOPE

For a timing and synchronisation method applied in high‐loss
situations, it is critical to evaluate the error tolerance and
computational complexity of the algorithm. In this section, we
discuss the maximum error rate the algorithm can tolerate
giving an indication of the harshest environment in which this
solution can be used. In addition, we discuss the computational
overhead of this solution pointing the way to real‐time
implementation of the decoding scheme on a dedicated
system‐on‐chip.

F I G U R E 5 Error detection and correction
scheme. (a) Two error patterns of the de Bruijn
sequence. In the first situation, the decode result
does not increase steadily due to an error; in the
second situation, the decode result is successive, but
the results have an offset compared with the actual
position. (b) Frame header finding method

F I G U R E 6 Decoding error versus bit error rate (BER) for Bð2; 20Þ

[33]. The dark boxes represent the decoding bit error rate (DBER) without
error correction, from which we could see that the DBER increases
logarithmically with the increase of BER and eventually tends to 1 for high
BER. The red circles represent the DBER with error correction. Compared
with the dark boxes, the DBER does not increase significantly between BER
values of 0% to 20%, and it always remains lower than 3%
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4.1 | Maximum error rate that can be
tolerated

First, we will still use BER to evaluate the error rate in the raw
data. Specifically here, we can explore how short a sub‐string in
which an error bit can be detected. According to the charac-
teristics of a de Bruijn sequence Bð2; nÞ, each sub‐sequence of
length‐n can be decoded to obtain a corresponding position
index within a cycle of length 2n. If we want to get the position
information of m adjacent pulses, we need to pick a sub‐
sequence of length nþm − 1. Let us assume that there is,
on average, a single bit error in this sub‐sequence; hence, the
BER is

BER¼
1

nþm − 1
; m > 0: ð1Þ

Here let us consider two cases, one is when 0 <m ≤ n and
another case is when m > n. In the first case, the worst situ-
ation is that the error bit happens to be in the middle of the
sub‐sequence, which means each length‐n sub‐sequence will
include the error bit, and it results in the second wrong
decoding situation, that is all the pulses' position indexes are
still continuous but with an offset. In the second case, let us
first consider a sub‐sequence of length 2n. Wherever the error
bit is, there is always an n‐bit sub‐sequence that does not
contain it. This means that even if all the other n‐bit sub‐se-
quences’ decoding results vary continuously and have an offset
relative to the original position, the error free sub‐sequence will
supply the correct position, and there must be a break in
continuity between the correct and adjacent incorrect se-
quences. This rule gives us a basis for detecting error bits in
sequence with high confidence. From a statistical point of view,
this provides an approximate upper limit of BER for reliable
decoding using a 2n sub‐sequence:

max BER¼
1
2n

; n > 2: ð2Þ

4.2 | Decoding algorithmic complexity

In order to further verify the utility of this solution, we need to
estimate its computational load. We have shown above that the
decoding is highly efficient, and there is potential for real‐time
processing using a system‐on‐chip. The whole process can be
divided into two parts: searching for a frame header and
decoding all the following pulses. We assume a general binary
de Bruijn sequence of length‐n Bð2; nÞ and analyse the
decoding complexity of a single pulse sub‐sequence position.
This is determined by the complexity of a single LUTM
operation measured in clock cycles. This is then defined as our
unit operation, and all subsequent complexity calculations are
based on this unit.

4.2.1 | Frame header finding

After the commencement of a communication connection, the
first phase is to find a definitely correct sub‐sequence so as to
ensure that in the subsequent decoding, each sub‐sequence
contains at most one error bit. Here, a factor c needs to be
introduced, which determines on average how many attempts
must be taken to find a correct sub‐sequence that does not
contain an error from an arbitrary position in a noisy sequence.
Assuming that the error rate of the sequence is lower than the
upper error limit, then every time, we need to extract a sub‐
sequence with a length of 2n to verify whether it is without
errors. Because we need to find two correct sub‐sequences in
different positions and further compare the distance between
the two sequences and the difference between the respective
decoding results, this is equivalent to finding a frame header.
Therefore, the total algorithm complexity is

f nð Þ ¼ 2c ⋅ nþ 1ð Þ; ð3Þ

where the constant c is evaluated in the following.
Considering the statistical distribution of the intervals be-

tween two adjacent random error bits, we denote the proba-
bility of an interval greater than 2n as β that depends on the
BER in the sequence. In a sequence of length 2n

β þ n, a
completely correct sub‐sequence of length 2n can be found
with high probability. Here, assuming that the noise model
obeys the Gaussian distribution, the relationship between β
and BER can be obtained by analysing a series of experimental
data. Figure 9 shows that when we use n¼ 20, the probability
that the interval between two adjacent error bits is greater than
2n varies with the bit error rate. The empirical formula ob-
tained by fitting is shown in

β nð Þ ¼ 0:9394 � e−
ðBERþ0:1016Þ2

0:11952 ; n¼ 20; ð4Þ

F I G U R E 7 Decoding bit error rate (DBER) versusbit error rate (BER)
with error correction for Bð2; 20Þ [33]. This shows a zoomed portion of
Figure 2 indicating the DBER for even moderate to high BER. Performance
degrades gracefully up to BER ∼ 0:15, above which the decoding accuracy
deteriorates quickly

ZHANG ET AL. - 7



The factor c

c ¼
2n

β nð Þ
þ n; ð5Þ

and the total algorithm complexity is

O frameheaderð Þ ¼O
4n2

β nð Þ
þ 2n2 þ

4n
β nð Þ

þ 2n
� �

: ð6Þ

The error interval ratio is related to the length of the
selected substring, β nð Þ in the formula is a function of n thus
changing for different lengths of de Bruijn codes. According to
the upper limit of noise tolerance calculated in section A, the
upper limit of the algorithm complexity is when the BER¼ 1

2n.
In the situation where the timing and synchronisation is

processed offline, the time required for its operation is less
critical. However, for real‐time operation, the delay in finding
the frame header given by the above expressions is important
because it represents the algorithm's response ability and re-
covery speed for link re‐connection.

4.2.2 | Single pulse decoding

After finding the frame header, the algorithm will move
forward one bit at a time on the main sequence, extract
sub‐sequences of length‐nþ 1, and decode them, so as to
ensure that there is at most one error in each sub‐string,
and it must be at the lowest position. Ignoring the addi-
tional time needed for correcting detected errors, the algo-
rithm complexity is

O eachpulseð Þ ¼O 2ð Þ: ð7Þ

The algorithmic complexity of decoding each pulse is
independent of the noise contained in the sequence, and the
complexity is extremely low. In addition, since each LUTM
operation does not include multiplication and does not
involve subsequent data, the decoding operation of each
pulse is independent of each other. These two characteristics
make the algorithm very suitable for platforms such as
FPGA and DSP to provide a basis for future real‐time
processing.

F I G U R E 9 The relationship between the error interval ratio (β) and
BER

F I G U R E 8 Experimental decoding for Bð2; 20Þ for BER¼ 0:15 [33]. The first row shows the received pulse data with green representing correct bits,
wrong bits in red, link loss by grey. In order to be clearer, the red error lines are displayed in bold. The second row shows the decode results, green for correct
positions, blue for frame headers, and grey for the interrupted segments. We see that all the errors are detected and corrected, and every time when there is an
interruption, the algorithm will restart to find a ‘frame header’. The third row is the error rate difference estimated by counting the lost clock counts, and comparing
with the errors in the predicted de Bruijn sequence, both accumulated in 1200 clock cycles. In the simulation, we artificially introduced an unknown decoding error
at a random position indicated by the third blue line in the decode result, around pulse index 6:5 � 105. This error caused all the next decodes to show errors that
would not be detected by the de Bruijn decode module. However, this potentially serious problem was detected by the error rate difference between the clock pulses
and the de Bruijn decode module exceeding the threshold. This initiates a decode pause followed by a successful restart

8 - ZHANG ET AL.



5 | CONCLUSION

In summary, we propose a synchronisation method based on
de Bruijn sequences which is suitable for timing and syn-
chronisation over high‐loss communication channels. In
space to ground quantum communications, the channel loss
is particularly large, so it is particularly prone to beacon loss
or even link interruption. An HDBC pattern has been
designed to cope with these conditions so that errors in the
timing sequence can be detected and corrected. In addition,
we propose a sub‐string matching method based on LUTM,
which can greatly improve the matching efficiency and pro-
vide the possibility for real‐time pulse reconciliation. Finally,
we determine the maximum error ratio that can be tolerated,
and study pulse pattern prediction based on the received
pulse train.

The system has been designed to reduce the computa-
tional overhead required to establish the absolute pulse in-
dex, especially after extended link loss. The de Bruijn code
provides an efficient sequence position encoding that has
inherent error tolerance that is exploited in achieving
robustness to beacon corruption in the decoding process.
The rapid index recovery is especially valuable for real‐time
pulse reconciliation in (LEO) satellite QKD where the
time for communication is restricted during the overpass.
The proposed method has general applicability outside of
satellite QKD. It is not restricted for use in the synchroni-
sation systems of high‐loss channels such as channels be-
tween satellites and ground stations but can also be extended
to applications with high loss, high bit error rate, and the
need for reliable synchronisation, for example, fibre‐based
quantum communication [34–36], other platforms like
drones [37] and quantum secure direct communication
[38, 39].
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