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Abstract—Preventing vision loss from glaucoma, the second leading cause of blindness globally, relies on early detection and intervention. A key clinical indicator for early detection is structural change of the optic nerve head (ONH), which impacts the ONHs three-dimensional footprint on the retina. Clinically, such footprint is commonly assessed by subjective observation through a slit lamp, with significant inter- and intra-observer variability. Objective devices that rely on 3D imaging show promise in increasing diagnostic accuracy within clinics but are prohibitively expensive for many. In previous work, we demonstrated the initial feasibility of obtaining 3D surface images by applying stereo vision techniques to a slit lamp fitted with low-cost cameras. In this paper, we present the assessment of the precision and accuracy of our system with ONH targets in an eye phantom. Quantitative reconstructions, referenced to ground truth data, were obtained. Current results, albeit promising, suggest that more work is likely needed to improve accuracy and precision to a clinically significant level.
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I. INTRODUCTION

A. Problem

The second leading cause of blindness globally is glaucoma [1]. Its most prevalent form, primary open angle glaucoma (POAG) [2], is a slowly progressing optic neuropathy that irreversibly damages the neurons, more specifically retinal ganglion cells (RGCs), which connect the retina to the brain, leading to irreversible vision loss. Its irreversible nature means that early detection and treatment, which can halt or slow progression, is vital. Since visual degradation is often not noticed by the patient, or even detectable through visual testing [3], until the condition is advanced, early detection usually relies on detecting structural changes. Such changes impact the three-dimensional shape of the optic nerve head (ONH), the point at which the axons of the RGCs meet to exit the eye and form the optic nerve, directly visualizable using retinal imaging techniques, causing its dimple-like structure to appear more and more excavated as damage progresses, thus making it a key clinical indicator.

One of the major reasons that people are still becoming blind from POAG is that over half of those that suffer from it are unaware of it [4]. Part of this can be attributed to cases being missed by clinicians, though quantitative data is unclear [4]. Indeed, in clinics, the ONH is most commonly assessed in a subjective manner, by qualitative observation of a stereoscopic view of the structure [5], either directly using a slit lamp or in photographs taken with a fundus camera. Such assessment is not straightforward, leading to significant inter and intra-observer variability, even for specialists [6]. Quantitative imaging devices, such as optical coherence tomography (OCT) systems and the Heidelberg Retinal Tomograph (HRT, effectively a variant of a laser scanning ophthalmoscope), which are able to provide an objective assessment based on 3D surface reconstruction (or full depth 3D reconstruction in the case of OCT), have been shown to provide better diagnostic accuracy than general ophthalmologists who, in turn, have a higher level of training than the primary eye care health professionals who perform front-line referrals to hospital services. These systems are prohibitively expensive for many services. Much work, including [7]–[11], has been carried out on the idea of performing 3D surface reconstruction of the ONH by applying stereo vision techniques to stereo images acquired of it using a fundus camera, however these systems are still reliant on costly image acquisition and processing hardware.

B. Project Aim and Objective of this Work

Our work has focused on applying computer stereo vision techniques to retinal stereo image pairs obtained using a slit lamp biomicroscope with low-cost consumer-grade cameras fitted to its eye pieces. We previously reported on demonstrating the initial feasibility of this idea on ONH targets in a phantom eye [12]. With the present article, we report on the current accuracy and precision of the technique in reconstructing the surface of ONH targets in an eye phantom.

II. EXPERIMENTAL SETUP

A photograph, and CAD rendered 3D model, of the experimental setup (involving both the imaging system and eye phantom) are provided in Fig. 1. The photograph shows the eye phantom fixed in position, on a frame constructed from aluminum profile (KJN Automation Ltd, Leicester, UK), in front of the slit lamp lens of the imaging system.
A. Imaging System

The assembled system featured a mount (shown in black in the CAD model in Fig. 1) which was clamped onto the slit lamp (shown in red) and used to hold a slit lamp lens, required for imaging the back of the eye with a slit lamp, in position in front of its objective lens. It also featured two cameras mounted, using a mount (shown in blue), onto its eye pieces. The slit lamp used in this work was a Zeiss 30 SL-M (Carl Zeiss AG, Oberkochen, Germany).

1) Indirect lens: The slit lamp lens used within this setup was a 90 D SuperField (Volk Optical, Mentor, OH, USA), a lens which is commonly available within clinics. This lens was press fit into a ring part, which was itself fit into the main mounting arm, allowing some adjustment of the lens’ axial position for focusing. The lens was positioned approximately 140 mm in front of the slit lamp’s objective lens. The parts used to mount the lens were all printed in black PLA+ (Sunlu, Los Angeles, California, USA) on a Wanhao Duplicator i3 3D printer (Wanhao, Jinhua, China).

2) Cameras: Raspberry Pi NoIR v2.1 Cameras (Raspberry Pi Foundation, Cambridge, UK), which feature an 8-megapixel CMOS sensor, were used. Their stock lenses (f = 3.04 mm) were removed and replaced with M12 board lenses with a focal length of 8 mm (Hongkong Ansice Industrial Co, Ltd, Hong Kong, China) in order to obtain a narrower field of view. Replacement required that the stock lens be removed, the sensors housing be rigidly fixed to the PCB board backing it, using Loctite 4305 (Loctite, Düsseldorf, Germany), and screwing the board lens into a mount (3D printed in black PLA+ on a Wanhao Duplicator i3 3D printer) which itself was secured to the PCB board using Loctite 4305. The cameras were connected to a single StereoPi board (virt2real, St. Petersburg, Russia), containing a Compute Module 3 (Raspberry Pi Foundation, Cambridge, UK), which enabled viewing of a video stream from the cameras on a monitor, and image capture.

B. Eye Phantom

The eye phantom featured a single 14 D bi-convex trial lens (BiB Ophthalmic Instruments, Stevenage, Hertfordshire, UK), to provide refractive power; an air-filled interior; a 3D printed iris with an 8 mm pupil; 3D printed ONH targets; and two 2 mm flat top white LEDs (Kingbright, Issum, Germany). These components, all shown in orange in the CAD model in Fig. 1, were held in place using 3D printed mounts fitted to the back and front of a camera macro-bellows (Fotga, Shenzhen, China). Such mounts and the macro-bellows are shown in green. All 3D printed components of the phantom were printed in green PLA (RS Components Ltd, Corby, UK) on an Ultimaker 2+ 3D printer (Ultimaker B.V., Utrecht, Netherlands), apart from the ONH targets, which were printed in ecoPLA (3DJake, Paldau, Austria) using the same printer. A calibration target, featuring a checkerboard pattern, required to calibrate the imaging system, was also created.

1) Optical Design: For simplicity at the current stage of research, the optical setup of the eye phantom was intended to mimic an emmetropic eye (i.e., one that is infinity focused). Albeit matching a human eye in terms of optical geometry and subtended (angular) sizes, the phantom’s geometrical size was set to be 4.3 times larger than the typical human eye, for simplicity of handling. At this early stage of the research, the optics of the eye phantom were chosen to allow for refractive power, but not mimic the more complex optical aspects of the human eye, such as spherical aberration, coma, astigmatism and chromatic aberration.

2) Optic nerve head targets: Two different ONH targets, representing different ONH morphologies, were created – one resembling an ONH without pathology and the other resembling an ONH with significant glaucomatous damage. A photograph of these is provided in Fig. 2. The dimple structures are enlarged, according to the scale factor of the eye phantom,
so that they appear to be of the same size as a life-sized ONH in a life-sized eye when viewed through the optics of the phantom. The structures have a depth and diameter of around 3 mm and 8.6 mm, respectively. The process taken to design and fabricate these is detailed in our previous work [12]. In this case, however, a larger prism has been used for embedding the dimple-like structures. To aid alignment of the reconstructions with ground truth data, 4 ink marks were made near the bottom of the dimple structures and 4 near the top surfaces, to act as optical anchor points for referencing the measurements to the ground truth data.

3) Calibration target: The calibration target contained a 10 x 7 checkerboard of squares, created photographically on Rollei RPX 25 black and white film (Rollei, Hamburg, Germany) by photographing a Philips BDM4350UC 43” monitor (Philips, The Netherlands) with 4K resolution displaying the pattern, using a Yashica FX3+ camera (Yashica, Japan) camera with stock 50 mm lens, and then having the film developed by a commercial developing lab. It was glued flat to a standard glass microscope slide using Loctite 4305. A thin white plastic film (from packaging) was taped to the other side of the slide to retroilluminated by a 5 mm through-hole white LED (RS Components Ltd, Corby, Northamptonshire, UK). The size of the individual squares within the checkerboard were determined by photogrammetry against a reference scale, in this case the legs of a set of calipers (Mitutoyo Ltd., Andover, Hampshire, UK) set at 10 mm. In this, a length of squares was measured and the value divided by the number of squares measured. This was carried out with 4 different images, measuring different sides of the checkerboard, and the mean square size determined was 1.165 mm (sample standard deviation [SD] = 0.005 mm).

III. PERFORMANCE TRIAL

The imaging system was used to capture images of the ONH targets and calibration target in the phantom, which were then processed using a stereo vision pipeline before quantitative validation against ground truth data was performed.

A. Setup and Image Capture

The magnification setting on the slit lamp was set to 30 and fixed at this for the entirety of the trial. The cameras were focused to infinity and the eye pieces set to their zero-diopter setting. The axial position of the slit lamp lens was adjusted such that the imaging system was focused to infinity – allowing imaging of an emmetropic eye. One of the ONH targets was placed on the retina of the phantom, and on its optical axis. The LEDs that are inside the phantom that provide illumination to the targets from inside, were connected to a power supply and powered. Stereo images were acquired of the ONH target already inside the phantom. The target was then rotated 90° around the phantom’s optical axis and again imaged. This was repeated until 4 images were obtained, each with the target at a different rotation, and then the same was done for the other target after interchanging them, giving 4 repeated measurements of each target. The system was not re-aligned during the imaging session.

The LED of the calibration target was then connected to a power supply to power it. The target, held using a flexible helping-hand support (B07YP4V5S, Amazon, Inc., Seattle, Washington, US), was then positioned in many different positions with different tilts, within the field of view of both cameras, and images taken at each position. In total, 100 calibration images were acquired.

B. Stereo Vision Pipeline

The calibration of the system, and interpolation of the sparse disparity map, were carried out using the MATLAB programming language and environment (The MathWorks, Inc, Natick, Massachusetts, US). All other tasks described below used custom code written in C++ using Visual Studio 2017 Community Edition (Microsoft Corp., Redmond, Washington, US).

1) Calibration: The distortion (3 radial and 2 tangential), intrinsic and extrinsic parameters of the stereo system (which include the eye phantom’s lens) were estimated using the Camera Calibration Toolbox for MATLAB [13]. In order to gain some insight on whether a sufficient number of calibration images were taken, the parameters were estimated using 10 to 100 images, in increments of 10.

2) Rectification: Using the calibration parameters obtained from using 100 calibration images, the images of the ONH targets were corrected for distortion and rectified using the rectification functions of the OpenCV library [14]. This transformed the images such that corresponding points within the left and right images could now be found on the same horizontal scanline.

3) Stereo Matching: The stereo matching algorithm developed in this work followed a course-to-fine scheme, and included a texture threshold and left-right consistency check. Prior to performing matching, the images were converted to greyscale. The algorithm involved the following steps:

a) Initial course disparity estimation (Fig. 3, cell 1): A region of interest (shown in blue) is selected in the left image. The best matching patch of the same size (shown in red) is searched for in the right image. The best matching patch corresponds to that where the normalised cross-correlation (NCC), determined using the OpenCV library, is highest. The search range was the entire width of the right image (shown in green). The disparity value is equal to $R - L$ in units of pixels.

b) Creation of a grid of points (Fig. 3, cell 2): The region of interest is filled with a grid of points to be matched. In this work a grid of 40 by 40 points was used.

c) Setting of initial patch size (Fig. 3, cell 2): The initial height and width of the patch to be matched (shown in blue) were set to be 6 times the vertical and horizontal spacing of the points in the grid, respectively.
d) Applying a texture threshold (Fig 3, cell 2): The population standard deviation of a normalised version of the patch to be matched is determined. If the value is below 0.2, the algorithm skips to stage i.

e) Forward matching (Fig 3, cell 2): The best matching patch of the same size (shown in red) is searched for within a search range in the right image (shown in green) using the same matching method as in stage a. The search range is 1.5 times wider than the patch to be matched, and is centred according to the disparity determined in either stage a or, after the first coarseness level, the disparity determined for the point at the previous coarseness level. To obtain a sub-pixel estimate of disparity, a quadratic equation was fitted to the NCC values corresponding to the disparity values in a ± 3-pixel range centred around the point of maximum NCC and the disparity at which the quadratic reached its maximum was deemed to be the subpixel accurate disparity.

f) Backward matching (Fig 3, cell 3): The best matching patch in the left image (shown in red) for the patch in the right image (shown in blue) is searched for within a search range in the left image (shown in green) using the same matching method as in stage e, to obtain the sub-pixel disparity.

g) Apply a consistency threshold: If the disparity values determined in the forward and backward matching stages differ by more than 1.2 pixels then the algorithm skips to stage i. If the difference is less, the disparity value stored for this pass is the mean of the values determined in the forward and backward matching stages.

h) Reduce patch size and perform matching: The height and width of the patch are reduced by a factor of 1.2. Stages d to g are repeated with the new size. Once the algorithm has processed 5 different patch sizes, the algorithm skips to step i.

i) Patch size threshold: If matching was successful (it passed stages d and g) for 4 patch sizes, the disparity value determined in the last successful pass is stored for the final sparse disparity map.

j) Perform matching on next point: Stages c to i are repeated for the next point in the grid. This is repeated until all points have been processed.

4) Interpolation: Smoothing splines are first fit to the rows of the 40 x 40 array of points in the disparity map and used to determine the disparity value for each pixel along those rows. Following this, the same procedure is repeated for each column of the disparity map output from the previous stage, resulting in a dense disparity map.

5) Reprojection: In the rectification step of this algorithm, the system was mapped to the non-convergent ideal stereo model. This model permits points from the rectified left image (x, y) to be reprojected back into 3D scene coordinates (X, Y, Z), if the disparity (d) is known, using the reprojektion matrix (denoted Q). The reprojektion matrix (which includes the focal length (f), principal point (c_x, c_y), and baseline distance (b) of the stereo camera) is output by the reprojektion functions of the OpenCV library, and takes the following form:

\[
Q = \begin{bmatrix}
1 & 0 & 0 & -c_x \\
0 & 1 & 0 & -c_y \\
0 & 0 & 0 & f \\
0 & 0 & -1 & b \\
\end{bmatrix}
\]

Reprojektion is governed by the following relationship:

\[
Q \begin{bmatrix} x \\ y \\ d \\ 1 \end{bmatrix} = W \begin{bmatrix} X \\ Y \\ Z \\ 1 \end{bmatrix}
\]

where the term W is a normalization factor that scales the 4th element of the right-hand term to one. This equation was used to reprojekt the dense disparity map data (x, y, d), along with RGB data, into the 3D scene space, yielding a textured dense point cloud.

C. Quantitative Validation

1) Ground Truth Data Acquisition: Ground truth scans of each of the targets were obtained using the commercial photogrammetry software 3DF Zephyr Free (3Dflow, Verona, Italy). In turn, 50 JPG images were acquired of the top surface of each target from different and random poses using the camera of a Samsung Galaxy S8 smartphone (Samsung, Seoul, South Korea), set to capture at a resolution of 4032 x 1960 pixels. The images acquired of each target were input into the software to yield proportionally accurate ground truth reconstructions. These were uniformly scaled in three dimensions to the correct size using the mesh processing software CloudCompare (CloudCompare v2.9.1, 2018). The scaling factor for each was determined through comparing measurements made on the surface of the physical targets (using the same measurement method as that used to measure the calibration checkerboard) to those made on the unscaled ground truth reconstructions using CloudCompare. Some speckle features of the targets were used as points where...
measurements could be made between. Four measurements were made for each target, and the mean scale factors calculated were used for scaling.

2) Quantitative Comparison: CloudCompare was also used for this task. Two forms of comparison were made. In the first, two measurements were made of the dimple structure’s diameter (measured using the anchor points present on the targets’ top surfaces). In the second, a cloud-to-cloud comparison was performed. This involved first aligning the reconstructions with ground truths using the 8 anchors on each target. Then, for each target, the signed distance errors (closest point) between the ground truth and each reconstruction was made, for each point in the ground truth cloud. The mean and range of such errors for each point on the ground truth were determined, giving an idea of the accuracy and precision of the reconstructions, respectively.

IV. RESULTS AND DISCUSSION

A. Calibration

Graphs, showing the intrinsic and extrinsic parameters and overall mean reprojection error obtained using 10 to 100 image pairs, in increments of 10, are provided in Fig. 4 where the definition of each of the parameters can be found in [14]. The distortion parameters were not included due to the large number of them. All parameters, obtained with 100 image pairs, are tabulated in Table I. The overall mean reprojection error was 0.876 (SD = 0.589). It can be seen from the graphs that at 100 images, the parameters do tend to stabilize, indicating that more images may not have led to very different estimations.

Moreover, the error values seen in Table 1 represent a small fraction of the estimated values in the majority of cases. The reprojection error is large for this type of work, considering that the changes that occur to the ONH with POAG are subtle, and are likely to result in disparity changes on the order of single digit values. Potential sources of error include inaccurate checkerboard corner localization (possibly due to image quality at the edges), inaccurately fabricated checkerboard, and sub-optimal camera alignment. Estimates of the impact of camera resolution, that go beyond the scope of this paper, do not indicate image resolution as a significant source of error.

B. Reconstruction Performance

As an example, textured point clouds and color heightmaps of the ground truth and one reconstruction, for the glaucomatous ONH target, are shown in Fig. 5.

1) Measurements: The measurements made for each of the targets, on their reconstructions and ground truths, are tabulated in Table II. The values obtained indicate that the diameters measured on the reconstructions were close but slightly overestimated in both cases. There are a number of potential reasons for the discrepancy, including reconstruction error (as discussed below) and measurement error.
This work assessed the accuracy and precision of performing 3D reconstruction of ONH targets in an eye phantom by exploiting computer stereo vision techniques to images obtained through a slit lamp fitted with cameras, an idea for which we demonstrated the initial feasibility of in previous work [12]. This study showed that while the reconstructions obtained resemble the ground truth data, the accuracy and precision of the system is likely not yet at the level needed to be clinically useful. Further work to improve calibration accuracy, image quality and stereo matching performance would be beneficial before moving to in-vivo work.
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**C. Limitations**

The core limitations of this work relate to the ONH target appearance. Those used here differ from human ONHs which have large textureless regions, have semi-transparent layers, and are not usually rotationally symmetrical. Other limitations include the fact that illumination was provided from inside the eye, eliminating the challenges associated with corneal reflections. Moreover, the optics of the eye phantom used differ from that of a human eye.