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Abstract. Sentiment analysis (SA) is the key element for a variety of
opinion and attitude mining tasks. While various unsupervised SA tools
already exist, a central problem is that they are lexicon-based where
the lexicons used are limited, leading to a vocabulary mismatch. In
this paper, we present an unsupervised word embedding-based sentiment
scoring framework for sentiment intensity scoring (SIS). The framework
generalizes and combines past works so that pre-existing lexicons (e.g.
VADER, LabMT) and word embeddings (e.g. BERT, RoBERTa) can be
used to address this problem, with no require training, and while pro-
viding fine grained SIS of words and phrases. The framework is scalable
and extensible, so that custom lexicons or word embeddings can be used
to core methods, and to even create new corpus specific lexicons without
the need for extensive supervised learning and retraining. The Python 3
toolkit is open source, freely available from GitHub 1 and can be directly
installed via pip install awessome.

Keywords: Sentiment Intensity · Pre-trained Language Model · Lexi-
con · BERT · VADER.

1 Introduction

With the increasing usage of social media platforms, there has been great inter-
est from various sectors, such as sociology, psychology, and marketing, to analyse
and monitor such streams in order to extract people’s opinions, attitudes and
emotions [2, 6]. Consequently, numerous sentiment analysis (SA) techniques and
methods have been proposed and developed over the years [3, 6, 11]. Given the
daily streams of posts, tweets, blogs and reviews, where people talk about prod-
ucts, places, people, etc, the aim of SA techniques has been to either classify the
content as positive, neutral or negative (Sentiment Classification), or to rate the
intensity of the sentiment on a scale from strongly positive to strongly negative
(Sentiment Intensity Scoring (SIS)). The later being the harder task, which can
then be used for classification purposes. The extremely informal nature of online
texts varies significantly from formal texts, creating challenges for traditional

1 https://github.com/cumulative-revelations/awessome
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unsupervised SA techniques, which rely mainly on direct keyword matching and
scoring using a highly curated sentiment lexicon (e.g. VADER [2], LabMT [1],
LIWC [9]) combined with a series of crafted rules. While, these dictionary based
approaches required no training and play an essential role in the fast and scal-
able analysis of large volumes of online posts, they are fundamentally limited.
This is due to the vocabulary mismatch problem, as the vocabulary of the target
text is different from the sentiment lexicons, reducing the effectiveness of meth-
ods trying to score the sentiment intensity of the phrase or sentence. This work
aims to develop a framework for building SIS methods that: (1) addresses the
vocabulary mismatch problem by using neural word embeddings, (2) capitalises
on pre-existing lexicons for validated sentiment scores, (3) runs out of the box,
without requiring any supervised training, and (4) is configurable, customisable
and scalable.

1.1 Related Tools and Lexicons

While there are many approaches that have been proposed which are based on
supervised machine learning, our focus is on unsupervised approaches. Largely
unsupervised approaches are dictionary based - that is they draw upon a cu-
rated lexicon of {word, sentiment score} pairs - which are used in conjunction
with hand-crafted rules: SentiStrength 2 [10] is a sentiment strength extraction
tool, it classifies text based on a dual 5-point system for positive and negative
sentiment. For that purpose, SentiStrength uses a sentiment dictionary and em-
ploys a range of well known non-standard spellings in addition to other common
textual methods of expressing sentiment. VADER [2] is a widely used simple
rule-based model for SA. It relies on a sentiment dictionary (7500 records) of
gold-standard quality with human-validated valence scores that indicated both
the sentiment polarity (positive/negative), and the sentiment intensity on a scale
from –4 to +4 (e.g. good has a positive valence of 1.9, great is 3.1). VADER’s
sentiment lexicon was compared to seven well-known SA lexicons and it proved
its well performance, particularly in the social media domain [2]. Another well
known sentiment lexicon, LabMT [1] of 10,222 words with their average hap-
piness (or positivity) calculated by combining word frequency distributions and
an independently assessed numerical estimates of the happiness of over 10,000
words obtained using Amazon’s Mechanical Turk 3. An embeddings based ap-
proach, ASID 4 [4], was more recently proposed to score SIS. In their approach
the sentence words were matched against positive and negative seed lists’ terms
via corpus based word embeddings, and then the average difference between the
positive and negative lists were used to produce the final sentiment intensity
score. In this work, we extend this approach to draw upon the lexicons previ-
ously developed and validated and to combine them with pre-existing neural
word embeddings to create a generalized framework for SIS.

2 http://sentistrength.wlv.ac.uk/
3 https://www.mturk.com/
4 https://github.com/amalhtait/ASID
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2 The AWESSOME Framework

The presented framework, A Word Embedding Sentiment Scorer Of Many Emo-
tions (AWESSOME), has the purpose of predicting the sentiment intensity of
words and sentences. The generalised framework is inspired by our previous
work [4], which relies on using sentiment seed terms and word embeddings, where
the similarity between the vector representation of two sentences is considered
as a reflection of their sentiment similarity. For example, if we take the sentence
(or word) X and we calculate its similarity with the word (1)“happy”, and then
with the word (2) “miserable”. If X is more similar to (1) than to (2), that
would suggest that X has a higher positive sentiment than negative. To apply
the method, we need lists of seed terms with strong semantic orientation (i.e.
positive and negative seed lists) but lack sensitivity to context [7] (e.g. good,
bad), to use as a reference of sentiment polarity and compare the sentences
to them. Pre-existing sentiment lexicons (e.g. VADER, LabMT, etc.) make a
great choice to use as seed terms, and can be used whole or partially. For the
similarity calculation, Htait et al [4] used a Word2Vec word embedding model.
However, Word2Vec lacks the ability to distinguish between the use of a same
word in different contexts (e.g. “bank” is a riverside or a financial institution)
or to understand negations or irony (e.g. “not happy”, or “it was really good,
NOT!”). To solve these problems, we employ neural word embeddings through
pre-trained language models (e.g. BERT, etc.) as they can capture the semantics
of the entire sentence – which can then be compared to the embeddings of the
seed terms. Our SIS method consists of the following components (see Figure 1):

– Lexicon for the positive and negative seed word lists: Existing vali-
dated lexicons from VADER and LabMT can be used, or a custom specific
lexicon can be imported.

– Neural Transformer for Word Embeddings for the lower dimen-
sional representation of words and sentences: Using HuggingFace’s
Transformer library, different language model can be used directly (e.g. bert-
base-nli-mean-tokens). Alternatively, such models can be fine tuned specifi-
cally to the corpus at hand.

– Similarity Metric to compute the distance between seed words and
target sentences: So far two similarity metrics have been included: cosine
and euclidean distance.

– Weighting Seed Terms: To amplify (or not) positive and negative terms,
the intensity score of seed terms can be used in conjunction with the simi-
larity score to boost/reduce their impact on the final score.

– Aggregating function to combine the similarity scores: To combine
the scores of similarity with the terms of the seed lists, an aggregating func-
tion is employed: maximum, sum or average. The addition of other similarity
metrics or aggregation functions can be easily added in through sub-classes.

Since large seed lists can be computationally expensive, the number of most
positive and most negative seed terms from the lexicon can be set. From ex-
periments on three of SemEval’s test collections: SemEval-2016 General En-
glish (SE16-GE: 2,999 phrases), SemEval-2016 Mixed Polarity (SE16-MP: 1,269
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Fig. 1. The AWESSOME framework for SIS consists of three components: a kernel
function (e.g. Max, Avg), a neural word embedding and a seed lexicon.

phrases) [5], and SemEval-2018 Task1 (SE18-Vreg: 937 tweets) [8], we found
that approximately 500-1000 terms were needed in order to obtain the highest
correlations with human annotated intensity scores. While we do not have space
to report the details here, we found that the best configurations were by us-
ing 600 seed terms from VADER’s lexicon, with BERT pre-trained language
model, while combining the cosine similarity scores using the average func-
tion. Table 1 presents a sample of our experiments results, with the following
evaluation measures for correlation coefficient: Kendall’s rank (SemEval-2016),
and Pearson (SemEval-2018). AWESSOME is open source, freely available from
GitHub 1 and can be directly installed via pip install awessome.

Table 1. Sample Results: Correlation between human-annotations and predicted SIS.

Method SE16-GE SE16-MP SE18-Vreg

Supervised -BERT+Linear Classifier 0.502 0.475 0.645
Unsupervised -VADER Module 0.586 0.365 0.517
AWESSOME(AVG,BERT,VADER-600) 0.631 0.563 0.718
AWESSOME(AVG,BERT,LabMT-600) 0.587 0.479 0.642

3 Summary

In this paper, we presented a word embedding-based sentiment scoring frame-
work. The framework combined past works so that pre-existing lexicons and
word embeddings can be used to predict sentiment intensity, with no required
training, and while providing SIS for words, phrases, and sentences. In another
work, we have shown that the performance of the presented SIS methods is com-
parable or better than existing methods. Our Python 3 toolkit is open source
and freely available from GitHub 1.
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