
 

 

A CFD study: Influence of biofouling on a full-scale 

submarine  

Dogancan Uzun*, Savas Sezen, Refik Ozyurt, Mehmet Atlar, Osman Turan 

 

Department of Naval Architecture, Ocean and Marine Engineering, University of 

Strathclyde,100 Montrose Street, Glasgow, G4 0LZ, UK 

*corresponding author; e-mail: dogancan.uzun@strath.ac.uk,  

 
ABSTRACT 

 

The aim of this study is to investigate the effect of biofouling related hull roughness on a full-

scale submarine by taking into consideration the resistance components, effective power, and 

nominal wakefield using a Computational Fluid Dynamics (CFD) solver. The validation study 

was first performed for the model scale submarine form in hydraulically smooth (reference) 

condition with the available experimental data. Following that, roughness functions, 

representing the different biofouling conditions, were obtained from the literature and then 

employed in the wall function of a RANS solver. Later on, the full-scale submarine form was 

investigated both in the smooth and different grades of biofouling related roughness conditions. 

The scale effects were examined between the model and full-scale submarine forms through 

the total resistance components and nominal wake fraction in the smooth reference condition. 

In rough cases, the frictional resistance values of the full-scale submarine form obtained by 

RANS solver were compared with those of predicted using Granville`s similarity law analysis 

based on the flat plate approach. The numerical results showed that the roughness causes a 

substantial increase in effective power, ranging from ~36% to ~112% depending on the 

roughness height and submarine speed. Furthermore, with an increasing boundary layer 

thickness (due to the impact of increasing roughness heights), the mean nominal wake fraction 

values increase ranging from ~25% to ~68 compared to the reference wake fraction values in 

the axial direction at the stern. 

 
  



 

 

1 INTRODUCTION 

Marine biofouling is the undesired accumulation of waterborne organisms (such as bacteria, 

algae and barnacles) on wetted surfaces, and it is mainly divided into two major groups as 

micro and macro fouling. Once a substrate is exposed to seawater, the biofouling process starts 

immediately from micro-scale to macro-scale in time. Without a doubt, any structure such as 

ships, offshore structures, buoys, underwater cables and submarines which are in contact with 

seawater is an object for biofouling [1] 

 

Biofouling causes surface roughness on any submerged surface, severely affecting frictional 

resistance and thus power requirements. Therefore, biofouling and roughness have been a 

subject of research for navies and marine industries for a long time. The first study in this area 

was introduced by William Froude [2] [3] in which plank tests were conducted by towing long 

and thin plates in a towing tank. The study assumes that the resistance caused by this test 

structure is due to entirely frictional resistance which is related to the roughness of the surface. 

By using this indirect method, results can be extrapolated to actual ships through theoretical 

calculations supported by towing data on ship models or full-scale ships [4]. Following this, 

comprehensive and systematic towing tests on the Japanese ex-destroyer Yudachi were 

conducted by Izubuchi [5] in order to show the effect of biofouling on hull resistance. The 

results showed that the hull resistance is doubled, and the vessel speed reduced to 15.2 knots 

by losing 4.6 knots at the same engine power after 375 days. In parallel, Davis [6] conducted 

trial runs on a destroyer at specific periods after it was docked to find the increase in the shaft 

power due to biofouling accumulation in time. Kempf [7] conducted a series of towing tests 

with 76.8-meter pontoon under various surface conditions to develop a roughness coefficient 

which allows calculating the effect of roughness on frictional resistance. Next, Liljegren [8] 

used the data provided by Kempf [7] and compared the frictional coefficients for varnished and 

steel surfaces. In McEntee [9], three meter-long and 0.61-meter-wide steel plates were 

immersed in the Chesapeake Bay, and their frictional resistance was measured periodically by 

towing at velocities ranging from 2 knots to 9 knots at the United States Experimental Basin. 

The results showed that the resistance of the plates increased four times compared to clean 

conditions in a twelve months period. 

 

The studies investigating the effect of biofouling on ships conducted in various ways can be 

found in the literature. Full-scale ship trials [10] [11], towed flat plates [12] [13], concentric 

cylinders [14], rotating disks [14] [15], model ship [14], turbulent pipe flow [16], water tunnel 

[17] [18], flowcell [19] tests can be given as critical examples. Schultz [20] conducted flat plate 

tests to compare the frictional resistances of fouling release and biocide-based coatings under 

fouled and clean conditions. The results showed that even soft fouling increased the frictional 

resistance substantially. Following that, Schultz [21] made predictions on the effect of 

biofouling on ship frictional resistance and shaft power by following Granville’s similarity law 

scaling [22] [23] for a frigate based on the experimental data given in Schultz [20]. 

  



 

 

Recently, several studies have focused on the impacts of specific fouler species on the frictional 

resistance. Demirel et al. [24] conducted flat plate tests by towing flat plates covered with 3D 

barnacles in varying sizes and coverage areas. The test results were extrapolated for a range of 

ship lengths operating at varying ship speeds. The study showed that there is an increase in 

frictional resistance in a range between 23% to 119% for barnacle fouling configurations. Uzun 

et al. [25] conducted experiments with the mixed barnacle bundles, including three different 

sized barnacles to simulate a more realistic fouling surface. Moreover, a chaotic settlement 

pattern was proposed, and the effect of settlement pattern on the frictional resistance was 

investigated.  

 

As stated in Song et al. [26] the effect of biofouling on the frictional resistance was investigated 

by means of artificial or idealised surfaces in the studies of Womack et al. [27] and Gowing et 

al. [28]. Once the roughness function, ∆U+ of any target surfaces is determined, the frictional 

drag of any surface with an arbitrary length covered with this specific roughness, can be 

predicted through similarity law analysis [23]. However, the determination of roughness 

functions is not an easy task due to mainly two primary reasons. The first reason is that there 

is no universal roughness function and the other reason is the difficulty in calculating a proper 

roughness length scale for arbitrary rough surfaces. Therefore, the roughness function needs to 

be determined experimentally for the surface in question [29] [30]. 

 

Determination of ∆U+ can be performed via a direct method, in which the roughness function 

is directly measured using the mean velocity profile in the log-law region [31] or via indirect 

methods, i.e. by measuring pressure drop in pipe flow or channel flow [32] or the total drag of 

flat plates [22] and the torque on rotating disks [33]. Schultz and Myers [30] indicated that the 

results of indirect methods and direct method showed a good agreement between each other. 

Moreover, the study showed that the utility of the indirect methods in roughness function 

determination is relatively cost-effective compared to the direct method. Extensive details on 

the drag characterisation methods can be found in the review of Yeginbayeva et al., [34]. The 

obtained roughness functions can then be employed in Granville’s similarity law scaling to 

predict the effect of roughness on the frictional resistance of flat plates of ship length. The 

further details and examples of the scaling procedure can be found in [20], [21], [35], [36], 

[24], [37], and [25]. Although Granville’s similarity law scaling is an efficient method to 

predict the effect of roughness on full-scale [21], it is a medium-fidelity method since it has 

restrictions such as incapability of taking form effects into account. 

 

Computational Fluid Dynamics (CFD) has been widely used as a state-of-the-art method in 

predicting the effect of surface roughness on the flow in recent years. Eca and Hoekstra [38] 

stated that the flow around the full-scale ships could be described by Reynolds number of order 

108 -109. Thus, it can be efficiently modelled with the Reynolds-Averaged Navier-Stokes 

(RANS) equations with the full resolution of time-averaged near-wall flow without 

incorporating the wall functions. Although there were studies including numerical methods to 

investigate the effect of a rough surface on the flow [39], [40], [41], [42], [43], [44] none of 

them was interested in investigating the roughness effect with RANS. Therefore, Eca and 

Hoekstra [38] modelled sand-grain roughness in the shear stress transport (SST) of the eddy-

viscosity k-ω turbulence model by using three types of implementation. Two of the 

implementations are about the direct application of the no-slip condition at the wall, whereas 

the third one is based on Apsley's automatic wall function approach [45]. The results indicated 

that the numerical behaviour of the three approaches show apparent differences and the 

accuracies of the three methods depend on the roughness regime related to the roughness 

height. Khor and Xiao [46] used CFD with standard k-ε turbulence model to investigate the 



 

 

effect of biofouling and antifouling coatings on the drag and lift coefficients. In their study, 

relatively simple marine geometries such as NACA 4424 airfoil and Defence Research 

Establishment Atlantic (DREA) submarine hull were used. 

 

Castro et al. [47] showed the applicability of CFD to predict self-propulsion characteristics of 

a ship in full scale. The computations were carried out with CFD Ship-Iowa which solves the 

viscous flow with a free surface using a RANS method with a blended k-ω/ k-ε turbulence 

model. The k-ω/ k-ε based DES model turbulence was used to perform full-scale predictions of 

propeller open water characteristics. The roughness of the surface was taken into account by 

using wall functions. The authors stated that the first thing to do is finding a sand-grain 

equivalent roughness for the surface roughness, which can be measured by hull roughness 

analyser tool to perform CFD computation with surface roughness. 

 

Demirel et al. [48] developed a CFD model in which a Colebrook type roughness function of 

Grigson (1992) was employed to predict the effect of antifouling coatings on frictional 

resistance. The SST k-ω turbulence model was used to accomplish the RANS equations. The 

results of the study agreed well with the experimental data of Schultz [20]. Demirel et al. [49] 

developed a new roughness function model based on the data of Schultz and Flack [50] and 

utilised in the wall function of the solver. The effect of a range of representative coating and 

biofouling conditions on the frictional resistance of a flat plate in the length of KRISO 

Container Ship (KCS) and on the frictional, residuary, wave, total resistance and effective 

power of the full-scale KCS, were predicted through fully nonlinear unsteady RANS 

simulations. 

 

Song et al. [26] investigated the effect of calcareous fouling on the ship hydrodynamic 

characteristics using CFD based on unsteady RANS with SST k-ω turbulence model. The 

roughness functions of barnacle surfaces (Demirel et al. [24]) were employed in the wall 

function of the CFD software. The analyses performed for model scale flat plate, full-scale flat 

plate and full-scale KCS hull. Similar studies focussing on modelling the roughness in CFD 

can be found in [51, 52],[53],[54] and [55]. 

 

Even though an extensive amount of research has been conducted towards getting more in-

depth knowledge on predicting the effect of roughness on the ship frictional resistance and 

powering, to the best of the author’s knowledge, there is no study investigating the effect of 

the roughness on a full-scale submarine by using both CFD and similarity law analysis. 

 

A navy project proposal [56] indicated that biofouling significantly decreases the propulsion 

plant efficiency, thus operational availability and capability by affecting the submarine hull’s 

hydrodynamic resistance. For this reason, this situation leads to a necessity of significant diver 

labour with the required underwater operation tools, which causes an increase in the 

maintenance costs from both workforce and radiological aspects. Although submarine hulls are 

coated with antifouling coatings, they are not efficient under the idle conditions while 

submarines are in ports. Therefore, the investigation of the impact of biofouling on resistance 

and self-propulsion characteristics is becoming appealing. In the past, several submarine-

related numerical studies were performed to investigate the resistance, self-propulsion, and 

manoeuvrability in model scale [57], [58], [59] and [60]. However, to the best of the authors` 

knowledge, there are no specific CFD studies for full-scale submarine simulations both in 

smooth and rough conditions, in the literature. 

 



 

 

For this reason, this paper aims to fill this gap by developing a CFD model to point out the 

effect of biofouling roughness on resistance, nominal wake and hydrodynamic characteristics 

of the full-scale submarine form by utilising a roughness function model. This will be achieved 

by employing the roughness functions proposed in the Uzun et al. [25] into the wall function 

of the CFD software package STAR-CCM +. It is of note that, these are relatively new 

roughness functions and it is the first time to be used in the CFD simulations. Following this, 

Granville’s similarity law analysis is carried out for each speed in question to compare the 

results from CFD. 

 

In this study, CFD analysis was first performed for the model scale submarine form, and results 

were validated with the experimental data in smooth condition. The simulations were then 

carried out for the full-scale submarine form to investigate the scale effects in terms of 

resistance components and nominal wake fraction in smooth conditions. Finally, the roughness 

function model was utilised in the wall function of CFD software and simulations were 

performed for six different roughness cases at five different ship speeds ranging from 10 knots 

to 29 knots. The increases in the frictional resistance due to roughness conditions were 

predicted and compared with Granville’s similarity law analysis results. The effect of 

roughness on viscous pressure resistance, effective power and nominal wake characteristics 

was also investigated. 

 

Following this introductory section, the rest of the paper presents the theoretical background 

behind the computational analyses and the roughness functions, in Section 2. This is followed 

by numerical modelling, including submarine geometry, computational domain, boundary 

conditions, and grid structure in Section 3. Next, uncertainty analysis is performed for the 

numerical set up while validation of the analysis is performed by comparing the model-scale 

CFD results with the results obtained from the experiment in Section 4. Finally, the results are 

discussed in detail in Section 5, and further remarks and conclusions are given in Section 6. 

  



 

 

2 THEORETICAL BACKGROUND 

2.1 Governing Equations 

The simulations were conducted within the facilities of commercial CFD solver, Star 

CCM+. The computational fluid dynamics method is based on the discretisation of the Navier-

Stokes equations. The governing equations (i.e. continuity and momentum equations) can be 

written in generalised tensor form, respectively as follows; 

 

 
𝜕(𝜌𝑢̅𝑖)

𝜕𝑥𝑖
= 0 (1) 

 

 
𝜕(𝜌𝑢̅𝑖)
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′𝑢𝑗

′̅̅ ̅̅ ̅̅ )

𝜕𝑥𝑗
= −

𝜕𝑝̅

𝜕𝑥𝑖
+

𝜕𝜏𝑖̅𝑗

𝜕𝑥𝑗
 (2) 

 

Here, 𝜌𝑢𝑖
′𝑢𝑗

′̅̅ ̅̅ ̅̅  denotes the Reynolds stresses, 𝑢̅ denotes the mean velocity vector 𝑢′ denotes 

the fluctuating velocity vector, 𝑝̅ denotes the mean pressure, 𝜌 denotes the density and 𝜏𝑖̅𝑗 

denotes the mean viscous stress tensor components. 

 

 𝜏𝑖̅𝑗 = 𝜇 (
𝜕𝑢̅𝑖

𝜕𝑥𝑗
+

𝜕𝑢̅𝑗

𝜕𝑥𝑖
) (3) 

where 𝜇 is dynamic viscosity. 

 

It should be noted that the simulations were conducted in a steady manner since the 

submarine model is fully submerged and free surface effects are not present. Thus, the first 

term of the momentum equation was ignored. 

 

The shear stress transport (SST) k-ω turbulence model was selected for the analyses. The 

k-ω SST behaves like the standard k-ω model in the near-wall region and gradually blends into 

the standard k-ε model away from the wall through a blending function. In this way, the free 

stream sensitivity problem of standard k-ω is eliminated without sacrificing the near-wall 

performance of the k-ω model. The model is suitable for complex boundary layer flows under 

adverse pressure gradient and separation. The all y+ formulation was selected to switch 

automatically between low and high Reynolds wall models for the flow fields with a different 

boundary layer thickness (hull of the submarine and its appendages). 

 

The commercial CFD solver is based on the finite volume method to discretise the RANS 

equations. In the numerical approach, the segregated model was used in the solver, and 

convection terms were discretised using the second-order upwind scheme to increase the 

accuracy of the solution. The continuity and momentum equations were linked via a predictor-

corrector SIMPLE-type algorithm.  

2.2 Roughness and Turbulent Boundary Layer 

Surface roughness increases the turbulence in the boundary layer, which leads an 

increase in turbulent stress, wall shear stress and skin friction. The velocity distribution in the 

log-law region can be described by Eq. 4. 

 



 

 

 𝑈+ =
1

𝜅
ln(𝑦+) + 𝐵 − ∆𝑈+ (4) 

 

where 𝑈+is the non-dimensional velocity, 𝜅 is the von Karman constant, 𝑦+is the non-

dimensional normal distance from the boundary, B is the smooth log law intercept. Roughness 

causes a downward shift in the velocity profile, which is commonly shown as ∆𝑈+, as shown 

in Figure 1 [61]. 

 

 
Figure 1 Illustration of a downward shift in log law velocity profile due to the roughness 

effect (redrawn Schultz and Swain [61]) 

The roughness function can be written as a function of the roughness Reynolds number, 

𝑘+as given in Eq. 5. 

 

 𝑘+ =
𝑘𝑈𝜏

𝑣
 (5) 

 

where, Uτ is the friction velocity, 𝑘 is the roughness length scale, and 𝑣 is the kinematic 

viscosity. It is important to note that for the smooth conditions ∆U+= 0 and roughness functions 

for the rough cases need to be obtained experimentally. 

 

2.3 Derivation of Roughness Functions 

First, ∆U+ and corresponding k+ values provided in Uzun et al.[25] in which flat plates 

covered with 3D barnacles were tested in a towing tank, were utilised in the wall function of 

the CFD software. After that, full-scale CFD simulations were performed based on the 

modified wall function of CFD model to predict the effect of barnacle roughness on the 

submarine form, including its appendages. Frictional resistance coefficients of the submarine 

hull were predicted by using both CFD and Granville’s similarity law scaling under the rough 

conditions. Results were compared with each other, and the improvements of the CFD method 

over the boundary layer similarity law analysis were pointed out. The effect of roughness on 



 

 

the different resistance components, pressure distributions over the submarine hull, and wake 

were investigated. 

Uzun et al. [25] conducted an extensive series of towing tank tests of flat plates covered 

with 3D printed artificial barnacle tiles varying in barnacle sizes, coverage areas and settlement 

patterns. Roughness functions were then calculated based on the overall method [22], and full-

scale predictions were made using boundary layer similarity law analysis [23]. It is of note that 

the roughness functions and corresponding roughness Reynolds heights which are given in 

Uzun et al.[25], shows an excellent agreement with the roughness function of Grigson [29], 

given by ∆𝑈+ = 1/𝜅(1 + 𝑘+). 

 

 
Figure 2 Roughness functions for the test surfaces, adapted from Uzun et al.[25]. 

In this study, the roughness functions provided in [25] were utilised within the wall 

function of the CFD model to simulate the rough condition and make full-scale resistance and 

power predictions for the submarine form. 

Table 1 tabulates the roughness length scales of the rough surfaces and Figure 2 

illustrates the roughness functions along with the proposed roughness functions of Grigson 

[29], Ioselevich and Pilipenko [62] and Demirel et al. [24]. Further details on the roughness 

functions and the experiment can be found in Uzun et al. [25]. 

 

 

 

 

 

  



 

 

Table 1 Roughness length scales of test surfaces, adapted from [25]. 

Test Surfaces 
Surface 

Coverage (%) 

Barnacle 

Height h 

(mm) 

Representative  

roughness height 

kG (μm) 

Mix 10 5, 2.5, 1.25 94 

Mix 20 5, 2.5, 1.25 337 

Mix 40 5, 2.5, 1.25 1056 

NS Mix 10 5, 2.5, 1.25 136 

NS Mix 20 5, 2.5, 1.25 408 

NS Mix 40 5, 2.5, 1.25 1152 

3 NUMERICAL MODELLING 

3.1 Submarine Geometry 

The benchmark submarine model, introduced by the Defence Advanced Research 

Projects Agency (DARPA), has been widely used in the literature for hydrodynamic 

investigations. The benchmark submarine hull form has two different configurations as AFF-1 

and AFF-8. The AFF-1 hull form does not have any appendage (i.e. bare form), whereas AFF-

8 configuration has appendages such as four rudders at the aft of the hull and sail. Within the 

scope of this research, the appended hull form (i.e. AFF-8) was selected for the numerical 

simulations. The main geometrical properties of the submarine form and general view are given 

in Table 2 and Figure 3, respectively. The detailed features of the submarine model can be 

found in the experimental report of Groves et al. [63]. 

 

Table 2 The main properties of the DARPA Suboff Form [63]. 

 AFF-8 (Model Scale, λ =24) AFF-8 (Full Scale, λ =1) 

LOA (m) 4.356 104.544 

LBP (m) 4.261 102.264 

Dmax (m) 0.508 12.192 

S (m2) 6.348 3656.48 

  (m3) 0.706 9759.744 

 

 
Figure 3 The general views of the submarine form with appendages. 

3.2 Computational Domain and Boundary Conditions  

The rectangular computational domain was selected to solve the flow around the 

submarine forms for both model and full scale. The domain lengths of up and downstream 

of the hull were set the length of 1.5LBP and 5LBP, respectively. Upper and bottom sides of 



 

 

the domain were extended to 2LBP from the centre of the submarine hull. It should be noted 

that the selected domain dimensions satisfy the recommendations of ITTC [64].   

The initial and boundary conditions should be defined in accordance with the numerical 

problem to provide the well-posedness of the solution, which depends on the choice of 

boundary conditions. Selecting suitable boundary conditions is vital for accurate numerical 

modelling [65]. The computational domain and boundary conditions are illustrated in 

Figure 4.  

The negative ‘X’ direction was identified as velocity inlet, whereas the positive ‘X’ 

side was defined as pressure outlet. The remaining surfaces were identified as symmetry 

planes. The submarine hull with appendages was defined as a wall with the no-slip 

condition to satisfy the kinematic boundary condition.  

 

 
Figure 4 The representative of the computational domain and boundary conditions.  

3.3 Grid Structure   

The adaptation of the suitable grid structure can be considered one of the challenges in 

the most hydrodynamic applications, closely linked to the discretisation errors in the 

numerical solvers. In order to eliminate the discretisation errors, the suitable grid structure 

should be used in the numerical solvers. In this study, the region-based mesh topology was 

used to discretise the computational domain with finite volume method within the facilities 

of Star CCM+ solver. The trimmer mesh with hexahedral elements was adopted to increase 

the accuracy of the solution with optimum element count. The additional mesh refinements 

were then employed around the hull and appendages to solve the flow field properly. The 

unstructured mesh structure around the submarine form can be seen in Figure 5.  

  



 

 

 

 
Figure 5 Unstructured grid around the full-scale submarine form 

It should be noted that the value of 𝑦+ was selected higher than 30 as placing 𝑦+in the 

buffer layer region (5<𝑦+<30) can lead large numbers of errors since the 

blending/switching behaviour is inaccurate for the wall function approach in this region. 

Moreover, 𝑦+should also be higher than 𝑘+values, as recommended by Star CCM+ to 

impose the effects of roughness functions. In other words, the distance of the first grid 

node to the wall must exceed the roughness size; otherwise, the skin friction coefficient is 

under-predicted. 

4 VERIFICATION AND VALIDATION  

4.1 Verification Study 

The verification study was conducted to determine the uncertainty level of the 

numerical study and sufficient grid spacing for the numerical simulations. The Grid 

Convergence Index (GCI) method, which is based on the Richardson extrapolation, was used 

to predict the uncertainty of the solution. The uncertainty method (i.e. GCI) was recommended 

for CFD verification studies in the ITTC procedure [64]. This method was first proposed by 

Roache [66] and has employed in many studies in the literature. In this study, the methodology 

described by Celik et al. [67] was applied. The detailed procedure of the method can be found 

in the study of Celik et al. [67]. 

The refinement factor (r) was selected as 20.5, which is generally employed in CFD 

applications. Besides, it is recommended to use the refinement factor greater than 1.3. In this 

method, three different solutions are desired to accurately assess the uncertainty level of the 

numerical solution [68]. Thus, the three solutions were utilised in this study.  



 

 

The difference between the solution scalars (ε) can be found using the following 

equation, 

 𝜀21 = 𝜑2 − 𝜑1,    𝜀32 = 𝜑3 − 𝜑2,             (6) 

Here, 𝜑1, 𝜑2, 𝜑3 indicates the fine, medium and coarse grid solution, respectively. It is 

to be noted that the total elements are around 0.98×106, 0.56×106 and 0.37×106 in model scale 

for fine, medium and coarse grid structures, whereas these numbers altered to 1.2×106, 

0.76×106 and 0.47×106 for fine, medium and coarse grid structures, respectively for full-scale 

simulations. The solution scalar was selected total resistance value both in the model and full-

scale simulations at VM=3.051 m/s and VS=14.95 m/s, respectively.  

Convergence conditions of the numerical solution can be calculated as follows, 

 𝑅 =
𝜀21  

𝜀32
 (7) 

The determination of the solution can be assessed according to the range of R values 

[69]. Oscillatory convergence: -1 < R < 0, monotonic convergence: 0 < R < 1, oscillatory 

divergence: R < -1 and monotonic divergence: R > 1. 

The extrapolated value can be calculated using the following equation, 

 𝜑𝑒𝑥𝑡
21 = (𝑟𝑝𝜑1 − 𝜑2)/(𝑟𝑝 − 1)   (8) 

The approximate and extrapolated relative errors are defined as follows, 

 𝑒𝑎
21 = |

𝜑1 − 𝜑2

𝜑1
|    𝑒𝑒𝑥𝑡

21 =
|𝜑𝑒𝑥𝑡

12 − 𝜑1 |

𝜑𝑒𝑥𝑡
12

   (9) 

 

Finally, the uncertainty level of the numerical solution can be calculated by, 

 

 𝐺𝐶𝐼𝑓𝑖𝑛𝑒
21 =

1.25𝑒𝑎
21

𝑟21
𝑝 − 1

 (10) 

 

Here 𝑝 is the apparent order of the method. The element count and solution of the 

scalars for each grid structures and the uncertainty level of the numerical study for both model 

and full-scale submarine forms are given in Table 3 and 4, respectively.  

 

 

 

 

 

 

 

 

 



 

 

Table 3 Spatial Converge study results at model scale submarine form (VM =3.051 m/s) 

𝑁1 982300 

𝑁2 564431 

𝑁3 367968 

𝜑1 98.987 

𝜑2 100.969 

𝜑3 104.521 

𝑟21 1.202 

𝑟32 1.153 

𝜀21 1.982 

𝜀32 3.552 

𝑝 3.945 

𝑞 0.280 

𝑠 1 

𝑒𝑎
21 0.020 

𝑒𝑒𝑥𝑡
21 0.019 

𝜑
𝑒𝑥𝑡

21 97.139 

𝐺𝐶𝐼𝐹𝐼𝑁𝐸  (%) 2.334 

 
Table 4 Spatial Converge study results at the full-scale submarine form (VS =14.95 m/s) 

𝑁1 1270488 

𝑁2 767315 

𝑁3 474216 

𝜑1 1.970E-3 

𝜑2 1.996E-3 

𝜑3 2.087E-3 

𝑟21 1.183 

𝑟32 1.174 

𝜀21 2.625E-5 

𝜀32 9.205E-5 

𝑝 7.422 

𝑞 0.051 

𝑠 1 

𝑒𝑎
21 0.013 

𝑒𝑒𝑥𝑡
21 5.395E-3 

𝜑
𝑒𝑥𝑡

21 1.960E-3 

𝐺𝐶𝐼𝐹𝐼𝑁𝐸  (%) 0.671 

 

As a result of the uncertainty study, the fine mesh was selected both for model and full-

scale simulations. It should be noted that the number and thickness of the prism layer were set 

according to the maximum roughness height given in Table 1. As a result of the uncertainty 

study, the same properties of near-wall mesh (i.e. number and thickness of the prism layer) 

were not changed for each velocity and roughness type due to the computational cost as there 

are several velocities and roughness heights investigated in the scope of this study.  

 



 

 

4.2 Validation Study  

Following the verification study, the numerical results of the total resistance in the 

smooth case for model scale submarine form were validated with the experimental data. Figure 

6 shows that there is a good agreement between numerical and experimental results. The 

absolute difference in total resistance values between CFD and experiment was calculated to 

be a maximum of 7%. The numerical results for the full-scale submarine form will be given in 

the next section. Here 𝜆 (Length of ship/Length of model=24) is the scale ratio. 

 

 
Figure 6 Validation of resistance values for model scale submarine form (λ=24) 

5 NUMERICAL RESULTS 

5.1 The comparison of resistance and its components between model and full scale in 

the smooth case 

The total resistance of the vessel (𝑅𝑇) is mainly comprised of two components; the 

frictional resistance (𝑅𝐹) and residuary resistance (𝑅𝑅) which can be written as follows; 

 𝑅𝑇 = 𝑅𝐹 + 𝑅𝑅 (9) 

 where 𝑅𝑅 is the summation of the wave-making resistance (𝑅𝑊) and viscous pressure 

resistance (𝑅𝑉𝑃), and it is originated from the drag related normal pressure while 𝑅𝐹  is due to 

the friction between the hull and fluid.  

 𝑅𝑅 = 𝑅𝑉𝑃 + 𝑅𝑊 (10) 



 

 

The total resistance and its components are generally identified in non-dimensional 

form by dividing each term by the object's wetted surface area and dynamic pressure. The 

residuary resistance component can be considered a function of Froude number (Fn) whereas 

the frictional resistance component is a function of Reynolds number (Re). The non-

dimensional form of resistance components can be written as follows,  

 𝐶𝑇 = 𝐶𝐹(𝑅𝑒) + 𝐶𝑅(𝐹𝑛) (12) 

The frictional resistance component can be calculated by using the ITTC-1957 

extrapolation formula as follows [64],  

 
 

𝐶𝐹 =
0.075

(log(𝑅𝑒) − 2)2
 (13) 

It should be born in mind that in this study, the submarine form is fully submerged. 

Thus, there is no wave resistance component, and the residuary resistance is only composed of 

viscous pressure resistance (𝑅𝑉𝑃) which occurs due to separation and energy loss created by 

eddy motions. 𝑅𝑉𝑃  generally constitutes a small portion of residuary resistance in comparison 

to 𝑅𝑊 for a ship in the free surface. Additionally, the Reynolds and Froude number can be 

given, respectively, as follows,  

 

 𝑅𝑒 =
𝑉𝐿

𝑣
 (14) 

 

 𝐹𝑛 =
𝑉

√𝑔𝐿
 (15) 

 

Here, 𝑉 is the ship velocity (m/s), 𝐿 is the ship length (m), 𝑔 is the acceleration of 

gravity (m/s2), and 𝑣 is the kinematic viscosity of the fluid (m2/s). Fn similarity is satisfied 

between model and full scales for free-surface vessels (i.e. ship case). In contrast, Re similarity 

is preferred for submerged bodies since there will be no free surface effect. Re and Fn similarity 

can be written between model and full scale, respectively.  

 

 
𝑉𝑀𝐿𝑀

𝜗𝑀
=

𝑉𝑆𝐿𝑆

𝜗𝑆
→ 𝑉𝑆 =

𝑉𝑚

𝜆
 (16) 

 

 
𝑉𝑆

√𝑔𝑆𝐿𝑆

=
𝑉𝑀

√𝑔𝑀𝐿𝑀

→ 𝑉𝑆 = 𝑉𝑀 √𝜆 (17) 

 

As can be seen in Eq. 16, if the Re similarity is satisfied between the model and full 

scale, the model-scale velocities exceed the practical speed limitations of experimental 

facilities. The model-scale submarine tests were conducted at five different velocities (i.e. 

between 3.051 and 9.152 m/s) in the David Taylor Model Basin (Groves et al., 1989). Although 

the Re similarity is likely to be used for fully submerged bodies, in our case, the full-scale 

velocities become unrealistic with Re similarity. For this reason, Fn similarity is deemed to be 

more applicable to find the full-scale velocities. However, even if Fn similarity is satisfied, the 

full-scale submarine velocities still remain in an unrealistic speed range. In our study, the 

velocities obtained by Fn similarity were used to investigate the scale effects between model 

and full-scale submarine forms in smooth condition. Nevertheless, more realistic submarine 



 

 

velocities were selected between 10 knots and 29 knots (i.e. 10, 15, 20 and 25 knots) to 

investigate the effects of roughness on submarine hydrodynamic performance. Table 5 

tabulated the full-scale velocities obtained by both Re and Fn similarities. 

 

Table 5 The full-scale velocities obtained by Re and Fn similarities 

𝑉𝑀 (m/s) 
𝑉𝑆 (m/s) 

(Re Similarity) 

𝑉𝑆 (m/s) 

(Fn Similarity) 

3.051 0.127 14.947 

5.144 0.214 25.200 

6. 096 0.254 29.864 

7.161 0.298 35.082 

8.231 0.348 40.324 

9.152 0.381 44.835 

 

Figure 7 shows the numerical frictional resistance results obtained by CFD and ITTC-

1957 formulation for full-scale submarine form in smooth condition. In smooth condition, the 

y+ values change between 223 and 1730 from 10 knots to 87 knots. As can be seen in Figure 7, 

there is a good agreement between numerical results and ITTC formulation with a maximum 

of 3.68% difference. 

 

 
Figure 7 Comparison of frictional resistance component with CFD and ITTC formulation. 

The numerical results of the model and full-scale submarine forms were compared 

through the total resistance and viscous pressure resistance coefficients in the smooth condition 

in Figure 8. As expected, the total and viscous pressure resistance values decrease with an 

increase in Re numbers. Besides, the magnitudes of the model's total resistance coefficient are 



 

 

higher than those of the full-scale submarine due to higher frictional resistance and viscous 

pressure resistance coefficients related to the differences in the boundary layer structure and 

thickness at different scales. 

 

 

Figure 8 Comparison of total and viscous pressure resistance both for model and full scale in 

smooth condition. 

5.2 The comparison of nominal wakes between model and full-scale in smooth condition 

The wakefield of a ship occurs due to relative motion between the hull and flow with a 

free surface. In the classic naval architecture literature, the wakefield can be presented on the 

propeller plane by using non-dimensional wake fraction (𝑤) parameter, which can be described 

as the “nominal” and “effective” wake terms depending on the presence of the propeller. While 

the former is defined in the absence of the propeller, the latter includes the effect of the 

propeller’s action (not the physical presence of the propeller) in the wakefield inflow but 

excluding the propeller induced velocities. The nominal wake fraction (𝑤), can be divided into 

three components given by Eq 18; [70] 

 𝑤 = 𝑤𝑝 + 𝑤𝑓 + 𝑤𝑤 (18) 

where 𝑤𝑝 is the potential wake fraction, 𝑤𝑓 is the frictional wake fraction and 𝑤𝑤, is 

the wave-induced wake fraction component. The potential wake occurs due to the increase in 

pressure around the stern stagnation region, whereas the frictional wake arises due to the 

viscous nature of the fluid passing over the hull and dominates the nominal wakefield. The 

wave component of the wake is due to the orbital motion of the Kelvin wave profiles [71]. As 

the Fn similarity is satisfied between model and full-scale of the vessel in the model tests, the 

potential wake fraction can be considered the same for both model and full-scale. However, 

due to the difference in Re numbers between the model and full scale, the boundary layer 

thickness ratio will be significantly less in full-scale and resulting in the well-known scale 

effects [72], which still being discussed in the literature [64]. On the other hand, since the 

submarine hull is fully submerged, the wave-induced component of the wake can be ignored, 

and the wake fraction mainly composed of the frictional wake component.  

Figure 9 shows the location of the predicted nominal wakefields in the numerical 

calculations for model and full-scale submarine forms (i.e. x/L= 0.978, 1.04, 1.20). The 

predictions are given in Figure 10 for the non-dimensional axial velocity distributions at three 

different locations both in the model and full-scale. The reduced axial velocities can easily be 

seen as the shadowing effects of the appendages on the wakefield contour plots in Figure 10. 



 

 

The V-shaped carving, which was triggered by the sail, was observed in the numerical 

solutions, especially at x/L=0.978 (i.e. propeller plane) similar to that observed in Wang et al., 

2015. The non-dimensional axial velocity contours at the different planes manifest themselves 

as the higher wake velocities and hence lower nominal wake fraction in full-scale due to the 

scale-effect associated with the Re number and boundary layer thickness ratio. It should be 

noted that the propeller diameter 𝐷𝑀 and hub to dimeter ratio (𝐷ℎ𝑢𝑏 𝐷) ⁄ was set to 0.262 m and 

0.226, respectively [60]. 

 

 
Figure 9 Representation of measured nominal wakefields location both in the model and the 

full-scale (smooth conditions) 

  



 

 

 

 

 
Figure 10 The non-dimensional axial velocity distributions at three different locations for 

model and full scale in smooth conditions (𝑽𝑴=3.051 m/s and 𝑽𝑺=14.95 m/s) 

The mean value of the nominal wake fraction at the propeller plane can be calculated 

by integrating the wakefield as follows; 

 

 𝑊̅𝑇 =
∫ 𝑟

𝑅

𝑟ℎ
∫ 𝑤𝑇𝑑∅𝑑𝑟

2𝜋

0

𝜋(𝑅2 − 𝑟ℎ
2)

 

 

(19) 

Here, 𝑤𝑇 is the Taylor wake fraction, 𝑅 is the propeller diameter and 𝑟ℎ, is the hub 

diameter. The calculated wake fractions for different axial velocities at x/L=0.978 (i.e. the 

propeller plane) for both model and full-scale submarines in the smooth condition are shown 

in Figure 11. It can be seen in this figure that the nominal wake fraction values decrease with 

an increase in Re number as well as with the reduced scale ratio. The slope of the wake fraction 

lines also decreases with an increase in Re number. 

 

λ=24 

x/L=0.978 x/L=1.04 x/L=1.2 

λ=1 

λ=24 λ=24 

λ=1 λ=1 



 

 

 
Figure 11 The comparison of nominal wake fractions for both model and full-scale 

submarine forms in smooth condition (x/L=0.978) 

5.3 The effect of roughness on the hydrodynamic characteristics of the submarine in 

full-scale 

In the previous section, the model and full-scale submarine forms were compared in 

terms of the resistance components and wakefields in the smooth condition. In this section, a 

CFD model with modified wall function approach was developed to investigate the effects of 

roughness on resistance, effective power, as well as wakefields for the full-scale submarine in 

a velocity range from 10 knots to 29 knots. The details of the roughness functions are tabulated 

in Table 2. Figure 12 illustrates the predicted wall shear stresses on the submarine hulls both 

in the smooth and rough conditions. As expected, the roughness triggers and increase the wall-

shear stress dramatically on the submarine form with appendages. 

 



 

 

 
Figure 12 The comparison of the wall shear stress between smooth and rough conditions at 

29 knots 

As the wall shear stress (or frictional velocity) increases in the rough cases, the non-

dimensional 𝑦+values increase inevitably. Figure 13 shows the change in the average 𝑦+values 

calculated on the submarine hull with respect to the representative roughness height (i.e. 𝑘𝐺). 

It should be noted that the average 𝑦+values also rise with an increase in submarine velocity. 

 

 
Figure 13 The change of 𝒚+ values with roughness and velocity. 

 

 

 



 

 

The numerical frictional resistance coefficients (𝐶𝐹 ) obtained by CFD were compared 

with Granville’s similarity law scaling method [22], [23]. In the latter method, the submarine 

geometry is assumed to be replaced by the flat plate with the length of the submarine. Figure 

14 shows that there are discrepancies between the percentage increases in 𝐶𝐹  values with 

respect to smooth surface obtained by CFD and Granville`s approach at different velocities. 

This can be attributed to the fact that the boundary layer becomes strongly thickened due to the 

backflow close to the wall, so boundary layer mass gets away from the wall. The velocity 

gradients are perpendicular to the wall, and the wall shear stress (𝜏𝑤 = 0) vanishes at the 

separation point. Even the small changes in the shape of the body, particularly where the 

pressure distribution is strongly affected (i.e. appendages of the submarine), flow separation 

can occur easily. This could be the reason for the discrepancies between the two approaches as 

it is not possible to capture this effect in Granville’s approach. 

 
Figure 14 The comparison of CF values between CFD and Granville`s approach. 

 

 



 

 

Figure 15 illustrates the pressure coefficient (𝐶𝑃) which is the pressure non-

dimensionalised by 𝜌𝑉2 along the hull for both smooth and rough cases at the top and bottom 

side of the submarine form. It is important to note that ‘0’ indicates aft of the submarine form, 

whereas ‘1’ indicates the forward of the submarine. It can be observed that the surface 

roughness mainly affects the sail and aft region of the submarine with the manifestation of 

decreasing pressure, while the rest of the hull pressures is not affected significantly. Therefore, 

as well as the increased frictional drag, the roughness will further increase the viscous pressure 

component of the submarine hull. 

 

 
Figure 15 The non-dimensional pressure distributions along with the form at 29 knots (left: 

top of the form; right: bottom of the form) 

Following the CF values comparison between the CFD and Granville`s approaches, the 

CT and CVP values were compared at several velocities for the smooth and rough cases in Table 

6. It can be seen from the table, the CT and CVP values increase at the same Re numbers as the 

roughness height increases. 

It should be noted that the values of CF and CVP remain almost constant at increasing 

Re numbers under the same surface roughness condition. This can be attributed to the fact that 

the flow condition is fully-rough as the selected roughness elements penetrate the linear 

sublayer. When the flow is in the fully rough regime, CF and CVP values become independent 

of Re numbers, and the surface drag is comprised of the form drag and eddy shedding of the 

roughness elements. Due to the pressure differences at the aft of the submarine form and the 

sail, the CVP values increase in the rough cases in comparison to smooth condition. 

 

Table 6 Comparison of resistance components at different speeds 

  
Re=4.9*108  

(VS=10 knot) 

Re=7.3*108 

(VS=15 knots) 

Re=9.8*108  

(VS=20 knots) 

Re=1.2*109  

(VS=25 knots) 

Re=1.4*109 

(VS=29 knots) 

kG 

(µm) 
CT CVP CT CVP CT CVP CT CVP CT CVP 

0 2.186E-03 4.958E-04 2.100E-03 4.851E-04 2.042E-03 4.780E-04 1.999E-03 4.729E-04 1.971E-03 4.696E-04 

94 2.984E-03 6.007E-04 2.976E-03 5.997E-04 2.971E-03 5.992E-04 2.968E-03 5.988E-04 2.967E-03 5.987E-04 

136 3.119E-03 6.184E-04 3.113E-03 6.176E-04 3.109E-03 6.172E-04 3.107E-03 6.170E-04 3.106E-03 6.168E-04 

337 3.511E-03 6.713E-04 3.508E-03 6.709E-04 3.506E-03 6.707E-04 3.505E-03 6.706E-04 3.504E-03 6.705E-04 

408 3.604E-03 6.840E-04 3.601E-03 6.837E-04 3.599E-03 6.835E-04 3.598E-03 6.834E-04 3.597E-03 6.833E-04 

1056 4.129E-03 7.541E-04 4.126E-03 7.539E-04 4.125E-03 7.539E-04 4.124E-03 7.538E-04 4.124E-03 7.537E-04 

1152 4.182E-03 7.609E-04 4.180E-03 7.608E-04 4.179E-03 7.607E-04 4.178E-03 7.606E-04 4.177E-03 7.605E-04 



 

 

5.4 The effect of roughness on the effective power 

The total resistance coefficients, CT, were calculated based on the full-scale simulations 

for smooth and the rough conditions at five different ship speeds. Following this, the percentage 

increases in the PE due to roughness were calculated by using Eq. 20. 

 ∆𝑃𝐸% =
𝐶𝑇𝑅 − 𝐶𝑇𝑆

𝐶𝑇𝑆
× 100 (20) 

 

Here, CTR is the total resistance coefficient at rough condition, whereas CTS is the total 

resistance coefficient at the smooth condition. As shown in Figure 16, the roughness conditions 

cause a substantial increase in PE values, ranging from ~36% to ~91% at 10 knots and ~50% 

to ~111% at 29 knots. The figure states that the effect of roughness on PE increases with the 

increasing ship speed as expected. The results of this study are in contrast to earlier findings of 

Song et al. (2019) which showed the effect of roughness on the effective power was higher at 

19 knots compared to those at 24 knots for the full-scale KCS hull. This can be attributed to 

the fact that DARPA form was fully submerged, whereas KCS hull was in interaction with the 

free surface, which also creates wave-making resistance. 

 
Figure 16 The percentage increases in the PE due to roughness conditions compared to the 

smooth condition at five different ship speeds. 



 

 

As expected, the PE values rise with an increase in ship speed; however, the rate of this 

increase is higher at the low speeds compared to the rate at high speeds. This means the effect 

of roughness is more significant at slow speeds than that of high speeds. 

5.5 The comparison of nominal wakefields for smooth and rough conditions 

The non-dimensional axial velocity distributions were also compared in both smooth 

and rough cases at 29 knots in Figure 17. It can be seen from the figure that the surface 

roughness causes a decrease in the flow field at three different locations. The slowing-down 

effect of wake velocities due to the appendages can also be seen in Figure 17 in comparison 

with the smooth cases, especially at x/L=0.978. 

 

 

 

 

 
 

Figure 17 The comparison of non-dimensional axial velocity distributions at 29 knots for 

smooth and rough conditions. 

In order to quantify this effect, the nominal wake fraction was calculated using Equation 

19 for the smooth and rough cases. As shown in Table 7, the roughness causes an increase in 

the nominal wake ranging from 25% to 68% compared to the smooth case. Although the change 

is still significant, it is not as high as those in CT, CVP and CF, under the same surface roughness 

conditions with increasing Re numbers. This can be explained by the fact that the effect of 

roughness on the nominal wake becomes independent of Re number in the fully-rough regime 

flow condition.  

 

x/L=0.978 x/L=1.04 x/L=1.2 

Smooth Smooth Smooth 

NSM40 NSM40 NSM40 



 

 

Table 7 Comparison of nominal wake faction for smooth and rough conditions 

  ReS=4.9x108 ReS=7.3x108 ReS=9.8x108 ReS=1.2x109 ReS=1.4x109 

kG (µm) VS=10 knots VS=15 knots VS=20 knots VS=25 knots VS=29 knots 

0 0.249 0.242 0.237 0.233 0.231 

94 0.312 0.312 0.311 0.311 0.311 

136 0.322 0.321 0.321 0.321 0.321 

337 0.348 0.348 0.348 0.348 0.348 

408 0.354 0.354 0.354 0.354 0.354 

1056 0.387 0.386 0.386 0.386 0.386 

1152 0.390 0.390 0.389 0.389 0.389 

6 FURTHER REMARKS AND CONCLUSIONS 

This study shows the applicability of the CFD method in predicting the effect of 

roughness on the hydrodynamic characteristics of a full-scale submarine. The roughness 

functions from the literature were employed in the wall functions of CFD software STAR 

CCM+. The study includes three different steps of simulations. First, model scale simulations 

were conducted to validate the CFD model with the experimental data. Following that, model 

and full-scale simulations were conducted in the smooth condition to investigate the scale effect 

on total resistance components as well as nominal wake distribution. Finally, roughness effects 

on total resistance and its components as well as nominal wake were investigated and discussed 

with a view to self-propulsion simulations as the future work. 

 

The differences between the model scale and full-scale simulations are identified and 

discussed as the scale effect. These differences are due to the Reynolds number dependence of 

the flow field, which is likely to be ignored in the model scale testing. The ratio of the boundary 

layer thickness is one of the most important parameters contributing to these differences, which 

is significantly reduced in full-scale. The comparison of the model and full-scale non-

dimensional axial velocities at the propeller plane and its downstream (x/L=0.978, 1.04 and 

1.2) indicated that the full-scale values are higher compared to those of the model scale 

resulting in smaller nominal wake fractions. 

 

The frictional resistance coefficients obtained by the CFD simulations for the full-scale 

submarine and Granville’s similarity law scaling method generally showed a good agreement 

with each other. 

 

The CFD analysis of the hull pressures indicated that the surface roughness decreases 

the non-dimensional pressure coefficient, especially at the stern and sail region, which 

increases the viscous pressure resistance. It is of note that the pressure distributions for the 

smooth and rough cases are similar on the bow and parallel mid-body section of the hull, which 

means that the roughness does not affect the pressure distribution unless there is an adverse 

pressure gradient (e.g. around appendages). The results are consistent with the previous studies 

in the literature. 

 

It was observed that the total resistance coefficient and hence the effective power of the 

submarine was further increased with increasing roughness as expected. However, it was 

interesting to note that, increasing ship speed did not decrease the effect of surface roughness 

on the total resistance, as reported in Song et al. [26] for a surface ship case. This can be 



 

 

attributed to the wave-making resistance of the surface ship emerging as the significant 

contributor to the total resistance coefficient at high speeds while the roughness effect does not 

diminish with increasing ship speed. 

 

The study showed that increasing roughness height also has detrimental effects on the 

nominal wake with the increasing wake fraction values from 25% to 68%, which may 

significantly impact the propeller inflow and hence the advance velocity of the propeller. The 

increase in wake would increase propeller efficiency.  

 

 Furthermore, the change in the propeller inflow due to roughness, will also affect the 

propeller's cavitation inception, which is critical for any naval vessel, especially for 

submarines. Therefore, the current study is being further expanded to include the self-

propulsion, including the cavitation modelling, to investigate the effect of the roughness on the 

self-propulsion, cavitation, and ultimately on the underwater radiated noise of submarines.   

 

On a final note, the hull roughness presented in this study is mainly associated with the 

barnacle type biofouling with different heights and coverage based on which the roughness 

functions were derived. While this type of macrofouling is quite common, more cautious navies 

and commercial shipowners may not allow the growth of this macrofouling type by cleaning 

their vessels more often. However, the physical hull roughness by welding, coatings etc. as 

well as the most common micro size biofouling, i.e. biofilm (or slime), is unavoidable and 

should be taken into account at the performance prediction of any vessel, including submarines. 

Within this context, there is a need for the roughness functions of these surfaces with more 

realistic or simulated hull roughness (i.e. due to welding, coatings, etc.) including the effect of 

dynamic biofilm growth. Such data is rather rare, although it has been recently reported in 

Yeginbayeva et al. [34, 73] for commercial foul release coatings that can be easily simulated 

with the method presented in this study for more realistic fouling scenarios.  
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