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ABSTRACT

Across many online contexts, internet users are required to make judgments of trustworthiness in the 
systems or other users that they are connecting with. But how can a user know that the interactions they 
engage in are legitimate? In cases where trust is manipulated, there can be severe consequences for the 
user both economically and psychologically. In this chapter, the authors outline key psychological litera-
ture to date that has addressed the question of how trust develops in online environments. Specifically, 
three use cases in which trust relationships emerge are discussed: crowdfunding, online health forums, 
and online dating. By including examples of different types of online interaction, the authors aim to 
demonstrate the need for advanced security measures that ensure valid trust judgments and minimise 
the risk of fraud victimisation.

INTRODUCTION

As our lives transition further into the digital world, the role of trust in day-to-day interactions is trans-
forming. Internet users are required to make judgments about others without any of the emotional and 
behavioural cues that would be available in a face-to-face interaction (Rocco, 1998; Cheshire, 2011; 
Hancock & Guillory, 2015). Where interactions involve risk, through the disclosure of personal or fi-
nancial information, a need for trust in other users and systems emerges. Although the development of 
trusting relationships online can benefit the user, both economically and personally, anonymity and the 
lack of accountability on the internet (Friedman, Kahn, & Howe, 2000) mean that this trust can also be 
manipulated more readily.

In cases where trust is misplaced or manipulated, users can suffer both financial loss and psychologi-
cal trauma, depending on the nature of the relationship. Online fraud costs the UK almost £11 billion 
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per year (Action Fraud, 2016), and often results from abuse of a user’s natural inclination to trust oth-
ers. Examples include the theft of money through online transactions where the item never arrives or, 
on a more personal level, romance fraud where a user is manipulated into sending money to a fraudster 
posing as a potential romantic partner in need of financial assistance. In extreme cases, misplaced trust 
online may lead to physical harm, for example if a user makes the decision to meet with someone from 
a dating website whose motives turn out to be malicious. At the same time, legitimate organisations are 
impeded by a lack of trust from users who are overcautious and unwilling to divulge information online 
(Wang & Emurian, 2005). This means that withholding trust where it is warranted can result in missed 
opportunities for both the user and the organisations that are losing custom (Friedman, Khan, & Howe, 
2000). It is therefore crucial that an optimal balance is reached to encourage users to make effective and 
accurate trust judgments online.

In this chapter, the authors will consider existing models of trust behaviour alongside insights from 
psychology and information systems that inform our understanding of the formation of trust beliefs and 
influence behaviour. The chapter will go on to consider three specific online scenarios in which trust 
is a prerequisite to successful interaction: crowdfunding, health forums, and online dating. These three 
scenarios cover a range of relationship types, from business-like investments through crowdfunding plat-
forms, to personal and intimate relationship building through online dating. The commonality between 
all three though is that they emphasise a current trend towards a collaborative society and economy. 
Moving away from a need for institutional trust, these examples emphasise the need to understand how 
trust dynamics work between users and how social information can influence trust. By choosing to focus 
on these varying scenarios, the authors hope to demonstrate the diversity of risk faced online, whilst 
highlighting fairly underexplored examples of peer-to-peer interactions that are rapidly becoming the 
cornerstone to our digital lives.

There are parallels that can be drawn between crowdfunding and more traditional e-commerce transac-
tions online, although the lack of legal regulation around crowdfunding means that this is an inherently 
riskier form of transaction. As an investment, rather than purchase, the funder has no guarantee that the 
product or organisation will be delivered as advertised. Similarly, engagement with health forums and 
online dating sites may be compared to traditional chat forum conversations in that they are computer 
mediated interactions between strangers. However, the personal and often intimate nature of these con-
versations means that users are likely to divulge information that can leave them in a more vulnerable 
position. As such there is an even more crucial need to ensure that the information people are sharing in 
such scenarios online is done so in a secure manner, and only with individuals who warrant trust. The 
potential to manipulate trust in these scenarios will be discussed, providing an overview of the central 
issues to be addressed in future research and security tools that are designed to encourage secure online 
connectivity.

BACKGROUND

What Is Trust?

Trust is an essential construct to the maintenance of a functioning society (Rotter, 1980). Without it, 
friendships and relationships would not exist, whilst organisations would not be able to establish and 
maintain a customer following. As such, definitions of trust are widespread and vary across disciplines, 



111

The Role of Psychology in Understanding Online Trust
﻿

including psychology, economics, and information systems. However, across these disciplines, there is 
consistency in the emphasis on risk and uncertainty as underlying prerequisites for the development of 
trust (Cheshire, 2011). In relation to online behaviour, this risk may be created by a request to divulge 
personal or financial information to an unknown website, or through interaction with strangers whose 
intentions are unverified. An appropriate definition of trust is often dependent on the type of relation-
ship being described, for example definitions may differ across interpersonal, societal, or systems-based 
interactions. One definition that encapsulates the positions taken across disciplines suggests that “trust is 
a psychological state comprising the intention to accept vulnerability based upon positive expectations 
of the intentions or behaviours of another” (Rousseau, Sitkin, Burt, & Camerer, 1998). In this sense, 
trust exists alongside risk, where a person accepts that the other party may or may not act in the expected 
manner, but believes that their intentions are good.

As well as understanding what trust is on a conceptual level, much research has considered how 
this develops. This is crucial to understanding situations where trust is misplaced, or when distrust in 
another person or system is displayed. Some propose that a disposition to trust exists as a static trait that 
differs between people and is maintained across contexts (Gurtman, 1992; Sorrentino, Holmes, Hanna, 
& Sharp, 1995). In particular, this trait is thought to encapsulate trust decisions in novel scenarios, when 
interacting with a stranger or when there is little additional information available to inform behaviour. 
Rotter (1980) suggests that a predisposition to trust builds from early childhood experiences relating to 
trust that result in generalised beliefs about other people and the honesty of their intentions. However, 
trust is a complex construct and later explanations combine this predisposition into more substantial 
models that take into account factors specific to a given situation, as discussed in more detail below.

Modelling Trust Behaviour

Mayer, Davis, and Schoorman (1995) provide a comprehensive model of trust with three core beliefs 
that are incorporated into many later definitions and explanations: ability, benevolence, and integrity. 
Ability refers to the perceived skills and knowledge of the trustee, based on available information or 
prior knowledge about them. If a person believes someone to be highly capable of completing the task 
in question, they will likely be more willing to disclose information to this person (Gillespie, 2003). 
Benevolence accounts for the extent to which a person perceives the intentions of another to be positive 
and good-natured. Finally, integrity refers to the perceived adherence to personal and moral principles 
on the part of the trustee. These latter two constructs are thought to influence a person’s willingness to 
rely on the trustee, which in turn informs decisions about trust related behaviours such as co-operation 
and business transactions (Gillespie, 2003).

Models such as that proposed by Mayer, Davis, and Schoorman (1995), which are commonly used 
across the trust literature, were proposed in relation to interpersonal or organisational trust in an offline 
capacity, before the emergence of the internet as a platform for social interaction and e-commerce, 
amongst other activities. Therefore, it is necessary to consider how such explanations translate into an 
online environment, and whether these are in fact still applicable. The core beliefs outlined for human 
interaction may still hold in the online environment (Lankton & McKnight, 2011), but there are a num-
ber of additional factors to consider that may hinder trust development, such as anonymity and lack of 
accountability online, unknown vulnerabilities, and lack of regulations in place to provide assurance in 
case of harm (Friedman, Kahn, & Howe, 2000). Interactions with online systems, rather than other us-
ers, may again be considered differently. Cheshire (2011) argues that there are fundamental differences 
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in the mechanisms underlying interactions between humans and systems, and that in many cases the 
need for trust is overridden by the security assurances available online, such as privacy icons. In these 
cases, the uncertainty and risk that underpins the need for trust is eradicated. Although this has potential 
positive consequences for secure behaviour, it does limit the potential for developing on-going trusting 
relationships. Cheshire (2011) does conclude though that the perceived humanness of some computer 
systems may blur the distinction between interpersonal and systems-based interactions.

Similarly, Lankton, McKnight, and Tripp (2015) suggest that different technologies elicit a different 
level of perceived humanness based on the social presence and affordances of a given system. Existing 
trust models, such as that proposed by Mayer, Davis, and Schoorman (1995) have been adapted to reflect 
the differing nature of interactions between a human user and a system, compared to interacting with 
another human. Functionality, helpfulness, and reliability replace ability, benevolence, and integrity, as 
the core beliefs associated with trust behaviour (McKnight, Carter, Thatcher, & Harrison, 2011). In some 
cases though there may be an interaction between the two sets of beliefs, for example in social network-
ing sites where users display trust in the platform itself, as well as in the other users they are interacting 
with through the site. This is demonstrated in a study looking at trust on Facebook where the two sets 
of belief constructs were shown to conceptually relate (ability-functionality, benevolence-helpfulness, 
and integrity-reliability) in a model that outperformed either distinct set of beliefs in explaining trust 
attribution (Lankton & McKnight, 2011).

The research discussed in this chapter demonstrates the underlying constructs that support the devel-
opment of trust in both interpersonal and systems based interactions. As mentioned above, an element 
of risk and uncertainty is a precursor for trust, as is the case in many online interactions where we are 
unfamiliar with the user or organisation we are interacting with. In the scope of this chapter, the authors 
are interested in understanding situations where trust is misplaced and the intentions of the ‘other’ turn 
out to be malicious. In order to do this, psychological mechanisms that inform beliefs about ability, 
benevolence, and integrity, in turn influencing trust behaviour, are considered.

Psychological Mechanisms in Trust Behaviour Online

Trust is recognised as a fundamental construct underpinning stability within society (Rotter, 1980), 
yet there is a disparity of literature drawing upon the psychology underlying trust behaviour (Dunning, 
Anderson, Schlösser, Ehlebracht, & Fetchenhauer, 2014). However, there are a number of constructs 
and mechanisms from the field of psychology that show clear relevance to the development of relation-
ships through online interaction, and which may act as pre-cursors to the trust beliefs discussed above 
(ability, benevolence, and integrity). These fit into two main areas: the psychology of persuasion, which 
considers the role of social influences in trust development; and individual differences between users, 
which include cognitive and personality traits that may impact trust behaviour. Each of these will be 
discussed in more detail below.

Psychology of Persuasion

Literature on the psychology of persuasion and social influence outlines core factors that can elicit 
behaviour change. Cialdini (2001) outlines six principles of influence: reciprocation, commitment and 
consistency, social proof, liking, authority, and scarcity. A number of these can be linked to patterns of 
online behaviour (Guadagno & Cialdini, 2005), and demonstrate potential vulnerabilities that might be 
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manipulated by fraudsters trying to deceptively gain the trust of users online for personal gain. Social 
proof, which provides insight on how to act in a given situation based on the behaviour of others and a 
desire to be liked, has been show to influence compliance online (Guadagno, Muscanell, Rice, & Roberts, 
2013). Although compliance suggests only a surface-level change in behaviour, rather than a permanent 
attitude change (Turner, 1991), this is enough to have severe consequences for a user if they divulge 
security-related information as a result. Pee (2012) also demonstrated the influence of the majority in 
the context of social media, suggesting that the behaviour of others has a greater effect on willingness 
to trust in false information online than the information quality or source credibility does.

Reciprocation, another of Cialdini’s principles, and one of the fundamental norms of human soci-
ety, suggests an obligation to repay the good will of others. In this sense, by giving through an act of 
kindness, a person is assured that the recipient will return the favour at some point in the future. There 
is potential for this perceived obligation to be used as a bargaining tool against a person, and thus be 
used to manipulate behaviour. The notion of reciprocation is amplified when there is a shared sense of 
social identity between those involved, as the distinction between personal and group welfare is blurred 
(Abrams & Hogg, 2010). Shared identities often develop in online environments, and so it is possible 
that the notion of reciprocation could be used to persuade a user to engage unwillingly in a financial 
transaction as a return favour, for example, putting them at risk of fraud victimisation.

Aside from the notion of reciprocation, social identity alone may influence behaviour as a result of 
compliance with the norms of the group (Reynolds, Subašić, & Tindall, 2014), for fear of rejection or 
social out-casting. Originally developed to explore intergroup conflict and harmony (Tajfel & Turner, 
1979), social identity theory is now commonly cited in understanding how group consensus on appro-
priate behaviour in a given situation can overcome uncertainty (Abrams & Hogg, 2010). In relation to 
trust, to which uncertainty is a precursor, people may rely on factors such as shared social identity to 
inform beliefs about ability and integrity during an interaction. There is a consensus that people have 
multiple social identities, and a specific context will influence which of these prevails (Turner, Hogg, 
Oakes, Reicher, & Wetherell, 1987). In addition, Goffman (1959) likens social identity to a theatrical 
performance, whereby the audience in a given scenario influences the character portrayed. In line with 
social proof, social identity theory implies that behaviour and beliefs are influenced by the actions and 
expectations of others, in particular those with whom we share a common identity. This human inclina-
tion to comply with the norms of a group may be used to manipulate behaviour by making a person feel 
obligated to act in a given way or divulge certain information that they may not otherwise do.

Within the context of a social group with a shared identity, a set of norms is established that orient the 
behaviour of group members (Neville, 2015). These arise through interaction and relationship building 
within the group (Turner, 1991), and often result from a compromise between the personal or alternate 
social norms of those in the group. Although there is some speculation on the exact process by which 
norms influence behaviour change (Reynolds, Subašić, & Tindall, 2014), it is acknowledged that social 
identity and norms interact to govern how a person should feel and act in a given situation (Turner et 
al., 1987). For example, a person who identifies as a football supporter may act in a rowdy manner at a 
match, but they would be unlikely to act this way in the workplace, where instead they adopt the identity 
of a reliable employee. There has also been some speculation on the motivations of compliance with 
social norms, with some arguing that this is purely a tactic employed to enhance personal self-image 
and give the impression of a moral lifestyle (Krueger, Massey, & DiDonato, 2008). Alternate research 
though has demonstrated that the adoption of social norms and associated group identity can result in 
long-term attitude change (Newcomb, 1943). Despite their importance in maintaining an orderly society 
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(Turner, 1991), social norms have been shown to lead to an excess of trust, which has clear consequences 
in light of cyber security threats, such as those associated with the example scenarios that are discussed 
later in this chapter. One example of such an impact comes from a study on privacy concerns in social 
networking sites, which demonstrated that perception of social norms about what data should be vis-
ible to others influenced security behaviour (Utz & Krämer, 2009). Dunning et al. (2014) suggest that 
fear of the negative consequences associated with disobeying social norms, such as guilt and anxiety, 
can lead people to comply and behave in ways that leave them vulnerable to the malicious intentions of 
others through unwarranted trust.

Individual Differences

Alternative accounts of behaviour online suggest that individual differences between users may be in-
fluential. Although the empirical evidence to support this is less convincing than that of social identity 
and social norms theories, it should be noted none the less in providing a comprehensive overview of 
the perspectives that psychology offers. In the broad context of trust behaviour, gender studies show 
that men are more trusting than women (Buchan, Croson, & Solnick, 2008), whilst women are viewed 
as more trustworthy (Dollar et al., 2001). Whilst these findings are replicated in relation to online shop-
ping behaviour (Garbarino & Strahilevitz, 2004; Van Slyke, Comunale, & Belanger, 2002), the authors 
are unaware of any evidence to indicate that this is the case in online interpersonal interactions such 
as those described later in the chapter. That is not to say that these differences do not exist, simply that 
there is a dearth in literature to support this currently. Similarly, whilst there is a common conception 
that older users are more vulnerable online, the evidence for this is not clear cut, and in any case research 
in relation to the examples outlined below is lacking.

Kaptein and Eckles (2012) report findings that the success of persuasion techniques in an online 
context can be partially explained by individual differences in personality constructs, such as the need 
for cognition (i.e. the inclination to engage more rational cognitive processing techniques), and that this 
was consistent across multiple trials. In this sense, they propose that these differences are static rather 
than transient traits, and imply that some users are more susceptible to persuasion than others. The exact 
individual differences are not outlined though, and instead a broad heterogeneity in response between users 
is reported. More research would be necessary to establish if there are specific constructs that influence 
response to persuasion techniques in order to understand the nature and implications of these findings.

The notion of individual differences does link with a disposition to trust, discussed above, which 
may act as a static trait between users making some more likely to trust than others. Roghanizad and 
Neufeld (2015) on the other hand propose that trust behaviour is situation specific. This work taps in to 
dual-process theories of reasoning, which suggest that individual differences (Kyllonen & Christal, 1990; 
Markovits, Doyon, & Simoneau, 2002) or situational factors (Stanovich, 1999; Kahneman, 2000; Evans, 
2003) might influence engagement in either rational or intuitive processing. When processing rationally, 
a person takes in all aspects of the information available to them in order to make an informed decision 
about how to behave or respond. Intuitive responses on the other hand rely on surface level information 
and pre-existing heuristics. When faced with risk, such as the requirement to disclose personal informa-
tion online, Roghanizad and Neufeld (2015) propose that users rely on intuitive responses rather than 
engaging in rational contemplation about the trustworthiness of a given website or user.
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The mechanisms discussed in this section have all been shown to influence behaviour in social 
situations, and by analogy relate to how users interact with one another online, and how relationships 
develop. Decisions surrounding the three beliefs associated with trust behaviour (ability, benevolence, 
and integrity) are likely to be informed by these mechanisms. By outlining the factors that influence and 
inform trust decisions and behaviour, the authors are also highlighting a number of vulnerabilities that 
might be used to manipulate impressions of trustworthiness made in an online environment, and thus 
deceive a user by eliciting trust where it is not warranted. This provides insight when considering fraud 
victimisation, and demonstrates core considerations in the development of tools to tackle cyber security 
issues surrounding human vulnerability.

Information Systems Approaches to Trust Behaviour Online

Although this chapter will focus predominantly on the human factors influencing the development of 
trust between users, it is worth also mentioning a complimentary approach, which considers the relation-
ship between the user and the system they are engaging with. In both unidirectional and bidirectional 
interactions online, the platform on which these take place can have an important role in how the user 
perceives the trustworthiness of a site, but also of the other users that they might interact with on that 
site. Lindgaard, Fernandes, Dudek, and Brown (2006) suggest that people form an opinion about the 
visual appeal of a website within the first 50ms, and this may have a crucial impact on perceived trust-
worthiness (Lindgaard, Dudek, Sen, Sumegi, & Noonan, 2011). Factors such as errors making the site 
look unprofessional, the colour scheme adopted (Cyr, Head, & Larios, 2010), and the design of the site 
can have a crucial impact. The influence of these systems-based factors may depend on the type of site 
though, with ease of navigation viewed as important to informational sites (including online communi-
ties) whilst the presence and strength of brand placement is deemed more influential on sites with which 
the user is highly invested, such as financial services (Bart, Shankar, Sultan, & Urban, 2005).

Security assurances are regularly incorporated within web pages, although empirical data on the 
value of these is varied, with some suggesting that these have a positive impact on trust development 
(Odom, Kumar, & Saunders, 2002; Rifon, LaRose, & Choi, 2005; Wu, Hu, & Wu, 2010), whilst oth-
ers report no effect (Hui, Teo, & Lee, 2007; McKnight, Kacmar, & Choudhury, 2004). The presence 
of security cues may contribute to the normative appearance of a website though, and in turn reflect 
whether information is presented as the user would expect it to be. This expectation of normality can 
act as a precursor to trusting beliefs about the authenticity of a web site (Li, Hess, & Valacich, 2008). 
The impact of these assurance cues may also be dependent of the level of risk involved in the interac-
tion, with objective assessments such as these playing more of a role in trust development under low 
risk (Raghanizad & Neufeld, 2015).

Contrary to Cheshire’s (2011) opinion that trust cannot exist between a human and a system, this 
research suggests that the assurances provided by the presence or absence of certain cues on a website 
can provide insight at least into the initial trustworthiness of an organisation or group. However, the 
development of ongoing relationships is reliant on more than this. In combination with interpersonal 
trust, these approaches seem to work together in explaining how users can decide which sites/platforms 
to interact with. They may then engage only with those perceived most trustworthy to develop on going 
relationships and interactions, which most often become reliant on interpersonal trust to succeed long term.
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APPLIED ONLINE SCENARIOS

In this section, the authors explore the existing literature around user decision-making across three dif-
ferent example scenarios. As discussed above, these examples provide insight into a range of interaction 
types, from the business-like transaction of crowdfunding investment, to the intimate relationship build-
ing through online dating platforms. These highlight interesting new areas of interest in terms of trust 
in peer-to-peer interactions, which have perhaps been less extensively explored than more traditional 
business-to-peer scenarios such as e-commerce. It is hoped that this section highlights the valuable op-
portunities, and need to consider these three scenarios in the design of security solutions to protect users.

Crowdfunding

Crowdfunding acts as an alternative source of funding for small businesses that may be unable to gain 
financial backing through traditional means, such as bank loans and venture capital (Gerber & Hui, 2013). 
This inability to attain backing is often due to poor financial history, or simply because the business is 
new and therefore does not have the financial record to warrant support from corporate investors (Song 
& van Boeschoten, 2015). Crowdfunding platforms, such as Kickstarter and IndieGoGo, allow creators 
and business owners to design a campaign and collect money through small pledges made by funders. 
Two common models of crowdfunding are outlined here, although it should be recognised that these are 
not the only models in existence – with others including peer-to-peer lending, and charitable donations. 
The first to be discussed though – reward-based – generally generates smaller pledges, and provides 
funders with some form of non-monetary reward for their contribution (Belleflamme & Lambert, 2014; 
Lukkarinen, Teich, Wallenius, & Wallenius, 2016). Rewards range from an acknowledgement in the 
credits of a film being produced from the funding, to a discounted pre-order version of a product being 
launched as a result of the campaign (Mollick, 2014). The second model to consider is equity-based, 
whereby funders receive partial equity in the business they are supporting, and as such their contribu-
tion is acknowledged through on-going financial recuperation (Rakesh, Choo, & Reddy, 2015; Beier & 
Wagner, 2016). In addition to different campaign models, there are also two distinct investment structures 
for crowdfunding (as described in Gerber, Hui, & Kuo, 2012). The ‘all-or-nothing’ approach, adopted 
by Kickstarter, means that if a project does not reach its funding target, the investments are returned to 
the funders. The alternative is the ‘all-and-more’ approach, as employed by IndieGoGo, whereby the 
creator receives all of the contributions given to the campaign, regardless of whether the target sum is 
reached. The nature of these approaches means that ‘all-or-more’ generates higher risk for the funder, 
as they may lose their money and not receive any form of reward, financial or otherwise, if the project 
does not progress due to lack of funding.

The alternative forms of fundraising elicit differing theoretical approaches in terms of considering 
funder motivations and decisions to support a campaign, and as such, to place trust in the creator. Un-
certainty and risk are at the core of participation in crowdfunding, given the lack of legal regulation in 
place, meaning that there is no guarantee a product will be delivered, or promise of financial security 
if a business fails to succeed (Kim, Shaw, Zhang, & Gerber, 2017). Although the lack of regulation is 
consistent across all types of crowdfunding, this has greater consequences in equity-based investments, 
as funders often put forward larger sums of money, and are reliant on the ongoing success of a business. 
As well as cases where the creators successfully launch a product, but this is not well received by the 
public, there are also situations where creators may be fraudulently collecting money, with no intention 
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of giving back to the funders. These creators develop a misleading campaign, collecting money from 
funders for a non-existent concept or business. Given the evident risk factors and uncertainty involved 
in crowdfunding, it is important to understand how funders make decisions about which projects to sup-
port, in order to reduce risk of financial loss and potential fraud victimisation.

Aside from the financial benefits, creators on crowdfunding platforms report being motivated by 
the increased awareness they raise for their product or business, the community that develops from 
the support of numerous funders sharing their knowledge and experience, and the ability to maintain 
control over their business. For the funders, key motivators across campaign types include a sense of 
online philanthropy and becoming part of a community of supporters. On the other hand, participation 
is deterred by a lack of trust in how the creators will spend the money, as well as the potential downfalls 
in success as a result of creators’ limited business experience (Gerber & Hui, 2013).

A majority of the research in the field of crowdfunding has focused on investment patterns and trends 
in the success of campaigns. Within reward-based campaigns, there is a trend for an inverted bell curve 
pattern of funding behaviour, whereby support peaks at the beginning of the campaign and rapidly de-
clines until the deadline approaches, when a surge in funding activity occurs in successful campaigns 
(Kuppuswamy & Bayus, 2013; Beier & Wagner, 2016; Agrawal, Catalini, & Goldfarb, 2014). The initial 
peak in funding at the early stages of the campaign often comes from friends and family of the creator 
(Horvát, Uparna, & Uzzi, 2015), which is evidenced by geographical patterns in the location of funders 
(Agrawal, Goldfarb, & Catalini, 2011). Although funding from friends and family is not of interest here, 
given our aim of understanding how trust develops between strangers, it is of interest that this initial 
peak in funding is shown to predict overall campaign success, by encouraging additional funders in the 
latter stages (Colombo, Franzoni, & Rossi-Lamastra, 2015). The lull in funding activity in the central 
period may be explained by a diffusion of responsibility, whereby funders are less inclined to support 
the project as it already has support, so they make an assumption that other investors will continue to 
contribute (Kuppuswamy & Bayus, 2013; Fischer et al., 2011). The increase in activity as a project nears 
its closing date may indicate a deadline effect, something which has been acknowledged by researchers 
considering bidding in online auctions (Ariely & Simonson, 2003). Alternative explanations consider 
that risk averse funders wait until later in the campaign as they can identify whether a project will meet 
its funding target (Beier & Wagner, 2016), or that funders feel contributions at this stage are more mean-
ingful, as they are pushing the campaign closer to its target, enhancing the philanthropic nature of their 
support (Kuppuswamy & Bayus, 2017).

Equity-based campaigns demonstrate a different pattern of support, with evidence of herding behav-
iour amongst investors (Kuppuswamy & Bayus, 2013). The behaviour of other investors is considered 
information assurance, on the assumption that if others are doing something, it must be the rational 
thing to do (Cialdini, 2001). In peer-to-peer lending platforms, where peers fund each other on a loan 
basis and the money is repaid with interest, a similar pattern is seen, with investors basing decisions 
on those who have already contributed, in place of more traditional cues such as the credit rating score 
of the creator (Zhang & Lui, 2012). In particular, research has demonstrated that the identity of early 
investors as experts in product development or financial investment encourages less-expert funders to 
contribute at a later stage (Kim & Viswanathan, 2014). This is supported by Burtch, Ghose, and Wattal 
(2016), who demonstrated that masking the identity of the earlier funders, and the amounts given, made 
others less inclined to contribute to the campaign. This behaviour indicates a reliance on social proof, 
with funders basing decisions on the behaviour of other funders, in both types of crowdfunding and 
links in with the principles of persuasion outlined above (Cialdini, 2001). Herding behaviour may leave 
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funders at risk of fraud (Kuppuswamy & Bayus, 2013), as their funding decisions are being motivated 
by the behaviour of others (information about which may have been falsified; Wessel, Thies, & Benlian, 
2016) rather than on the merit of the campaign itself. In extreme cases, where creators may have used 
fake accounts to exaggerate the apparent support for their campaign, funders may be falsely drawn into 
believing the worth of the project, and as such leave themselves in a vulnerable position if this is not 
successful. As mentioned earlier, a lack of legal regulation surrounding crowdfunding and the limited 
resolution resources available from crowdfunding platforms themselves make this an even greater risk.

Aside from the funding patterns observed most commonly in crowdfunding, researchers have con-
sidered alternative factors that may also influence funding behaviour, many of which relate to the social 
engagement of the creator. As a campaign progresses, funding is increased when the creator provides 
valuable updates (Hornuf & Schwienbacher, 2015; Kuppuswamy & Bayus, 2013), reassuring a potential 
funder that the project is progressing, and the creator is engaged in the fundraising process. In equity-
based crowdfunding, project updates are particularly influential when they relate to new business de-
velopments and information about additional promotional campaigns being run by the creator (Block, 
Hornuf, & Moritz, 2016). Openness about prior financial history (Lukkarinen, Teich, Wallenius, & 
Wallenius, 2016) and linking social media accounts (Vismara, 2016) also encourages funders, as they 
likely feel that the creator has nothing to hide. In addition, the availability of social media information 
may elicit support through funders who feel they have a shared social identity with the creator (Kromidha 
& Robson, 2016). This openness to share as much information as possible with potential funders and 
demonstrate a robust social identity may also act as a reassurance that the creator did not just set up an 
account yesterday for the purpose of fraudulently gathering money. The extent and mechanisms by which 
wider online behaviour elicits trust in a creator is yet to be explored in the academic literature though.

A reliance on social information is further demonstrated through the influence of prior social capital 
gained on the crowdfunding platform. Creators who have established social capital through funding 
prior projects, completing successful projects in the past, and contributing to the crowdfunding com-
munity are more likely to receive funding in the early stages of a project, and more likely to reach their 
funding target (Colombo, Franzoni, & Rossi-Lamastra, 2014; Zvilichovsky, Inbar, & Barzilay, 2015). 
This demonstrates the importance of reciprocation (Cialdini, 2001) to trust behaviour in crowdfunding. 
Prior behaviour on the platform generates a community spirit amongst funders and creators, which often 
crosses over to external social networking sites (Skirnevskiy, Bendig, & Brettel, 2017; Rakesh, Choo, & 
Reddy, 2015). The positive impact of this on campaign success seems to link to social identity theory, 
discussed earlier, whereby a shared identity as a fellow crowdfunder or successful creator, encourages 
the development of trusting relationships between platform users.

However, there is potential for a fraudster to manipulate this reliance on social identity in order to at-
tract funders to a campaign. By giving a sense of community and shared identity through the information 
published via the campaign, trust may develop under false pretences. Additional social information may 
be manipulated to attract further funders, as demonstrated by Wessel, Thies, and Benlian (2016) who 
report that 1.6 per cent of campaigns analysed incorporated a faked Facebook ‘like’ count. The effect of 
this fake information was an initial spike in funding, followed by a sharp decline, which was put down 
to the lack of actual social media coverage for the campaign, as the majority of this was faked, so genu-
ine distribution was minimal. In an ‘all-or-more’ campaign, this means that initial investors who were 
tricked by fake social information will lose their money due to the consequential lack of funding later 
in the campaign. Although the intentions of the creator in this case may not be fraudulent, misleading 
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the funder through false information remains unethical and highlights additional concerns for funders 
to consider when they are making decisions about campaign funding.

In outlining the key motivators and influential factors for crowdfunding campaigns, this section also 
highlights mechanisms that might be manipulated by a fraudster to elicit trust from a potential funder 
and falsely encourage their participation. Social behaviours, such as herding and reliance on demonstra-
tion of shared identity as an indicator of trustworthiness, leave the funder vulnerable. The lack of qual-
ity cues available to funders, when a product is yet to be manufactured and a business is in its infancy, 
makes it difficult to engage rational decision-making. This emphasises a need for solutions that provide 
validated assurances about creator legitimacy to encourage secure online behaviour and reduce fraud 
victimisation in this domain.

Health Forums

Engagement with online health information continues to increase, with estimates of between 50 (Office for 
National Statistics, 2016) and 70 (Gandhi, & Wang, 2015) per cent of people using the internet as a source 
of medical advice in 2015-16. One element of the search for information online involves connecting with 
online health forums, where users come together to discuss their own personal experiences (Rozmovits, & 
Ziebland, 2004; Zhao, Abrahamson, Anderson, Ha, & Widdows, 2013), to develop friendships (Leitner, 
Wolkerstorfer, & Tscheligi, 2008), and form support networks with others experiencing the same health 
issues (Kummervold et al., 2002; Zhao et al., 2013). The internet provides an opportunity for forum us-
ers to anonymously disclose information that they might otherwise be too embarrassed to share (Jones 
et al., 2011; Coulson, 2005; Kummervold et al., 2002). Such interactions can lead to reduced fear and 
isolation (Rozmovits, & Ziebland, 2004), and a more effective adaptive response to diagnosis that has in 
some cases improved patient quality of life as well as increasing survival time (Coulson, 2005). At the 
same time, reports demonstrate that users of online health information still have a higher level of trust 
in medical professionals than they do in online information (Li, James, & McKibben, 2016), suggesting 
that they are not influenced solely by the subjective contributions of other users.

On the other hand, there are two core concerns associated with forum use that will be discussed 
here: the quality of information provided in these, and the authenticity of the group members engaging 
in conversation. Although there is evidence that overall, users still trust medical advice from their doc-
tors, this is not to say that the contributions of forum users do not also have some level of influence. 
There are movements in existence that have formed and continue to be promoted through online groups 
that actually advise against common medical practise. For example, the ‘pro-anorexia’ movement that 
supports the disease, and discourages recovery efforts (Fox, Ward, & O’Rourke, 2005), or a network of 
chronic fatigue sufferers who promote rest and inactivity, contrary to typical medical advice (Wright, 
Partridge, & Williams, 2000). The social power behind such movements poses a risk to the health of 
those that become invested in it, if they are following advice based on social proof from peers, rather 
than scientific evidence.

Anonymity in online forums is viewed by many as a positive factor, allowing users to disclose in-
formation more freely without being embarrassed. However, this also makes it more difficult to assess 
the credibility of another user (Lederman, Fan, Smith, & Chang, 2014), with a lack of verifiable social 
information to base this judgment on. Without any measures in place to validate the medical information 
provided, users may be left reliant on inaccurate advice that in extreme cases may be dangerous to their 
health (Coulson, 2005; Sudau et al., 2014). Sudau and colleagues (2014) conducted analyses on user 
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posts from a Multiple Sclerosis forum online to establish the quality of external links provided. This 
demonstrated that across 8628 posts analysed, only 31 contained links to scientific publication about the 
topic in question, whilst 2829 contained links to social media sources, such as YouTube and Facebook. 
This reliance on unverified and subjective information, especially in relation to health information with 
many users suffering from serious illnesses, raises concern for the risks associated with engaging in 
online health forums.

In order to reach a stage where the benefits outweigh the potential costs in these forums, some have 
called for systems to be put in place that can verify the claims made by other users (Lederman, Fan, 
Smith, & Chang, 2014) or allow for authentication of another user’s credibility to provide information 
through mutual rating systems (Zhao, Ha, & Widdows, 2013). Alongside the risk of misinformation 
being communicated amongst forum users, there is a threat of emotional exploitation in cases where 
fraudulent accounts are used to spread fake stories (Lederman, Fan, Smith, & Chang, 2014). Cases of 
Munchausen’s by Internet are well reported, whereby somebody extensively researches the symptoms 
and associated consequences of a condition, in order to give a convincing fake account of being a sufferer 
in an online forum (Feldman, 2000). The motivations behind this are not transparent, but a lot of the 
time this seems to stem from a desire for attention. Regardless of the intention, the consequences of such 
behaviour can damage the trusting relationships between members of a forum group. Once one person 
is outed as being a liar, the bond between other members rapidly declines, as they no longer know who 
to believe (Pulman & Taylor, 2012). This type of trolling behaviour is also used to provoke emotional 
arguments between users, as another way of disrupting the group dynamic. There are reported cases of 
users abusing such forum groups for financial gain as well, generating donation from sympathetic oth-
ers. In order to address the issues highlighted here and ensure that users are able to safely engage with 
health forums online, the authors note that understanding how these communities develop and the factors 
that lead users to disclose personal information or act on advice that may put them at risk is important.

The sense of trust that often develops between users within patient communities can lead relationships 
to progress from anonymous interactions to the disclosure of personal information. This can leave the 
user vulnerable to a number of security threats, predominantly identity theft, and endanger their per-
sonal safety as a result if details such as location are disclosed. Ongoing interactions rely on continued 
exchange of such information though, and can lead users to share more information than they possibly 
should, in an effort to maintain the relationship. In order to prevent trust being misplaced and confiden-
tial information disclosed as a result, it is important to understand where this trust originates from in 
the development of communities. As mentioned above, anonymity online makes it difficult for users to 
assess the credibility of those providing information. However, users are often reliant on warrants, such 
as the quality of source information and evidence of a user’s credentials to provide assurance for the 
trustworthiness of the person posting content, and the information provided (Richardson, 2003; Mun, 
Yoon, Davis, & Lee, 2013). Trust can also be influenced by the response rates of a user, with research 
suggesting that the more regularly a person posts in the group, the more trustworthy they are perceived 
(Ridings, Gefen, & Arinze, 2002). Once trust has been established, this then positively predicts the de-
velopment of empathic relationships and likelihood that a user will share health information and their 
own personal experiences, and take on board that of others within the community (Zhao, Abrahamson, 
Anderson, Ha, & Widdows, 2013).

The development of empathy between users in online health forums may also be predicted by the 
presence of a shared social identity (Zhao, Ha, & Widdows, 2013; Zhao et al., 2013). Given the im-
portance of personal experiences and ability to exchange knowledge, users report feeling a connection 
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with those who are similar to them (Sillence & Briggs, 2015), with 41% of Americans who seek online 
health information reporting that they wanted to interact with someone like them (Fox & Jones, 2009). 
There is little research considering the specific aspects of social identity that users wish to relate to in 
the context of health forums and communities. In many scenarios it may be the case that the similarity 
extends no further than suffering from the same condtiion, but this is an interesting avenue for further 
exploration. Before engaging with a community, potential new users may utilise archived forum discus-
sions to establish whether they share the same basic norms and beliefs as the community (Erickson, 1997).

In line with the other use cases outlined here, there is a clear link between the development of trusting 
relationships and social identity, which in turn can lead to increased information sharing and potential 
vulnerability, when anonymous community members turn out to be malicious. Other factors, such as 
reciprocation, may also influence behaviour within the forum. For example, if a user has received use-
ful advice, they may feel the need to repay the favour, say if someone is raising money for treatment. In 
situations like this, there is potential for the strong bonds created between users to be manipulated by a 
fraudster. This highlights an on-going challenge to detect malicious intentions within group members, 
thus protecting other users from harm, but whilst also attempting to maintain the trust dynamic that 
benefits so many users on a day-to-day basis.

Online Dating

The use of online dating sites is now the second most common way to meet a new partner, preceded 
only by introduction through friends (Hagen-Rochester, 2012). Recent statistics suggest that around 
40% of Americans use online dating, with 7% of marriages in 2015 resulting from relationships started 
through this medium (Thottam, 2017). The stigma associated with online dating is also decreasing, with 
a 15% increase between 2005 and 2013 in the number of people who view it as a good way to meet 
new people and potential partners (Thottam, 2017). Although these data come from one of the largest 
dating sites (www.eHarmony.com), and thus might be biased, acceptance of online dating is evident 
in daily society, with people talking more openly about their experiences. These sites provide unique 
opportunities, allowing people who may never previously have crossed paths to meet one another, and 
also allowing interaction in a novel social environment (Whitty, 2008), which may benefit certain us-
ers, for example those who are more introverted. Although users of traditional online dating sites find 
it difficult to judge personality over the internet (Zytko, Freeman, Grandhi, Herring, & Jones, 2015), 
chatting socially online has been shown to elicit similar levels of trust as a face-to-face meeting (Zheng, 
Veinott, Bos, Olson, & Olson, 2002). As such, the extent to which trust builds through dating sites may 
be considered comparable to that established in an offline meeting.

However, as with most interactions online, there are risks involved with online dating. The most heavily 
reported in research is the misrepresentation of personal attributes, such as weight and height statistics. 
Over half of online daters report feeling that someone they interacted with has seriously misrepresented 
themselves in their profile (Smith & Duggan, 2013). It seems that women are more prolific liars in 
this sense than men (Lo, Hsieh, & Chiu, 2013), and that this most often involves misrepresentation of 
physical appearance, whilst men more often misrepresent information about marital status, relationship 
goals, and height (Schmitz, Zillmann, & Blossfeld, 2013). As a result, many users report that they are 
concerned with the veracity of information given on a dating profile (Norcie, de Cristofaro, & Bellotti, 
2013; Couch, Liamputtong, & Pitts, 2012). These misrepresentations often relate to minor, and seem-
ingly superficial, concerns that the user may be exaggerating in order to attract a partner. While this may 
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cause confusion or annoyance when meeting the person offline for the first time, the long-term impact is 
likely to be minimal. In some cases this falsification can be taken to the extreme though, with the use of 
photos and information taken from another person’s profile to intentionally deceive another. Also know 
as ‘catfishing’, this behaviour usually stems from a lack of self-confidence and desire to portray a more 
attractive individual, or from a malicious motive to take revenge on someone by convincing them of a 
potential love interest, only to humiliate them later on.

There are also many cases of financial loss in relation to online dating though, with £39 million lost 
to online romance fraud in the UK alone in 2016 (Cacciottolo & Rees, 2017). This is an occurrence that 
is becoming increasingly common, with an increase of 33% in the number of instances reported between 
2013 and 2014 (Action Fraud, 2015). In cases of fraud, the criminals will engage with a potential partner 
and develop a relationship with them, often declaring love early on in the encounter. They then progress 
to procure money from the victim, often with a cover story of a personal crisis or a lack of money to 
visit the partner. In some cases, victimisation can progress to sexual abuse, where the user is persuaded 
to engage in cyber sexual activities, such as sending naked photographs to the fraudster. This can leave 
them in a vulnerable position, if they have sent sensitive media to the perpetrator that can then be used 
against them (Whitty, 2015). One possible consequence is blackmail, which may lead not only to financial 
loss on the part of the victim, but also to emotional trauma. This emotional distress is seen to be more 
prominent with those who are particularly lonely (Buchanan & Whitty, 2014).

There are also risks involved at the point when relationships are taken offline and users agree to meet 
for the first time. Users themselves report feeling concern surrounding sexual risk (such as unplanned 
pregnancy, sexually transmitted diseases, and violence), emotional trauma, and the risk of encountering 
dangerous individuals when meeting up offline (Couch, Liamputtong, & Pitts, 2012). Although it is 
difficult to authenticate the attributes a user reports on their profile without meeting them offline (Zykto 
et al., 2015), a user is putting their personal safety at risk by choosing to do this. It is therefore essential 
for research to progress from considering how users misrepresent superficial information such as their 
height and income data, to focus on methods for combatting malicious behaviour. This could help to 
reduce instances of misplaced trust that result in financial fraud or physical abuse.

There are some newly developed apps that are designed to provide assurance about a user’s identity 
before any interpersonal interaction has even begun. For example, Tinder requires users to login through 
Facebook as a way to authenticate identity. However, whilst this allows for common interests and mutual 
friends to be used as an indication of a shared normative identity (Duguay, 2017), there is potential for 
this to be manipulated, as a user can generate a fake Facebook account in the moment to access Tinder. 
An alternative example, Happn (https://www.happn.com/), uses location features to monitor the number 
of times you have crossed physical paths with a user, and showing the last location where this occurred. 
Users report that this gives them a perception of similarity with the other user, if they spend a lot of 
time going to the same types of places (Ma, Sun, & Naaman, 2017). In a sense, this demonstrates the 
importance of a shared social identity between two users before they have even begun to interact. So, it is 
apparent that across these apps there are elements of shared identity that influence the decision-making 
process at the point where the user is deciding whether to engage with a potential partner.

At the point where two users begin to interact, there are a number of additional uncertainty reduction 
strategies that may be employed to assess the trustworthiness of a potential partner. Users report asking 
specific questions, checking consistency in information across conversations, and even Googling the 
information that another user gives about themselves (Gibbs, Ellison, & Lai, 2011). Engagement with 
these types of strategic assessments is predicted by how concerned a user is about three issues: their 
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personal safety, the likelihood of another user providing misrepresentative information, and fear of rec-
ognition by people they know (Gibbs, Ellison, & Lai, 2011). Further to this, concern about issues such 
as personal safety may depend upon the user’s motivation for using the dating site in the first place. For 
example, Lutz and Ranzini (2017) report that Tinder users who are only interested in casual hook-ups 
are likely to be less concerned about their personal safety than users who are looking for friendship, or 
self-validation. This highlights not only a need to consider how security tools might help to protect the 
user, but also how to educate users of the need to conduct such due diligence in the realm of online dating.

Unlike the other use cases outlined here, the development of trust in online dating has a greater likeli-
hood of progressing a relationship to the offline world, where the couple make the decision to meet in 
person. The addition of physical risk to the user and their wellbeing accentuates the need for accurate 
trust judgments to be made within the context of online dating. Whilst individual uncertainty reduction 
strategies go some way to reducing this threat, these are still subjective judgments for the most part 
and do not by any means provide a fool proof mechanism for the user to ensure the interactions and 
behaviour they engage in are secure. The research to date indicates a level of naivety in some users who 
are confident in meeting strangers without consideration of the risks. On the other hand, it highlights a 
number of users who want to gather further information as reassurance, but are reliant on Google or social 
media, where there is a distinct lack of due diligence provided from the dating platforms themselves.

CONCLUSION

In this chapter, the authors have highlighted the importance of accurate trust judgements in online interac-
tions. Across the three example scenarios outlined, there are evident security threats that exist as a result 
of trust being misplaced or manipulated during interpersonal interactions with strangers. This supports 
the need to understand the underlying mechanisms that elicit such trust. As more and more day-to-day 
activities begin to transition into the digital world, the opportunities for malicious users to take advantage 
of the human inclination to trust others will only escalate. Statistics show year on year that instances 
of cybercrime and online fraud are increasing, with an 8% increase seen in 2016 (BBC News, 2017).

Whilst insights from existing theoretical perspectives provide some initial steps towards understand-
ing trust in online contexts, it is evident that there is a need for much more comprehensive and explicit 
research in this area. Research has begun to demonstrate the importance of social psychological factors 
across the use cases outlined, including identity and shared norms. Human interaction is at the core of 
many online activities, in addition to those discussed, and it is therefore crucial that user-centric secu-
rity tools are designed to address the existing vulnerabilities experienced by users. A solid theoretical 
grounding to explain how relationships develop through interaction across a range of online contexts 
would provide the building blocks that are necessary to enhance secure connectivity online and take 
important steps towards tackling the threats faced in an ever more digital age.
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KEY TERMS AND DEFINITIONS

Crowdfunding: A campaign platform that allows creators and business owners to collect money for 
a project through small pledges made by funders.

Fraud: Deception for the purpose of personal of financial gain.
Health Forums: Discussion networks that support peer-to-peer discussion surrounding medical 

concerns as a source of information and community interaction.
Online Dating: Using sites and apps online as a way of meeting potential romantic partners.
Social Identity: The perception one has of their sense of belonging to certain societal groups.
Social Norms: An unwritten set of rules that inform how a person should behave in a certain social 

situation.
Trust: A belief in the good intentions of another under circumstances where a lack of knowledge or 

experience means that there is an element of risk and uncertainty in the interaction.
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