Abstract—Optimal wave energy control is non-causal as the control command is optimized based on incoming wave force. Therefore, implementation of wave energy control requires forecasting of future wave force. A real-time latching control algorithm based on short-term wave force prediction is developed in this study to tackle such non-causality. The future wave forces are forecasted using the grey model. The receding horizon strategy is used to optimize the control command online and over the prediction horizon interval. Based on the predicted wave forces, the power extraction is maximized by locking and releasing the buoy alternately according to the optimized control command. Simulation results show that the power extraction is increased substantially with implementation of the developed real-time latching control algorithm, even if the future wave forces are predicted. Effects of prediction length and prediction error on the energy conversion are examined. It is found that more wave energy is harvested when a long prediction length is employed whilst prediction error decreases the control efficiency. The extreme load of power take-off system increases when the wave energy control is implemented although its travel distance is hardly varied.
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I. INTRODUCTION

It is expected that the global demand for energy will climb up to 25 percent by 2040 and the world is pursuing economic and renewable energy sources to keep up with this considerable demand growth [1]. Compared with other ocean energy resources, wave energy is a kind of resource with high power density and all-day availability. Due to these advantages, wave energy is regarded as a prospective solution to the sustainable generation of power. Various types of wave energy converters have been developed to harvest energy from ocean waves. Li et al. [2] showed the power output of an oscillating-body WEC installed on a spar-type floating wind turbine. Sheng and Lewis [3] optimized the power take-off (PTO) system of oscillating water column WECs.

Despite the developments of WECs with various energy conversion mechanisms, the energy harvesting efficiency is still not satisfactory, especially in random waves. An effective approach to enlarge the energy absorption is the implementation of wave energy control. The latching control was firstly introduced by Budal and Falnes [4]. They maximized the power extraction by locking and releasing the buoy alternately to keep the buoy velocity in phase with the wave excitation force. In this way, resonance could be achieved. Babarit and Clement [5] assessed the power extraction of an oscillating-body WEC with latching control. Based on the pre-generated wave elevations, the optimal command theory was applied to determine the control command offline. A similar approach was adopted by Henriques et al. [6] to increase the power extraction of an oscillating-water-column WEC. The sensitivity of energy absorption to receding horizon length was examined. Babarit et al. [7] compared different latching control strategies of a WEC in the random sea. When the control strategy was designed to maximize different variables (magnitude of motion, magnitude of velocity, etc.), the performance of the WEC showed discrepancies.

The latching control is non-causal, which optimizes the control command based on future wave excitation force. Previously studies on the latching control generally assumed that the coming wave force was already known whereas the information of future wave force is unknown in the real world. Consequently, it is necessary to predict the future wave force to implement the latching control practically.
The wave force prediction approaches can be briefly classified into two categories. The first group is the spatial prediction, which forecasts the wave information at a certain point based on the observations at nearby locations. The second group predicts sea waves with the collection of past wave information right at this point and thereby no other quantities are required. This approach is essentially a random signal processing technology and does not need the dynamic model of the random process. Consequently, it applies to the prediction of many variables, such as wave elevation, wave force, floater velocity, etc. Halliday et al. [8] utilized the fast Fourier transformation to predict random sea waves. A wave prediction model based on the grey model was developed by Truong and Ahn [9]. Other wave force prediction approaches include the autoregressive model and the orthogonal basis function, etc. The wave force prediction technology has been used to tackle the non-causality of several other wave energy control algorithms. Fusco and Ringwood [10] utilized the linear autoregressive model for the practical implementation of the non-causal reactive control. Schoen et al. [11] include the wave force prediction in their fuzzy logic controller. Li et al. [12] applied the so-called bang-bang control with consideration of the wave force prediction. Nevertheless, the development of a latching control algorithm with wave force prediction is hardly reported and the sensitivity of the latching control to the wave force prediction is not fully known.

The primary objective of this study is to develop a real-time latching control algorithm which incorporates a wave force prediction model. The energy capture performances with and without the predictive latching control algorithm are investigated under a set of sea states, where the information of future wave forces is forecasted. The efficiency of the control algorithm, the influences of and prediction length and error, and the control effect on the PTO dynamic response will be examined as well.

II. NUMERICAL MODELLING

The WEC considered in this study is a heaving point-absorber. As shown in Fig. 1, the floater is a hemisphere with a radius of 5 m and rigidly connected to the PTO system. The draft is 5 m at the equilibrium position. Only heave motion of the WEC is allowed. The PTO system is approximated by a linear spring-
damper system. According to Ref [13], the typical stiffness of a PTO system is around ten percent of the hydrostatic coefficient. Therefore, \( K = 0.1 \rho g \pi R^2 \) is adopted. Fig. 2 illustrates the sensitivity of the PTO system to wave frequency \( \omega \) and damping coefficient \( C \). To harvest as much energy as possible, \( C = 8.14 \times 10^5 \) kg/s is used.

Fig. 1. Wave energy converter.

Fig. 2. The sensitivity of energy absorption to wave frequency and damping coefficient \( C \) in regular waves. Wave amplitude \( A = 1 \) m.

A. Dynamics of the WEC

The time-domain motion equation of the floater is given by
\[
(M + m)\ddot{z}(t) + \int_0^t H(t - \tau)\dot{z}(\tau)d\tau + \rho g \pi R^2 \dddot{z}(t) = F_{\text{wave}}(t) - C\dot{z}(t) - Kz(t) - \beta(t)\epsilon (t)
\]  

(1)

where \(M\) is the mass of the floater and \(m\) is the added mass at infinite frequency. \(z\), \(\dot{z}\), and \(\dddot{z}\) are the displacement, the velocity, and the acceleration of the floater. \(W_{\text{ave}}\) is the wave excitation force. Latching control is used in the present study, and \(\beta(t)\) is the binary control command. When \(\beta = 1\), the latching control is applied; when \(\beta = 0\), it is not. \(c\) is a very large and finite value, representing the latching action. Following the suggestion of Henriques et al. [6], \(c = 80(M+m)\) is employed in the present simulation. \(H\) is the so-called retardation kernel function which represents the memory effect of the free surface. It can be obtained either from the added mass \(a(\omega)\) or the potential damping \(b(\omega)\) [14]

\[
H(t) = \frac{2}{\pi} \int_0^\infty \frac{a(\omega)}{\omega}\sin(\omega t)d\omega = \frac{2}{\pi} \int_0^\infty b(\omega)\cos(\omega t)d\omega
\]

(2)

The Airy wave model is used to generate the stochastic wave elevations, which consist of multiple regular wave components with different oscillating frequencies and phases. Based on the Airy wave model, the wave forces are estimated by the linear transfer function

\[
F_{\text{wave}}(t) = \text{Re}\left[\sum_{j=1}^N \Phi_j A_j e^{i(\omega_j t + \epsilon_j)}\right]
\]

(3)

where \(A_j\), \(\omega_j\), and \(\epsilon_j\) are the wave amplitude, the frequency, and the random phase of regular wave component \(j\). \(S(\omega)\) is the wave spectrum. \(\Phi_j\) is the linear wave force transfer function of wave component \(j\).

**B. State-space representation**

Eq. (1) is widely used to simulate the dynamics of a floating body in the seakeeping problem. Nevertheless, it is inconvenient for the implementation of the control strategy and thereby a state-space representation is developed. Denote a dynamic system with input \(x(t)\) and output \(y(t)\), three approaches are available to describe the dynamic process

\[
\frac{d^n y}{dt^n} + q_{n-1}\frac{d^{n-1}y}{dt^{n-1}} + \ldots + q_1\frac{dy}{dt} + q_0y = p_{n-1}\frac{d^{n-1}x}{dt^{n-1}} + p_{n-2}\frac{d^{n-2}x}{dt^{n-2}} + \ldots + p_1\frac{dx}{dt} + p_0x
\]

(4)
\[ \dot{u}(t) = \bar{A}u(t) + \bar{B}x(t) \]
\[ y(t) = \bar{C}u(t) \] (5)

\[ y(t) = \int_{0}^{t} h(t - \tau)x(\tau)d\tau \] (6)

where \( n \) is the order of ordinary differential equation Eq. (4). \( u(t) \) is the state vector with dimension \( n \times 1 \). \( \bar{A} \), \( \bar{B} \), and \( \bar{C} \) are all constant matrices with dimension \( n \times n \), \( n \times 1 \), and \( 1 \times n \). Combining Eq. (4) and Eq. (5),

\[
\begin{bmatrix}
-q_{n-1} & -q_{n-1} & \cdots & -q_1 & -q_0 \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & 0 & 0 \\
0 & 0 & \cdots & 1 & 0
\end{bmatrix}
\begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

\[
\bar{A} = \begin{bmatrix}
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & 0 & 0 \\
0 & 0 & \cdots & 1 & 0
\end{bmatrix}
\]

\[
\bar{B} = \begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

\[
\bar{C} = \begin{bmatrix}
p_{n-1} & p_{n-2} & \cdots & p_1 & p_0
\end{bmatrix}
\]

Eq. (6) is the time-domain expression, and it can be transformed to the frequency-domain through the Fourier transformation

\[
H(\omega) = \int_{0}^{\infty} H(t)e^{-j\omega t}dt = b(\omega) + i\omega[a(\omega) - m]
\] (8)

Then the rational transfer function is established to approximate \( H(\omega) \)

\[
\hat{H}(\omega, p, q) = \frac{p_{n-1}(i\omega)^{n-1} + p_{n-2}(i\omega)^{n-2} + \cdots + p_1 + p_0}{(i\omega)^n + q_{n-1}(i\omega)^{n-1} + \cdots + q_1 + q_0}
\] (9)

\( p \) and \( q \) can be estimated by the least square method. The calculation of \( \bar{A}, \bar{B}, \) and \( \bar{C} \) is known as system identification [15]. By using the state-space representation, Eq. (1) is re-written as

\[
(M + m)\ddot{z}(t) = F_{\text{wave}}(t) - \bar{C}u(t) - \rho g \pi R^2 z(t) - [C + \beta(t)c]\dot{z}(t) - Kz(t)
\]

\[
\dot{u}(t) = \bar{A}u(t) + \bar{B}\dot{z}(t)
\] (10)

To implement the control strategy, Eq. (10) is transformed into a first-order differential equation. Define a state vector \( x = [z, \dot{z}, u^T]^T \) with dimension \((n+2)\times 1\). Then Eq. (10) is re-expressed as
\[ \dot{x} = \gamma \cdot x + \eta \]

\[
\gamma = \begin{bmatrix}
0 & 1 & 0 \\
-\frac{\rho g \pi R^2 + K}{M + m} & \frac{C + \beta c}{M + m} & \frac{C}{M + m} \\
0 & B & \tilde{A}
\end{bmatrix}
\]

\[
\eta = \begin{bmatrix}
0 \\
F_{\text{wave}} \\
0
\end{bmatrix}
\] (11)

Based on Eq. (11), the motion of the floater at each time step can be solved with initial condition \( x(0) = 0 \).

Then, the average energy absorption over the time interval \([0, T]\) is given by

\[ P = \frac{1}{T} \int_0^T C \cdot \dot{z}(t, \beta)^2 dt \] (12)

III. REAL-TIME LATCHING CONTROL ALGORITHM

A. Optimal wave energy control

Assume that the wave forces during the entire time interval \([0, T]\) are already known, the optimal latching control aims to maximize the average energy conversion

\[ \max P = \frac{1}{T} \int_0^T C \cdot \dot{z}(t, \beta)^2 dt \] (13)

From a mathematical point of view, it is to maximize \( P \) subject to constraint Eq. (11). If the incident wave is regular, it becomes an impedance matching problem and can be solved analytically [5]. Otherwise, the solution is non-causal requiring the information of future control input [16]. Regardless of the incident waves, define a Hamiltonian \( H \):

\[ H = C \dot{z}^2 + \lambda \cdot (\gamma x + \eta) \] (14)

\( \lambda \) is a state vector with dimension \( 1 \times (n+2) \), which can be regarded as the Lagrange multiplier. According to the Pontryagin’s maximum principle, the optimal \( \beta \) is the one maximizing the Hamiltonian at every time step throughout \([0, T]\). The Hamiltonian is a linear function of \( \beta \) so that \( \beta \) must be the extremal values (0 or 1) to maximize the Hamiltonian. It is easy to find that the Hamiltonian reaches its maximum value on condition that

\[ \beta = \begin{cases} 
1 & \lambda_c z < 0 \\
0 & \text{otherwise}
\end{cases} \] (15)
Given the random waves within interval \([0, T]\), the time series of floater movement can be calculated. Subsequently, it is next to calculate \(\lambda_2\) at each time instant and apply the latching control according to the control command. Please note that the state vector satisfies the following relationships.

\[
\lambda(T) = 0
\]

Eq. (16) cannot be solved numerically like an initial value problem as the final condition is given here. In our study, an iterative process is applied to calculate \(\lambda\). Firstly, run the simulation with \(\beta(t) = 0\) to obtain the motions free of latching action by integrating Eq. (11) forward from \(t = 0\) to \(t = T\). Subsequently, determine \(\lambda\) by integrating Eq. (16) backwards from \(t = T\) to \(t = 0\) (\(\lambda(T) = 0\) is now an initial condition). Based on Eq. (15), the control sequence \(\beta(t)\) is derived. Iterate the process with the updated control sequence until it converges. Please refer to Ref [5] for detailed procedure.

**B. Real-time implementation of control**

The above procedure outlines the optimal latching control algorithm reported by Babarit and Clement [5]. The optimal latching control is implemented offline assuming that the wave forces over the entire simulation interval are known, which is nearly impossible in real practice. Therefore, the optimal latching control must be modified in practical application.

The receding horizon strategy, resolving the optimization problem at each sampling instant to yield an optimal control sequence (see Fig. 3), is used to implement the latching control online. At time step \(t_i\), optimize the control command \(\beta\) over a prediction horizon interval \([t_{i+1}, t_{i+1} + \Delta t]\). At time step \(t_{i+1}\), apply the control command which has been optimized at the previous step. Please note that only the control command \(\beta(t_{i+1})\) is adopted. Recede the prediction horizon interval forward and optimize the control command over \([t_{i+2}, t_{i+2} + \Delta t]\). By repeating this algorithm step by step, control is implemented online throughout the entire interval. This control algorithm is also known as model predictive control [19, 20]. The length of the prediction horizon interval influences control efficiency. In the present study \(\Delta t = 2\) s is used. It will be clarified in the following part why this value is selected.
The modifications of the present control algorithm against optimal latching control are summarized as: 1) future wave force is forecasted in the present research; 2) the control command is optimized online over the prediction horizon interval rather than offline over the entire time interval.

C. Short-term wave force prediction

The first order-one variable grey model is used in the present study to forecast the future wave force over the prediction horizon interval by measuring past values. It is worth noting that the wave force is difficult to measure directly. A feasible solution is to monitor the motion of the WEC and link it to the wave force via the WEC dynamic model. Also, the sensor uncertainties are unavoidable. To focus on the scope of the present research, it is assumed that the wave force is measurable and no measurement uncertainties are considered.

The prediction is activated by collecting at least 4 consecutive raw data $X$ in the past. In the present research, the forecasting is based on data over the past 0.5 s. Given that the time discretization is 0.01 s, a total of 50 data points are used for the prediction ($n = 50$). Moreover, the raw data must be non-negative. A positive offset $Q$ is added to the raw data so that the data will be positive. The offset $Q$ is subsequently deducted from the predicted results at the end of the forecasting process.

$$X = (x_1, x_2, ..., x_n) + Q, n \geq 4$$

Get the accumulated series $Y$ from $X$.
\[
\mathbf{Y} = (y_1, y_2, \ldots, y_n)
\]
\[
y_k = \sum_{i=1}^{k} x_i, k = 1, 2, \ldots, n
\]  
(18)

Get the background series \( \mathbf{Z} \)
\[
\mathbf{Z} = (z_2, z_3, \ldots, z_n)
\]
\[
z_k = (y_k + y_{k-1})/2
\]  
(19)

Set up the grey differential formula
\[
x_k + az_k = b, k = 2, 3, \ldots, n
\]  
(20)

and acquire parameters \( a \) and \( b \) with the least square method
\[
\begin{bmatrix}
a \\
b
\end{bmatrix} = (A^T A)^{-1} A^T B
\]
\[
A = \begin{bmatrix}
-z_2 & 1 \\
-z_3 & 1 \\
\vdots & \vdots \\
-z_n & 1
\end{bmatrix},
B = \begin{bmatrix}
x_2 \\
x_3 \\
\vdots \\
x_n
\end{bmatrix}
\]  
(21)

Establish the first order-one variable grey model to predict the random signal within the interval \([t_{i+1}, t_{i+p}]\)
\[
\hat{x}_{n+p} = \hat{y}_{n+p} - \hat{y}_{n+p-1} - Q
\]
\[
\hat{y}_{n+p} = \left( y_1 - \frac{b}{a} \right) e^{-a(n+p-1)} + \frac{b}{a}
\]  
(22)

where \( \hat{x}_{n+p} \) is the predicted data at time step \( t_{i+p} \).

The predictability index in Ref [10] is used here to evaluate the prediction performance of the grey model
\[
Er = \frac{\int_{t}^{t+\Delta t} \bar{f}^2(t+\Delta t)dt}{\int_{0}^{t} \bar{f}^2(t+\Delta t)dt}
\]  
(23)

where \( \bar{f}(t+\Delta t|t) \) is the prediction of wave force at time instant \( t+\Delta t \) forecasted at time instant \( t \); \( f(t+\Delta t) \) is the true wave force at time instant \( t+\Delta t \). According to the definition, an index around 1 indicates good prediction performance. Fig. 4 demonstrates how the prediction performance varies with the prediction horizon \( \Delta t \). The index \( Er \) deviates away from 1 when \( \Delta t \) increases. Moreover, the prediction accuracy is reduced if too many past data points are used for the prediction, and it justifies why \( n = 50 \) is employed in
the present research. The time series of predicted force $\tilde{f}(t + \Delta t|t)$ are plotted in Fig. 5. As shown, the prediction performance becomes worse as the prediction duration $\Delta t$ increases. Such variation trend is straightforward to understand since long-term future wave forces are more difficult to predict. Since the control command is optimized based on the predicted wave force, whereas the WEC is subject to the true wave force, the control command is not optimal due to the prediction error. The following part will interpret how the prediction error influences the control performance.

Fig. 4. Effect of prediction length on the prediction performance (Hs = 6m, Top = 13.27s).

Fig. 5. Time histories of predicted wave forces (Hs = 6m, Tp = 13.27s, n = 50).

IV. VALIDATION

Two aspects of validation are performed, namely the WEC dynamics and the control sequence deduction. The first one aims to ensure that the motions in waves are simulated correctly, which is the basis of control
sequence deduction. On condition that the movements are modelled accurately, it subsequently investigates whether the correct control sequence is deduced.

**A. WEC dynamics**

Firstly, the WEC dynamic model is validated separately in the absence of the latching control. The floater motions in a set of unit regular waves with various periods are simulated. The results are compared with those suggested by frequency-domain hydrodynamic analysis programme WADAM [21]. Please note that the WEC is a linear system without the latching control so that WADAM is applicable here. The PTO system force is modelled with the ‘additional damping’ and ‘additional stiffness’ options in WADAM. As displayed in Fig. 6, the agreement between the two simulation tools are good.

![Floater motions in regular waves.](image_url)

The experimental data of a cone-cylinder WEC reported by Vantorre et al. [22] are used to validate the present numerical model. The experiment was conducted at a water depth of 1.0 m. Fig. 7. Illustrates the WEC test model. The buoy was a cone-cylinder with a top angle of 90°. The radius was 0.155 m and the draft was 0.218 m. A linear damper was used to represent the PTO system.
Fig. 7. Configuration of the WEC.

Fig. 8 compares the floater motions in regular wave measured in the model test and predicted by the simulation tool. In general, the agreement between experimental data and simulation results are good.

Fig. 8. Floater motion in regular waves. (T = 1.5 s, C = 21.43 kg/s)

B. control algorithm

Budal and Falnes [4] found that the energy absorption is maximized when the velocity is in phase with the wave excitation forces. This property is widely accepted as the criterion to validate the latching control. This feature is adopted in the validation of the control algorithm. As shown in Fig. 9, the controlled floater velocity is in phase with the wave force. It indicates the control algorithm is reliable.
V. SIMULATION RESULTS

The joint distribution model of stochastic waves proposed by Li et al. [23] is used to specify the wave spectrum. The distribution model is based on the field measurement at Atlantic from 2001 to 2010. The marginal distribution of significant wave height $H_s$ follows a hybrid lognormal and Weibull distribution

$$f_{H_s}(h) = \begin{cases} \frac{1}{\sqrt{2\pi} \sigma_{LHM}} e^{-\frac{1}{2} \left( \ln(h) - \frac{\mu_{LHM}}{\sigma_{LHM}} \right)^2} & h \leq h_0 \\ \frac{\sigma_{LHM}}{\beta_{LHM}} \left( \frac{h}{\beta_{LHM}} \right)^{a_{HM} - 1} e^{-\left( \frac{h}{\beta_{LHM}} \right)^{a_{HM}}} & h > h_0 \end{cases}$$  \hspace{1cm} (24)

The conditional distribution of peak period $T_p$ at a given significant wave height follows a lognormal distribution. Detailed values of these parameters can be found in [23].

$$f_{T_p|H_s}(t|h) = \frac{1}{\sqrt{2\pi} \sigma_{LTC}^t} e^{-\frac{1}{2} \left( \ln(t) - \frac{\mu_{LTC}}{\sigma_{LTC}} \right)^2}$$

$$\mu_{LTC} = c_1 + c_2 \cdot h^c$$

$$\sigma_{LTC}^2 = d_1 + d_2 \cdot \exp(d_3 \cdot h)$$  \hspace{1cm} (25)

A set of significant wave heights are selected artificially, and then the most probable peak periods are determined based on the joint model. The selected random wave conditions are listed in Table I.

<table>
<thead>
<tr>
<th>Case</th>
<th>ENVIRONMENTAL CONDITIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
<tr>
<td>$H_s$ (m)</td>
<td>2</td>
</tr>
<tr>
<td>----------</td>
<td>---</td>
</tr>
<tr>
<td>$T_p$ (s)</td>
<td>11.11</td>
</tr>
</tbody>
</table>

The total simulation length is 3600 s with the time discretization being 0.01 s. The prediction horizon interval is 2 s. The wave force over the past 0.5 s is used to forecast the incoming wave force.

A. Energy conversion

Fig. 10 compares performances of the WEC in irregular waves with and without the proposed real-time latching control. From the solid red curve representing velocity with the implementation of latching control, it is observed that the floater is locked and released alternately. At the same time, the magnitude of velocity is amplified under the action of latching control. Moreover, one can see that the velocity phase is tuned. The velocity is generally in phase with the wave force due to latching control. The 1-hr average energy harvesting under various wave conditions is illustrated in Fig. 11. The WEC produces up to 40% more power when real-time latching control is implemented.

![Fig. 10. Responses of the WEC, Case1.](image-url)
B. Excursion and load of PTO

One of the significant advantages of latching control against other wave energy control algorithms, e.g. complex conjugate control, is that latching control does not amplify the excursion of PTO. As shown in Table II, the maximum PTO excursion is hardly changed by the implementation of latching control. As well known, the WEC is locked occasionally due to the implementation of latching control and it is found from Fig. 12 that the locking action is applied when PTO excursion is about to reach its maxima. Therefore, PTO excursion is not increased by latching control.

Table II Maximum excursion of the PTO

<table>
<thead>
<tr>
<th></th>
<th>With control</th>
<th>Without control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case1</td>
<td>1.04 m</td>
<td>1.17 m</td>
</tr>
<tr>
<td>Case2</td>
<td>2.43 m</td>
<td>2.76 m</td>
</tr>
<tr>
<td>Case3</td>
<td>3.53 m</td>
<td>4.12 m</td>
</tr>
</tbody>
</table>

Fig. 11. Average energy harvesting.

Fig. 12 Time series of PTO movement, Case1.
However, the PTO load is increased when the latching control is implemented (see Fig. 13). The ultimate PTO load is assessed using up-crossing rate method. It is assumed that the random number of up-crossing are approximated by the Poisson distribution

$$P(y_{max} \leq y_0) = \exp \left( -\int_0^T \dot{v}^+(y_0, t) dt \right)$$  \hspace{1cm} (26)

where $\dot{v}(y_0, t)$ is the up-crossing rate corresponding to level $y_0$, which denotes the instantaneous frequency of the positive slope crossings of the defined level. In this circumstance, the probability of $y_{max}$ exceeding a specified level $y_0$ is given by

$$P(y_{max} > y_0) = 1 - \exp\left( -\hat{v}^+(y_0) T \right)$$

$$\hat{v}^+(y_0) = \frac{1}{T} \int_0^T \dot{v}^+(y_0, t) dt$$  \hspace{1cm} (27)

The mean up-crossing rate $\hat{v}^+(y_0)$ can be easily obtained from the time series of the signal that is going to be analysed. For example, if we have $k$ independent realizations of the random process and let $n_j^+(y_0, T)$ denote the number of up-crossings in realization $j$, then the sample-based mean up-crossing rate is given by

$$\hat{v}^+(y_0) \approx \bar{v}^+(y_0)$$

$$\bar{v}^+(y_0) = \frac{1}{kT} \sum_{j=1}^k n_j^+(y_0, T)$$  \hspace{1cm} (28)

Eqs. (26)-(28) give the procedure of estimating the mean up-crossing rate by direct simulation. However, the direct numerical calculation requires extensive time resources to evaluate the statistics of extreme
responses that correspond to low probability levels. Therefore, an extrapolation technique is applied to circumvent this obstacle. Based on observations for marine structure, it is concluded that the mean up-crossing rate can be approximated by

$$\bar{v}^+(y_o) \approx q \cdot \exp\left\{-a(y_0 - b)^2\right\}$$  \hspace{1cm} (29)

Fig. 14 compares the mean up-crossing rate estimated by the direct simulation and the extrapolation technique. As shown, the approximation is satisfactory. Therefore, the extrapolated up-crossing rate is used hereafter to estimate the extreme PTO force. Please refer to Refs [24, 25] for details of the extrapolation technique.

![Fig. 14. Extrapolated mean up-crossing rate, Case3, without control.](image)

Fig. 15 plots the extrapolated up-crossing rate of PTO force in the three random wave conditions. Regardless of the wave conditions, the mean up-crossing rate is raised significantly with real-time control. For example, the extrapolated up-crossing rate corresponding to 600 kN is 0.0002 without the real-time control (Case1) and this value hits 0.01 when the real-time control is implemented. Therefore, the extreme PTO force exceeds a certain level more frequently when the point-absorber operates with the real-time control algorithm.

Although the control algorithm is effective in enhancing the energy conversion, the extreme PTO force is amplified substantially in the meanwhile. In the present study, the control algorithm is developed without consideration of any constraint on other aspects, e.g. the maximum velocity, the maximum structural. Such a control algorithm is also known as unconstraint control. If the maximum PTO force is to be considered, the
so-called constraint control algorithm should be developed.

Fig. 15. The extrapolated up-crossing rate of PTO force. (a) Case1; (b) Case2; (c) Case3.

C. Sensitivity of the controller

As summarized in Section III.B, the present control algorithm differs with optimal latching control in two aspects. Firstly, the control command I optimized over the prediction horizon interval. Secondly, the control command is optimized based on the predicted wave force. Table III lists the average energy absorption
obtained by using the two control algorithms. Generally, the proposed real-time control is less efficient (15%~20%) than the optimal control due to the two factors. The following part will investigate how the two factors influence the efficiency of the proposed control algorithm.

Table III

<table>
<thead>
<tr>
<th></th>
<th>Real-time latching control</th>
<th>Optimal latching control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>45 kW</td>
<td>57 kW</td>
</tr>
<tr>
<td>Case 2</td>
<td>225 kW</td>
<td>263 kW</td>
</tr>
<tr>
<td>Case 3</td>
<td>475 kW</td>
<td>552 kW</td>
</tr>
</tbody>
</table>

To focus on the effect of prediction horizon interval, it is assumed that the incoming wave forces are already known to eliminate the prediction error. Fig. 16 illustrates how the power extraction varies with the length of prediction horizon interval. Three regions are identified where the energy absorption shows different features. When the control command is optimized over a short horizon interval, the energy absorption remains relatively stable. In this segment, the control action is not effective at all. The performance of WEC is most sensitive to the horizon interval length within the middle segment. In this region, the energy absorption increases significantly with the horizon interval length. As the horizon interval length continues increasing, the energy absorption gradually converges to a fixed level. Any further increase of horizon interval length has a minimal influence on the performance.

Fig. 16. Variation of power extraction with receding horizon length in the absence of prediction error, Case 1.

Fig. 17 illustrates how the horizon interval length influences the control command. When the length is very short, one can see that there is nearly no control action on the PTO system. For most of the moment, the
floater is released. It is why the energy capture performance is hardly improved. As the length increases, the floater is latched more frequently, indicating that the control action grows stronger. As a result, energy absorption increases gradually. When the horizon interval is sufficiently long, the control command in Fig. 17 (c) and Fig. 17 (d) match well with each other. Consequently, the curve in Fig. 16 converges to a fixed level at the tail region.

The second factor influencing the control efficiency is the precision of the prediction model. Fig. 18 demonstrates the prediction error effect on the energy conversion, in which the prediction length is 2 s. The level of prediction error is tuned by adjusting \( n \) (please refer to Eq. (17) for the definition of \( n \)). As shown, the control efficiency increases when the prediction error is reduced. The control commands with different levels of prediction error are plotted in Fig. 19. Due to the prediction error, the WEC is locked inappropriately, leading to the reduction of energy conversion.
Fig. 19. Effect of prediction error on control command. Case 1, $\Delta t = 2$ s.

A long prediction horizon interval is always beneficial to the energy absorption in the absence of prediction error. However, the prediction error harms the energy conversion and it accumulates over the prediction horizon interval (see Fig. 4). It is a trade-off between forecasting length and forecasting precision. Fig. 20 illustrates how the energy conversion varies with the forecasting length when the future wave forces are predicted using the grey model. When a short forecasting length is employed, the forecasting error is limited and thereby it has a minimal influence on the performance of the WEC. As pointed out before, a larger forecasting length is beneficial to energy absorption. Consequently, the WEC harvests more energy when the forecasting length is increased to 2 s even if the forecasting error grows in the meanwhile. In the case of larger forecasting error, the discrepancies become more notable. Therefore, a moderate forecasting length is recommended in practical application. For the present study, $\Delta t = 2$ s is the optimal choice. Nevertheless, this value may vary with the wave force prediction model employed.
As presented in Section III.C, the forecasting error can be represented by Eq. (23) quantitively. Fig. 21 plots how the power extraction varies with the forecasting error $E_r$. It is observed that the power extraction begins to drop when $E_r$ is lower than 0.35. Therefore, it is recommended that the forecasting error should not exceed this threshold for application in wave energy control.

VI. CONCLUSION

A real-time latching control algorithm based on wave force prediction is developed. The wave forces over the prediction interval are forecasted with the grey model and then the control command is optimized based on the forecasted future wave force. By updating the wave force prediction and the control command optimization at each time instant, the control is implemented online.
For the random wave conditions considered in this study, the energy absorption can be increased by more than 40% with the application of real-time latching control. The extreme PTO force is increased substantially with the real-time control algorithm. In the present study, the control algorithm is developed without consideration of the maximum PTO force so that it is unconstraint control.

A longer receding horizon length is beneficial to the energy absorption in the absence of prediction deviation. The energy absorption varies hardly with the receding horizon length initially. When the receding horizon length is very short, the deduced control action has little influence on energy absorption. Afterwards, it becomes sensitive to the change of horizon and increases significantly with the horizon. When the receding horizon length is long enough, the energy absorption converges gradually.

The influence of prediction deviation on the energy capture performance is investigated. It is shown that energy absorption is reduced as a result of the prediction deviation. As the prediction deviation accumulates over the receding horizon, a long receding horizon is not always beneficial to the energy capture. It is recommended that the prediction error $E_r$ should not be lower than 0.35 for application in wave energy control.
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