
Simple corrections for the static dielectric constant of liquid mixtures
from model force fields†

Javier Cardona,∗ab Miguel Jorge,a and Leo Luea

Pair-wise additive force fields provide fairly accurate predictions, through classical molecular simula-
tions, for a wide range of structural, thermodynamic, and dynamical properties of many materials.
However, one key property that has not been well captured is the static dielectric constant, which
characterizes the response of a system to an applied electric field and is important in determining
the screening of electrostatic interactions through a system. A simple correction has been found
to provide a relatively robust method to improve the estimate of the static dielectric constant from
molecular simulations for a broad range of compounds. This approach accounts for the electronic
contribution to molecular polarizability and assumes that the charges that couple a molecule to an
applied electric field are proportional to the effective force field charges. In this work, we examine
how this correction performs for systems at different temperatures and for binary mixtures. Using
a value for the electronic polarizability, based on the experimental index of refraction, and a charge
scaling factor, determined at a single temperature, we find that the static dielectric constant can
be predicted remarkably well, in comparison to the experimentally measured values. This provides
good evidence that the effective charges that appear in pair-wise additive force fields developed to
reproduce the potential energy surface of a system are not the same as those that determine the
static dielectric constant; however, they can be captured in a relatively simple manner, which is
dependent on the particular force field.

1 Introduction
Molecular simulations have developed tremendously over the
past decades. They have become an extremely useful tool for not
only making quantitative predictions for a wide range of material
properties, but also providing insight into the microscopic pro-
cesses that lead to these properties. The accuracy of the results of
the simulations depends crucially on the force fields used to de-
scribe the geometry of the molecules that compose the system and
the interactions between them. The “exact” force fields that act
between molecules are complicated, multi-body functions, which
are not precisely known. In order to minimize the parameters re-
quired to characterize a model force field and the computational
requirements for its evaluation, the energy surface of a molecular
system is usually approximated by describing molecules as collec-
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tions of point interaction sites, representing atoms or groups of
atoms, which interact through pair-wise additive potentials.

While this approximation is quite dramatic, it does provide a
relatively robust framework for constructing model force fields
that give good predictions for thermodynamic and mechanical
properties of fluids and are fairly transferable across different
chemical systems. Examples of these kinds of force fields include
OPLS1,2, TraPPE-UA3–9 and TraPPE-EH10,11, CHARMM12, AM-
BER13,14, GROMOS15, etc. These force fields are typically param-
eterized to accurately reproduce the structural, thermodynamic,
and transport properties of a wide variety of liquid systems.

While these pair potential models have been quite successful
in describing a wide range of thermodynamic, structural, and dy-
namic properties, one key property that has not been well cap-
tured is the static dielectric constant16–20. The static dielectric
constant ε describes the manner in which solvents “screen” elec-
trostatic interactions. It is directly related to fluctuations in the
total dipole moment M of the system21,22

εPES = 1+
4π

3kBT 〈V 〉
(〈|M|2〉− |〈M〉|2) (1)

where V is the volume of the system, T is the absolute temper-
ature, and kB is the Boltzmann constant. These fluctuations are
due to the motion of charges in the system and govern the man-
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ner in which it couples to weak, externally applied electric fields.
The charges are due to the nuclei and electrons that compose the
molecules in the system. The subscript PES in the above equation
means that the charges of the model used to compute the dielec-
tric constant were optimized to reproduce the potential energy
surface (PES) of the pure liquid.

Indeed, a crucial element of the parameterization of pair-
wise additive force fields includes the assignment of fixed point
charges to the interaction sites within the molecules of the system.
The effective charges used in a particular force field, which are
designed to describe the PES of the liquid, may not be the same
as the charges that would most accurately reflect the molecule’s
polarization state in that liquid (partly due to fixed charges and
partially due to polarization by neighboring molecules)23. In fact,
as argued by Leontyev and Stuchebrukhov24–26 the force field
charges (and hence the dipole moment of the molecular model)
can be interpreted as effective scaled charges, that are adjusted
down from the charges that would represent the real liquid dipole
moment. This is one of the reasons why most fixed-charge force
fields have dipole moments that are approximately half-way be-
tween the gas and the liquid dipole moments27–30 A direct con-
sequence of this choice is that fixed-charge force fields are then
unable to accurately predict properties that depend directly on
the dipole moment surface (DMS), such as the dielectric con-
stant23,30,31.

Recently, a simple method was proposed to correct the predic-
tions of fixed-charge force fields for polarization effects by scal-
ing the apparent charges by a constant term31. First, the mag-
nitude of the charges that couple the molecule to an applied ex-
ternal field are assumed to be proportional to the magnitude of
the charges that effectively represent the electrostatic interactions
between molecules:

k =
qDMS

qPES
(2)

where k is a proportionality constant, qDMS is the scaled charge to
represent the dipole moments of the molecules in the system, and
qPES is the assigned charge to represent the potential energy sur-
face. In essence, this compensates for the scaling of the charges
that is implicit in models designed to fit the PES and allows for
better estimation of properties that rely on the DMS. The scal-
ing is applied as a post-processing step to recalculate the DMS-
dependent properties, while all the PES-dependent properties are
identical to those of the original force field.

In addition to this effect, fixed-charge force fields also omit the
contribution of purely electronic fluctuations to the dielectric con-
stant. Assuming that these fluctuations are much faster than the
nuclear component of the dielectric response (which is equivalent
to the Born-Oppenheimer approximation), the influence of these
electronic fluctuations can be thought of as contributing an ad-
ditional uniform polarization density to the system, which would
simply result in replacing the 1 in Eq. (1) with ε∞. A common way
to estimate ε∞ is to relate it to the refractive index of the medium,
measured at the sodium D-line frequency nD, via ε∞ = n2

D; at these
high frequencies, only the electronic contribution is measurable,
and therefore the high-frequency dielectric constant is, at least in

principle, an experimentally accessible property.

If εPES, given by Eq. (1), is obtained from a classical simulation
using the fixed-charge effective dipoles, and εDMS corresponds to
the actual dielectric constant of the liquid using dipoles scaled by
Eq. (2) and shifting the background polarizability, we can obtain
a simple expression that allows us to estimate the experimental
dielectric constant from εPES:

εDMS = ε∞ + k2(εPES−1) (3)

A value of k = 1.26 for the scaling factor was found to give reason-
able predictions of the static dielectric constant for a wide range
of pure liquids described by different molecular models31.

This idea is supported by the further observations that the ex-
perimental time autocorrelation of the system dipole moment can
be fairly well captured by molecular dynamics simulations32–34,
even if the static dielectric constant is not well reproduced. In
previous work, we stated the importance of using appropriate val-
ues of the static dielectric constant ε0 and the infinite frequency
permittivity ε∞ for the determination of dielectric spectra, in par-
ticular to obtain a good estimate of the intensity of the main ab-
sorption peak observed in the dielectric loss. In this work, we
examine the robustness of this idea by understanding how the
method performs for systems at different temperatures and for
mixtures.

The remainder of this paper is organized as follows. The next
section presents the details of the force fields used to describe the
intermolecular interactions for the systems we examine, as well
as the molecular dynamics simulations, and the analysis methods.
Results for single component systems at variable temperature are
presented in the following section. We then move on to mixtures,
in particular, ethanol-water solutions and ethanol-benzene solu-
tions. Finally, the main findings of the paper are summarized,
along with a discussion of directions for future work.

2 Simulation details
In this work, molecular dynamics (MD) simulations are per-
formed to test the correction scheme on the prediction of static
dielectric constants of the binary mixtures ethanol-water and
ethanol-benzene using non-polarisable models. The robustness
of the scheme to temperature variations is also investigated. Two
models are examined for water: TIP4P35 and SPC-Fw36. The
TIP4P model is a rigid model consisting of four sites: one located
at the oxygen atom, one located at each of the hydrogen atoms
and one additional site situated along the bisector of the H-O-
H bond angle, improving the electrostatic distribution around the
molecule. This widely used model is selected since it provides rea-
sonable predictions for thermodynamic properties but happens to
have a poor performance at estimating the static dielectric con-
stant37. In contrast, the SPC-Fw water model provides a more
accurate prediction of this property. In this work, a modified ver-
sion of the SPC-Fw model, which has been used by the authors
in previous studies32,33, is implemented. Through this approach,
bond stretching is suppressed but the bond angle is still allowed
to fluctuate, respecting the conclusions reached during the devel-
opment of the original model, by which angle bending has consid-
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erably larger influence on the static dielectric constant than bond
stretching36.

The Transferable Potentials for Phase Equilibria (TraPPE) force
field is used to describe ethanol and benzene. The TraPPE-UA
model6,7 used for ethanol implements a semi-flexible approach,
with suppression of bond stretching but allowing bond angle
bending. In contrast, benzene is represented by a fully rigid
model through the TraPPE-EH force field11.

All molecular dynamics simulations were performed using
GROMACS version 2019.338 in the N pT ensemble using a veloc-
ity scaling thermostat39 with a time constant of 0.1ps and the
Parrinello-Rahman barostat40,41 with a time constant of 1.0ps
and a compressibility of 4.5× 10−5 bar−1. All simulations were
performed at a pressure of 1bar. The long-range contributions to
the electrostatic interactions were calculated using smooth parti-
cle mesh Ewald42, and bond length constraints were maintained
using the LINCS algorithm43. The equations of motion were in-
tegrated using the leap-frog algorithm with a time step of 1 fs.

All of the systems examined in this work consist of N =

1000 molecules. To obtain statistically independent starting
configurations, initial simulations were performed at a tem-
perature of 340 K for each composition, and four configura-
tions were selected at 1 ns intervals. From each of these
configurations, an equilibration run of 2 ns was performed at
the target temperature, followed by a 10 ns production run
where properties are collected. The values reported for the
properties are averages over the four independent runs, with
uncertainties estimated from the corresponding standard de-
viations. Input files for all simulations performed in this
work are openly available from the University of Strath-
clyde KnowledgeBase at https://doi.org/10.15129/df052d7c-
5106-4793-8a39-6765c068e8af.

3 Results and discussion

3.1 Single component systems

The variation of the static dielectric constant ε0 with tempera-
ture for pure benzene, ethanol, and water is shown in Fig. 1(a).
The open symbols are experimental data for benzene49,54–57,
ethanol44,48–53, and water44–49. The filled symbols are from the
MD simulations. The static dielectric constant gives the polariza-
tion of a system in response to an externally applied electric field.
Systems which can more strongly couple to this field to align their
induced and molecular dipoles will have a larger value of ε0.

The dipole moments of each of the molecules, along with some
other molecular properties, are shown in Table 1. The quantity
χ is the electronic polarizability, nD is the index of refraction at
the sodium-D line, k is the charge scaling factor, µgas is the dipole
moment in the gas phase, µPES is the dipole moment of the force
field model. The corresponding dipole moment distributions cal-
culated from our MD simulations are presented in Fig. S2 of the
ESI†. Molecules with larger dipole moments are expected to have
a larger static dielectric constant58. Water and ethanol, which
both possess permanent dipoles, have a significantly larger static
dielectric constant than benzene, which does not posses a per-
manent dipole. For these polar systems, the main response to an
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Fig. 1 Influence of temperature on the static dielectric constant ε0 of
water, ethanol and benzene at 1 bar. Filled symbols represent results ob-
tained in our simulations (a) before and (b) after applying the suggested
correction scheme. The data points corresponding to water TIP4P and
SPC-Fw overlap in (b) and only the latter are visible on the figure. Open
symbols correspond to experimental measurements from different sources
for water44–49, ethanol44,48–53, and benzene49,54–57. Note that the y-
axis is shown on a logarithmic scale for ease of visualization. A version
in linear scale can be found in Fig. S1 of the ESI†.

Table 1 Summary of molecular properties

χ / Å3 nD
‡ k µgas

‖ / D µPES / D
water (TIP4P) 1.47 63 1.3325 1.229 1.85 2.18
water (SPC-Fw) 1.47 63 1.3325 1.005 1.85 2.34
ethanol 5.13 64,65 1.3594 1.176 1.69 2.26
benzene 10.44 66 1.4979 — 0.00 0.00

‡Measured at 25◦C. Taken from Ref. 64.
‖Taken from Ref. 67.

applied electric field is to rotate the constituent molecules in or-
der to orient their dipoles with the field. In cases where molecular
orientations are uncorrelated (or only weakly correlated), larger
dipole moments result directly in larger values of the static dielec-
tric constant. Correlations between molecules which arise from
their interactions can enhance the collective alignment of their
dipoles and have the potential to further increase the static dielec-
tric constant of the system. The larger values of ε0 for water are a
consequence of the hydrogen bond networks that form between
molecules, which lead to clusters where the dipole moments of
the individual molecules are fairly correlated and result in rela-
tively larger fluctuations in overall net dipole moment of the sys-
tem59. These coherent networks are not present in ethanol60–62.

Benzene has the lowest static dielectric constant, which is a
consequence of its lack of a permanent dipole. Its main response
to an applied electric field is due to the electronic polarizability
of the molecules, where the electron distribution of the molecules
deforms, resulting in an induced dipole moment. The magnitude
of this induced dipole, however, is typically much smaller than
that of the permanent dipoles of polar molecules.

The force fields used were mainly parameterized to reproduce
thermodynamic properties6,10,11,35. As a consequence, they are
not necessarily expected to yield accurate dielectric properties. In
general, the simulation data lie beneath the experimentally mea-
sured values. The modified SPC-Fw model is an exception, which
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appears to reproduce the experimental dielectric constant of wa-
ter fairly well, as reported previously32,33. The agreement in the
predictions of the TIP4P force field for water and the TraPPE-UA
force field for ethanol are somewhat weaker, although the trends
with temperature are maintained to a reasonable level.

The TIP4P model for water is fully rigid and has a constant
dipole moment value of 2.18D, while the dipole moment of the
SPC-Fw model has a value of 2.34D and only decreases slightly
with temperature (see Fig. S2(b) of the ESI†). Although the
dipole moment of the TIP4P model is only about 10% lower than
that of the SPC-Fw model, its dielectric constant is about 30%
lower. This shows that the magnitude of the molecular dipole
moment is not the only factor that controls the dielectric constant.

The model for ethanol is flexible, able to bend its bond angles
and rotate its dihedral angle that involves the hydroxyl group;
however, the mean dipole moment of the molecule remains essen-
tially constant with temperature at 2.26D, as shown in Fig. S2(c)
of the ESI†. Although its dipole moment is comparable to that
of the water models, it yields a significantly lower dielectric con-
stant. This is mainly because of the stronger correlation between
dipoles in water due to the formation of three-dimensional hy-
drogen bond networks, resulting in larger fluctuations in the net
dipole moment of the system.

Benzene has a dielectric constant that is only slightly above the
vacuum value. The TraPPE-EH force field model for benzene is
perfectly rigid, with a dipole moment that is exactly zero, and
consequently, the dielectric constant from the simulation should
be exactly equal to 1. In our MD simulations of the TraPPE-EH
force field, the model was implemented with very stiff bending
potentials, rather than rigid constraints, which led to a small fluc-
tuation in the dipole moment with a root mean square fluctuation
increasing from 0.074 to 0.080D across the range of temperatures
examined (see Fig. S2(d) of the ESI†), although the mean dipole
moment is zero due to symmetry. This resulted in a slightly posi-
tive deviation from the vacuum value of the static dielectric con-
stant, although its maximum value was less than 1.005.

In Fig. 1(b), the simulation data are shifted according to
Eq. (3), which includes the corrections from electronic polariz-
ability, where the vacuum permittivity is replaced by the infi-
nite frequency dielectric constant ε∞, and from rescaling the fixed
charges by k.

The Clausius-Mossotti relation68,69 provides an estimate for
the electronic polarizability χ

χ =
3

4πρ

ε∞−1
ε∞ +2

, (4)

where ρ is the number density of the molecules. This relation can
be rearranged as

ε∞ = 1+
4πρχ

1−4πρχ/3
(5)

which allows the prediction of the temperature and pressure de-
pendence of ε∞ given knowledge of χ. While the density depends
on the temperature and pressure of the system, the electronic po-
larizability is expected to be essentially constant. Alternatively,
we can use the refractive index at the sodium D-line to estimate
the infinite frequency static dielectric constant (i.e. ε∞ ≈ n2

D).

For all three liquids, the experimental value of ε0 decreases
with increasing temperature. In the case of polar molecules, such
as water and ethanol, at high temperatures, the thermal motion
of the molecules tends to disrupt the alignment of their dipole
moments with an applied electric field, which thereby lowers the
static dielectric constant. For benzene, the slight flexibility of the
molecule leads to small, transient net dipole moments, which,
taken on its own, would cause the dielectric constant to increase
with temperature. This is opposite to what is experimentally ob-
served; the dielectric constant is 2.28 at 20◦C and drops to 2.19
at 70◦C. Thus, the temperature dependence on the static dielec-
tric constant of benzene is due to the influence of temperature on
ε∞ (see Fig. S3 of the ESI†). The electronic contribution to the
static dielectric constant arises from the deformation of the elec-
tron distribution of individual molecules in response to an applied
electric field, and, therefore, it is expected to be proportional to
the number density of molecules in the system. The main cause
for the decrease of ε0 with increasing temperature is the decrease
in density with temperature, as shown in Fig. S4(d) of the ESI†.
As benzene has no permanent dipole moment, charge scaling has
no impact on the prediction of dielectric constant, and the only
correction is due to the electronic polarizability of the molecule.
The addition of this contribution significantly improves the agree-
ment of the simulation data with the experimental values.

The TraPPE-UA force field for ethanol underpredicts the static
dielectric constant by about 25% across the range of temperatures
that are considered. The correction to ε0 is computed by adding
the contribution due to electronic polarizability and adjusting a
single, temperature independent value for the force field charge
scaling factor k to obtain the best fit to the experimental data.
With k = 1.176, the corrected simulation data agree quite well
with the experimentally measured values across the entire tem-
perature range from 0◦C to 60◦C. This value is close to the value
k = 1.2631, which was fit especially to the GAFF/AM-1-BCC model
for methanol and found to give a reasonable description of the ex-
perimental static dielectric constant for a wide range of alcohols
and other compounds using several force field models.

The SPC-Fw model does a good job of reproducing the experi-
mental value of the static dielectric constant without much need
for correction. It works better at lower temperatures and wors-
ens slightly as the temperature increases. Applying the correction
with a scaling factor of k = 1.005 leads to a minor improvement
of the results. For the TIP4P model, a charge scaling factor of
k = 1.229 leads to a good agreement of the simulation data with
experimental observations.

An interesting consequence of our charge scaling approach is
that it allows us to estimate the dipole moment of the molecules
in the liquid phase, by applying Eq. (2) in reverse. Using the val-
ues in Table 1, we obtain a dipole of 2.66 D for ethanol in the
liquid phase. Although we were not able to find any data for
ethanol, high-level ab initio calculations for liquid methanol esti-
mate a dipole moment of 2.7±0.1 D30,70, which agrees quite well
with our estimate. For water, we estimate a liquid dipole of 2.35 D
with SPC-Fw and 2.68 D with TIP4P. Experimental71 and theoret-
ical (see Ref. 72 and references therein) estimates place the liquid
water dipole between 2.6 and 3.0 D. The TIP4P estimate is just
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within this range, at the lower end, while the SPC-Fw estimate
is much lower. Somewhat paradoxically, this is because it per-
forms so well at predicting the dielectric constant with the bare
fixed charges. However, this good performance is somewhat mis-
leading, as it is inconsistent with the high liquid dipole moment
observed experimentally and quantum mechanically.

From these systems, we find that the simple addition of the
electronic polarizability with charge scaling allows simulations
with force fields that were originally designed to reproduce ther-
modynamic properties to also accurately describe the static di-
electric constant. This only requires the use of one parameter k,
which will depend on the particular compound and the force field
model; however, once the value of k is obtained, the entire tem-
perature dependence of ε0 can be predicted. This gives credibility
to the idea that the charge that couples to an external electric
field is not the same as that which governs the intermolecular in-
teractions. In the next section, we test this idea in the case of
mixtures.

3.2 Mixtures

For the pure liquids examined in the previous section, we found
that the simulation data could be rescaled to reproduce the exper-
imental dielectric constant by adding the electronic polarizability
and scaling the charges by a single, temperature independent con-
stant k; however, this scaling constant is found to be dependent
on the particular component and the particular force field model
used. In this section, we examine the static dielectric constant of
liquid mixtures, which pose an interesting challenge as to how to
apply the correction.

We examine three different cases. The first is the ethanol-
benzene mixture, where the scaling factor for the charge is only
relevant for one of the components. In this case, it is unambigu-
ous what value to choose for k, and we choose the pure ethanol
value. The second system is the ethanol mixtures with TIP4P wa-
ter. In this case, the scaling factor of both the pure components
differ, although their values are fairly similar. The final system is
the mixture of ethanol with SPC-Fw water. Here, the two com-
ponents have a more substantial difference in k, where for the
SPC-Fw model it is close to 1.

3.2.1 Ethanol-benzene mixtures.

The static dielectric constant of ethanol-benzene mixtures at dif-
ferent temperatures is shown in Fig. 2(a), where the open sym-
bols are experimental data and the filled symbols are the MD sim-
ulation data. As with the pure component systems, the simulation
results lie consistently beneath experimentally measured values.
Due to the symmetry of the molecule, benzene has a negligible
dipole moment. Consequently, scaling the charges of the benzene
molecule will not affect the predicted dielectric constant. This
suggests that we use the value of k = 1.176 for ethanol.

The electronic polarizability of the mixture is expected to be
made up of the polarizabilities of the individual molecules in the
system. As mentioned in the previous section, the influence of
the electronic polarizability is directly related to the ability of the
electron distribution of the individual molecules to deform in re-
sponse to an externally applied electric field. As a first approxima-
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Fig. 2 The static dielectric constant ε0 of ethanol-benzene mixtures at
298K (green circles), 313K (blue squares), and 333K (violet triangles).
The filled symbols are simulation data (a) before and (b) after applying
the suggested correction scheme, and the open symbols are experimental
data49,57.

tion, one would expect that the electronic polarizability of a mix-
ture would be directly related to the polarizability of each molec-
ular species, weighted by its volume fraction73. The electronic
contribution to the dielectric constant ε∞ to be used in Eq. (3) is
then given by

ε∞−1
ε∞ +2

=
4π

3 ∑
α

ρ
◦
α χα φα , (6)

where ρ◦α is the number density of a system of pure α, χα is the
electronic polarizability of molecules of type α, ρα is their number
density in the system, and φα = ρα vα is their volume fraction in
the mixture.

To compute the volume fractions, the volume vα occupied by
each type of molecule must be assigned. In solutions with non-
ideal mixing, there is ambiguity in how to divide the system vol-
ume between the various components. One manner to do this is
to use the partial molar volumes V̄α (i.e. set vα = V̄α ), which are
defined as:

V̄α =

(
∂V

∂Nα

)
T,p,Nα ′ 6=α

. (7)

Equation (6) can be rearranged to give:

ε∞ = 1+
4π ∑α ρ◦α χα φα

1−4π ∑α ρ◦α χα φα/3
. (8)

This infinite frequency correction to the static dielectric con-
stant can be quantified using the refractive index. In fact, the
index of refraction has been explored as a manner to experi-
mentally determine74 the excess molar volumes of the different
components in a solution, such as in alcohol-water mixtures75,
hydrocarbon-alcohol mixtures76, and other solutions77–79.

For the systems that we examine, the excess volume of mixing is
relatively small. For solutions with little to no volume change on
mixing, the partial molar volume of a molecule is approximately
equal to its volume in the pure state (i.e. vα = V̄α ≈ 1/ρ◦α ). In this
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Fig. 3 The static dielectric constant ε0 of ethanol (TraPPE-UA) / water
(TIP4P) solutions at 278K (blue circles), 298K (green squares), and
323K (red triangles). The filled symbols are simulation data (a) before
and (b) after applying the suggested correction scheme, and the open
symbols are experimental data44–53.

case, Eq. (8) reduces to

ε∞ = 1+
4πρ ∑α xα χα

1−4πρ ∑α xα χα/3
, (9)

where ρ is the number density of the mixture, and xα is the mole
fraction of component α in the mixture. The densities obtained
from MD simulations for the mixtures studied in this work are
reported in Fig. S5 of the ESI†. The resulting correction to the
simulation predictions for the static dielectric constant is shown
in Fig. 2(b). Excellent agreement with the experimental values is
seen.

An even simpler approximation for ε∞ can be obtained if we
further linearize Eq. (8) with respect to the electronic polarizabil-
ities, which then gives

ε∞ = ∑
α

xα εα,∞, (10)

where εα,∞ is the electronic dielectric constant of pure component
α. We note that for the ethanol-benzene mixtures that we exam-
ined, the use of this approximation does not lead to noticeably
different results from the more complicated expression given in
Eq. (9). This is, in part, because the main contribution to the
correction is the charge scaling effect.

3.2.2 Ethanol - TIP4P water.

The static dielectric constant for ethanol-water mixtures at var-
ious temperatures is shown in Fig. 3(a). The open symbols are
experimental measurements, and the filled symbols are the re-
sults from MD simulations using the TraPPE-UA force field for
ethanol and the TIP4P model for water. The simulation results
consistently lie beneath the experimental values, as was the case
for the pure systems.

The charge scaling factors differ for both pure component sys-
tems (i.e. k = 1.176 for ethanol and k = 1.229 for TIP4P water,
see Table 1), although their values are not too dissimilar. When
these two components are mixed, it is not entirely clear as to what
value to choose for k. One assumption is that the charge scal-
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Fig. 4 The static dielectric constant ε0 of ethanol (TraPPE-UA) / water
(SPC-Fw) solutions at 278K (blue circles), 298K (green squares), and
323K (red triangles). The filled symbols are simulation data (a) before
and (b) after applying the suggested correction scheme, and the open
symbols are experimental data44–53.

ing factors found in the pure component simulations still apply
to each of the individual molecules. Then, the net system dipole
moment for every saved configuration in the simulation trajectory
is computed by scaling the charges on each molecule according to
their value of k. The static dielectric constant is then recalculated
over the original trajectory as the sum of the mean square net
dipole moment of the system and the electronic polarization con-
tribution (see Eq. (3)). While this is certainly feasible, here we
examine the much less computationally intensive approximation
where the dipole correlations between each pair of components
is the same.

If we assume that the orientational dipole correlations between
molecules of different species, as quantified by the Kirkwood g-
factor80, are similar, then the scaling factor for the mixture will
take the form:

k = ∑
α

xα kα . (11)

where kα is the charge scaling factor for pure component α. Using
this mixing rule and the previous mixing rule for ε∞ (see Eq. (9)),
the corrected simulation predictions for the static dielectric con-
stant are shown in Fig. 3(b). As can be seen, this leads to ex-
cellent agreement between simulation results and the experimen-
tally measured values across the entire composition range, vali-
dating the above approximation.

3.2.3 Ethanol - SPC-Fw water.

Finally, we examine the predictions for the static dielectric con-
stant for ethanol-water mixtures, where the water is modelled
using the SPC-Fw force field. This is a more stringent test to our
mixing rule for k, since the scaling constants for the two com-
ponents are significantly different. A comparison of the simula-
tion results with experimental data is shown in Fig. 4(a). The
results are as expected, based on the results for the one compo-
nent systems. For pure water, which has k = 1.005, the simulation
predictions are in close agreement with the experimental mea-
surements. As the concentration of ethanol, which has k = 1.176,
in the mixture increases, the simulation results underpredict the
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dielectric constant.
In Fig. 4(b), the simulation data are corrected according to

Eq. (3), with the mixture electronic polarizability given by Eq. (9)
and the charge scaling factor given by Eq. (11). The agreement
between the two is seen to be very good, confirming the conclu-
sions obtained for the other two systems, and showing that the
correction scheme also applies to systems with significantly dif-
ferent charge scaling factors.

4 Conclusions
Force fields based on effective pair potentials between molecules
are commonly used to model materials. Most of these models
have been developed specifically to reproduce thermodynamic
properties and have been quite successful in describing a wide
range of their static and dynamic properties. However, an impor-
tant property that these models have found difficult to accurately
and consistently predict is the static dielectric constant, which
characterizes a system’s response to an applied electric field. This
is mainly a result of the manner in which the electric polarizabil-
ity effects are included in the parameters of the force field and
the limited ability of pairwise additive interactions to reproduce
the true potential energy surface of realistic systems. The charge
distribution of a molecule depends on its environment, due to the
electrostatic potential generated by neighboring molecules and
any applied electric fields. This environment fluctuates, with the
continuous reconfiguration of neighboring molecules from their
thermal motion, and, consequently, the charge distribution on a
molecule also fluctuates. In pairwise additive force field models,
the mobility of the electronic density of the molecules is only indi-
rectly accounted for by assigning fixed values of effective charges
at sites within the molecules; the charge density is rigid and re-
flects the average environment that it experiences.

As a result of this, there are two main effects that determine
the dielectric constant which are neglected: the direct polariza-
tion of the electron distribution of molecules by an applied elec-
tric field, and the coupling of the charges on the molecules to the
applied electric field which cause their rotation and translation.
To account for these effects, it was previously proposed that the
predictions for the dielectric constant by pairwise additive force
fields could be significantly improved by accounting for the con-
tribution from electronic polarization and scaling the charges in
the force field. In this work, we further explore how this proposed
correction performs under more general conditions, specifically
the influence of temperature and composition.

The proposed corrections appear to properly capture the tem-
perature dependence of the static dielectric constant. While the
simulation data for the systems that we examined qualitatively
followed the experimentally measured values, they typically un-
derpredicted the value. With the correction, the simulation pre-
dictions were found to quantitatively agree with the experimental
values across the entire ranges of temperature and composition.
The electronic contribution to the dielectric constant ε∞ can be
estimated from the experimental electronic polarizability or the
refractive index of the system at the sodium D-line. Only one fit
parameter, the charge scaling factor k, is required for each pure
component at a single temperature to implement the correction;

this was found to be independent of temperature, at least for the
conditions that we examined. The precise value of the scaling
factor is dependent on the particular force field used to represent
the molecule. Different force fields may require different values
of k. An example is water, where the SPC-Fw model has k≈ 1.005
and TIP4P has k ≈ 1.229.

An interesting question is how the charge scaling factor de-
pends on the phase of the system. Vega and co-workers81 have
analyzed the static dielectric constant of various ice phases from
various pairwise additive force field models for water. For the
TIP4P/2005 model82, they find that a scaling factor of k ≈ 1.15
provides a good description of the liquid phase dielectric constant,
while k≈ 1.44 provides a good agreement between the simulation
results and experimental measurements for the ice Ih and ice III
phases at 243 K over the range of pressures examined in the paper.

We also examined the performance of the correction for
ethanol-benzene and ethanol-water mixtures. For these systems,
we find that simple “mixing rules” could be applied to the pure
component polarizabilities and charge scaling factors, thus ex-
tending our approach to liquid mixtures. There is no need to
employ any additional fitting parameters. This approach led
to very good agreement between the corrected simulation pre-
dictions and the experimental measurements, including systems
where the pure components have very different values of charge
scaling factor.

The systems that we examined in this work do not exhibit sig-
nificant volume changes on mixing, and, consequently, we were
unable to fully explore the ability of different mixing rules to cor-
rect the predictions of the dielectric constant from molecular sim-
ulations of pairwise additive force fields. It would be interesting
to examine these types of systems to better understand the appli-
cability of different mixing rules.
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