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Abstract
Satellite-based platforms are currently the only feasible way of achieving
intercontinental range for quantum communication, enabling thus the future global
quantum internet. Recent demonstrations by the Chinese spacecraft Micius have
spurred an international space race and enormous interest in the development of
both scientific and commercial systems. Research efforts so far have concentrated
upon in-orbit demonstrations involving a single satellite and one or two ground
stations. Ultimately satellite quantum key distribution should enable secure network
communication between multiple nodes, which requires efficient scheduling of
communication with the set of ground stations. Here we present a study of how
satellite quantum key distribution can service many ground stations taking into
account realistic constraints such as geography, operational hours, and most
importantly, weather conditions. The objective is to maximise the number of keys a
set of ground stations located in the United Kingdom could share while
simultaneously reflecting the communication needs of each node and its relevance
in the network. The problem is formulated as a mixed-integer linear optimisation
program and solved to a desired optimality gap using a state of the art solver. The
approach is presented using a simulation run throughout six years to investigate the
total number of keys that can be sent to ground stations.

Keywords: Quantum Key Distribution; Mixed-Integer Programming; Scheduling;
Satellite; Space; Networking

1 Introduction
Communication security is vital for ensuring personal privacy, commercial confidentiality,
government integrity, and defence. Current communication network encryption infras-
tructures are built upon public-key encryption methodsa whose security relies on compu-
tational complexity properties of certain mathematical problems. However, their security
is increasingly under threat, from advances in cryptanalysis and, most notably, from the
imminent arrival of large-scale quantum computers. Even if current public-key encryp-
tion methods are not vulnerable now, transmitted information with long-term value will
need “forward security” to guard against future threats.
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Quantum Key Distribution (QKD) is a quantum cryptography protocol that offers secret
communication against current and foreseeable threats by exploiting the quantum prop-
erties of light, whose security is guaranteed by the laws of physics. More precisely, the
no-cloning theorem ensures that an unknown quantum signal cannot be copied or ampli-
fied with arbitrary precision, causing possible eavesdropping activities to leave detectable
traces [1].

QKD was first proposed in 1984 in the seminal paper [2] and since then underwent
many theoretical developments [3–5] and groundbreaking demonstration in real-world
implementations [6–8]. Channel losses which restrict the key rate, increase exponentially
at about 0.2 dB/km in optical fibre, limiting the effective range of terrestrial systems. Con-
sequently, quantum repeaters are required to extend the range of fibre systems. Still, these
are far from being technologically mature, and the no-cloning theorem itself will severely
bound their performance [9–11]. Currently, the maximum ground-based communication
range achieved is 421 km in fibre [12] and 144 km in free space [13].

Recently, Satellite Quantum Key Distribution (SatQKD) has proved to be able to over-
come these range limits, enabling secure communication globally. The Chinese mission
Quantum Experiments at Space Scale (QUESS) [14], also known as Micius, success-
fully demonstrated various quantum communication protocols in space [15–17]. These
groundbreaking results have spurred an international space race aiming not only to estab-
lish the first global quantum communication network but also to develop and deploy the
architecture to merge different quantum technologies, such as sensing and computing, to
build the future quantum internet. Besides China, other countries and space agencies are
designing SatQKD missions involving one or more satellites, including Japan [18], Canada
(QEYSSat) [19], Luxembourg (QUARTZ led by SES) [20], UK (QKDSat led by ArQit,
QUARC) [21], Austria/France (NanoBob) [22], Germany (QUBE) [23], and UK-Singapore
(QKD-Qubesat) [24]. The projects mentioned above address mostly Lower Earth Orbit
(LEO) satellites, but there is a growing interest for higher orbits as well [25, 26]. Fur-
thermore, satellites smaller and cheaper than Micius, such as nano-satellites (with a mass
∼10 kg) have been in the spotlight [27–29], for the possibility of establishing quantum
communication services using a constellation [30].

1.1 Contributions
The main contributions of the paper are listed below.

1. We propose a formulation for the SatQKD scheduling problem. It aims to schedule
an optical downlink from one satellite to the network of ground stations allocating
them time suitable to download the number of keys relative to their importance in
the system expressed as a weight. To the best of our knowledge, such a problem has
not been considered before in the literature. Solving the model indicates optimal
performance possible to achieve for the given parameters of the satellite orbit and
the location of ground stations. Consequently, the formulation we propose could be
used as an evaluation framework for potential designs of a future SatQKD system.
In the past, some related studies have been conducted in the field of optical
communication to estimate the availability for communication or the amount of
data possible to download to a given network of optical ground stations [31, 32].
However, the critical difference in our approach is distinguishing which ground
station receives the transmission. The previous studies considered all ground
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stations equivalent and it was not important which one communicated with the
satellite. On the other hand, the ground stations in our study effectively compete for
access to the satellite, and each of them must be supplied with keys for the
communications system to remain operational.

2. We include relevant constraints to model the availability of the optical link and its
throughput. We disallow the communication when the satellite is in sunlit. To the
best of our knowledge, this requirement has not been considered in the literature on
the downlink scheduling and the selection of optical ground stations. Furthermore,
the transfer rate changes with the elevation angle rather than remaining constant.
Modelling that phenomenon was suggested as the future work by [33].

3. We solve the above-mentioned SatQKD formulation and conduct a performance
study of a hypothetical but realistic communications system with ground stations
located in a single country at high latitudes and profoundly affected by changing
cloud cover. We solve the model with a rolling horizon of one year using historical
observations of cloud cover available for the period between the years 2013 and
2019. The length of the time frame is sufficient to capture the influence of seasonal
weather patterns and changes in satellite illumination on the number of keys
transferred to ground stations. Whenever possible, visualisations of the network
properties and changes of the environment complement the study.

4. Finally, we perform a design of an experiment to find the parameters of the satellite
orbit that provide the best performance of the communications system measured in
terms of the keys delivered. Subsequently, we compute the number of keys which
could be consumed weekly by each node in the communications system at some
predefined service level guarantee, ensuring the number of keys a node owns will
not be overdrawn. The example demonstrates that precise selection of the satellite
orbit is critical for the performance of the communications system.

1.2 Paper’s structure
The paper is structured as follows. Section 2 reviews literature on scheduling satellites’
operations. Section 3 describes SatQKD from an optimisation perspective, introduces the
network of ground stations selected for the study, and defines the index for quantifying
the performance of the communications system. Results and discussion of the numerical
study, including the long-term performance evaluation of the system are the subject of
Sect. 4. Concluding remarks are given in Sect. 5.

Additional details on problem modelling and formulation of the optimisation problem
are provided in the appendix, in Sect. A and Sect. B, respectively. In particular, Sect. A
covers aspects related to modelling the dynamics of the system and its environment. We
explain the model used to estimate the transfer rate between a satellite and a ground sta-
tion, the position and the movement of the satellite, the duration of communication win-
dows with ground stations, and the impact of cloud cover on the transfer rate. Section B
presents the formulation of the optimisation problem and briefly explains the solution
method.

2 Literature review
Concepts and present literature relevant to scheduling tasks for satellites placed in
the LEO regime is discussed in this section. Special attention is devoted to schedul-
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ing downlinks. We cover both radio and optical communication because the modelling
paradigms and the solution procedures are the same.

Researchers and the industry experts agreeably acknowledge the need for optimisation
in the scheduling of satellites’ operations. The approach currently practised in real applica-
tions relies on a human intervention which is not considered sustainable for the number of
satellites expected in the future and the complexity of large constellations [34]. The case
study [35] describes an example operational system for the management of the satellite
optical communication.

Conceptually a task to be executed by a satellite regardless of the details of the operation
(i.e. manoeuvre, data collection, health check, commands uplink, payload downlink, etc.)
has a release date, due date and estimated duration [36]. The problem of scheduling satel-
lite’s operations belongs to the class of Machine Scheduling [37]. Some researchers [34]
who consider task scheduling in a constellation of satellites prefer to model a spacecraft as
a resource instead of a machine and use the Multiprocessor Scheduling [38] as the baseline
problem.

Tasks may have different priorities or rewards for their execution. It reflects a situation
when multiple clients of varying importance compete for access to the satellite. If tasks
priorities are considered, then the scheduling problem is an example of the Resource-
Constrained Project Scheduling [39]. That analogy was suggested by [40], who studied
scheduling download of images with priorities and deadlines. The scheduling system con-
sidered was oversubscribed, hence postponing deadlines of some tasks or cancelling them
was unavoidable. The authors applied the state of the art meta-heuristics to a real problem
instance. The number of completed downloads in optimised schedules increased twofold
compared to the mission schedule used in practice. It will become apparent shortly that
for scheduling downloads which do not require handling priorities optimisation models
are effectively solvable to optimality. Hence the lack of priorities can be exploited to derive
more computationally attractive problem formulations.

Regardless of the problem taxonomy, what makes the satellite applications unique, are
the external constraints which either must be satisfied to commence a task or must remain
valid for the entire duration of the task execution [36]. For instance, a ground station must
be visible to a satellite to establish and maintain a downlink. Such conditions are com-
monly defined using time windows.

Historically the dominating techniques for scheduling satellite communication were
based on genetics algorithms [41], heuristics and meta-heuristics [36, 40] often combined
with Local Search (LS) and constraint propagation. Nowadays, these approaches are incre-
mentally superseded by exact methods, in particular, modelling the scheduling problem as
a Mixed-Integer Linear Program (MILP) with time discretisation, which has been demon-
strated to have a strong bound of its linear programming relaxation [33, 42, 43]. These
models can be solved using commercial solvers without the need for devising custom so-
lution procedures. Such solvers provide a certificate of optimality which is not available
for heuristic procedures.

The problem of scheduling downloads from a single satellite to multiple ground stations
was studied by [42]. The researchers included the data and energy acquisition, which made
the scheduling problem more realistic for the application in Earth Observations (EO) com-
bined with downlink using radio communication. Tacking data and energy dynamics al-
ready made the problem NP-hard. The author [42] demonstrated that a Mixed-Integer



Polnik et al. EPJ Quantum Technology             (2020) 7:3 Page 5 of 34

Program (MIP) with time discretisation is easy to solve to optimality for problem instances
based on real data. Interestingly, the solution process for these instances did not require
branching. The formulation was extended to a scenario with multiple satellites by [33]
who demonstrated that such a model remains easy to solve.

Apart from generic models considered in the literature, the need to accommodate some
specific constraints may arise when a given formulation is adapted to solve a real-world
problem. For instance, a satellite may have two antennas and support several operational
modes with different energy to bitrate thresholds. Fortunately, the model with time dis-
cretisation facilitates incorporation of additional constraints [34]. The initial version of
the problem proposed by [42] already supported different power manager configurations.

The model with time discretisation is typically solved standalone, without resorting to
reformulations and decompositions [33, 42]. The size of the formulation can be consid-
ered its major limitation and was emphasised in an application to the constellation of 30
satellites with a fine discretisation interval solved using a low spec machine. For such a
configuration, the researchers devised a heuristic based on Lagrangian relaxation. The
heuristic applied a sequence of subgradient minimisations and progressively fixed deci-
sion variables. Interestingly, the solution procedure can be used without a MIP solver,
albeit with an adverse impact on the cost of the final solution.

If the orientation of a spacecraft can be changed, such a satellite is called agile to em-
phasise that the attitude control system manoeuvres can be included in the execution of a
schedule. This feature is desirable in EO, as the spacecraft can perform image acquisition
several times during a single visibility window [43]. The introduction of the attitude ma-
noeuvres elevates the complexity of the scheduling problem. For such problem instances,
it has been shown that a better alternative to solving a model standalone is the application
of the column generation scheme [43]. The researchers exercised it to the root node of the
branch and bound tree and then solved the remaining nodes without extending the pool
of columns.

In real-world, the satellites significantly outnumber ground stations which leads to the
competition for access to the ground station infrastructure. The process of resolving such
conflicts is known as deconfliction. The initial progress in this area was driven by solving
the Satellite Range Scheduling [44, 45] which allocates antennas to spacecraft for some
desired time within a communication window. The problem instances are defined to ac-
curately illustrate the United States Airforce Satellite Control Network (AFSCN) which
operates more than 100 satellites using 16 antennas located in nine ground stations. The
scheduling system is oversubscribed, and two variants of the objective function were stud-
ied: minimisation of the number of cancelled tasks and minimisation of the total time
when any antenna is assigned to more than one task simultaneously. The latter variant
allows for scheduling long tasks and is preferable by human operators who resolve re-
maining conflicts by negotiations with clients [45]. The best results for realistic problem
sizes were obtained using a genetic algorithm [44, 45]. Nowadays, human schedulers who
supervise operations of AFSCN are supported by a proprietary heuristic algorithm which
schedules the most restricted tasks first preventing further depletion of resources [46].
Instead of cancelling requests which initially cannot be satisfied, the system attempts to
resolve remaining conflicts automatically by relaxing operational constraints following a
set of predefined business rules. A formal study of the computational complexity of a con-
flict resolution was conducted by [47] using a hypothetical scenario with multiple satellites
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competing for access to a single ground station. Interestingly, the complexity of the case
allowing task preemption and no setup cost remains an open problem. If the setup cost is
present or task preemption is disallowed, the problem is NP-hard in general [47].

For scheduling data transfers, a network of ground stations is given as an input. Such an
assumption is also valid for traditional monolithic radio frequency ground stations whose
locations worldwide are well known (i.e. Estrack). On the other hand, designing a net-
work of optical ground stations is an open problem and can be the subject of optimisation
as well. The practical approach is finding a subset of the ground stations from the list of
possible candidates [48]. The available budget restricts the number of ground stations.
Consequently, the problem is similar to the Warehouse Selection Problem [49]. A typical
objective function applied in the literature is the Maximum Percentage Data Transferred
(MaxPDT) [32, 48]. It evaluates how much data collected by an example EO mission can
be downloaded using the given network of ground stations. Computing such an objec-
tive involves finding a schedule of data transfers. Fortunately, the inner problem admits
a pseudopolynomial complexity and can be solved using dynamic programming [31, 32].
The subset of the ground station is found either through direct enumeration for small
problem sizes or using LS.

The studies of optical ground station selection have been carried out for different re-
gions, the entire world [31, 48], Europe [31, 50] or Germany [31]. These analyses account
for cloud cover over multiple years. However, researchers do not consider satellite illumi-
nation, which is relevant to ground stations located at high altitudes. In a similar vein, the
transmission rate does not change with the elevation angle between the ground station
and the satellite. To increase the performance of the ground station network and make
it more resilient to cloud cover, [51] considered more complex setups involving a geosta-
tionary satellite as a relay, using a high altitude platform or a combination of both radio
and optical communication. So far, such analyses were limited to a single ground station.

3 Problem statement
Satellites are currently the only platform allowing QKD to achieve intercontinental range.
SatQKD can be realised using a satellite as a transmitter (downlink configuration) or as a
receiver (uplink configuration). A downlink configuration requires the development of a
space-qualified optical assembly for precise pointing of the order of few μ-rad, quantum
sources such as lasers, and a quantum random number generator [27, 30]. The uplink
configuration arguably requires a less complicated payload consisting of single photon
detectors. However, in the uplink configuration the optical beam encounters turbulence
early during its path leading to larger angular deviation and therefore higher losses, of
about 20 dB with respect to down-link [52].

Assuming that the eavesdropper cannot access the satellite, we employ the trusted-node
architecture. In trusted-node SatQKD, a satellite distributes keys sequentially, first to a
ground station A, then to ground station B. Subsequently, the satellite broadcasts over a
public channel the XOR hash of both keys allowing thus the A and B to have a shared key
with which they can employ (quantum-safe) symmetric key encryption protocols [52].b In
this work, we will focus on the downlink and trusted node scenario due to its comparative
simplicity.

Before proceeding, we wish to highlight that this method may also be applied to the
uplink scenario. The link topology and the formulation of the scheduling problem would
remain the same. However, attenuation is about 20 dB in that case.
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Figure 1 Artist’s impression of the communications
system. We consider ten locations throughout the
UK to represent potential nodes in a national
quantum-secured communications network.
Conventional communication between these
nodes is encrypted with symmetric key pairs
distributed via a satellite placed in a
Sun-Synchronous Orbit. The satellite has a single
quantum transmitter that can send single-photon
level signals to optical ground stations. The dashed
arc is the ground track the spacecraft follows. The
satellite passes over the UK mainland territory South
to North around local midnight

On the other hand, the current analysis would need some modification for untrusted
node operation. Firstly, keys would need to be generated pairwise between communicating
nodes which requires simultaneous visibility by the satellite of both ground stations for an
extended portion of the pass. Secondly, the full network traffic graph would be needed for
optimisation to establish the pairwise key generation demand, rather than the summed
values at each node. Furthermore, the untrusted node SatQKD is a lot more challenging
to implement than the trusted node and is not thought to be likely in the near to medium
term.

The communication system consists of a QKD satellite and a network of ground stations
spread across cities of the United Kingdom. The satellite operates as a “trusted node” to
mediate the distribution of secure encryption keys pairwise between ground stations. The
locations were selected based on their importance for the country and geographical dis-
persion. From a practical standpoint, the distance between satellite-linked ground stations
should exceed 100 km because communication on shorter distances could be handled us-
ing a fibre optic link.c Ten ground stations were shortlisted. Their geographical dispersion
is illustrated in Fig. 1 and the motivation behind establishing a ground station in the par-
ticular city is explained below.

Belfast Largest city in Northern Ireland,
Birmingham Second largest population in the country,

Bristol Largest city in south-west England,
Cambridge Science centre and fibre optic communication hub,

Glasgow Largest city in Scotland,
Ipswich British Telecommunication headquarters,
London Largest population and urban zone in the United Kingdom,

Manchester Second largest urban zone in the country,
Thurso Northmost city in the network, it has the weakest correlation of weather

conditions with other ground stations,
York Railway network hub.
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A satellite transfers cryptographic keys to ground stations which store them in buffers.
The keys will be used later for encrypting ground-to-ground communication between sta-
tions. To establish a secure connection between two parties, each has to use the same key
for encryption and decryption. Then, after the connection is closed, each party removes
the key from its buffer due to the security requirement that a key cannot be reused.

Operational requirements of ground stations for a given week should be satisfied using
the keys stored in a buffer of the ground station before the start of the week. Consequently,
the keys delivered to the ground station throughout the week will not be used for encryp-
tion immediately. Their availability is delayed in time for the next week because the raw
transmitted keys require post-processing performed in batches after enough raw keys are
collected [53]. Apart from the privacy amplification, buffering keys mitigates scenarios
in which overcast or satellite illumination prevent the delivery of new keys to individual
ground stations.

Before we present how the SatQKD is modelled as a scheduling problem, let us introduce
the assumptions and terminology. A schedule is a sequence of tasks a satellite should exe-
cute. We consider a problem setting with one satellite and a set of tasks of the same kind—
optical data transfers. Therefore, we use the terms task and data transfer interchangeably.
Each task in a schedule has a start time when its execution should commence, duration and
the target ground station. Tasks are executed from start to completion without preemp-
tion. Consequently, a data transfer is a single continuously attempted optical link between
a given ground station and the satellite. The satellite can communicate with at most one
ground station at a time. For the convenience of presenting the results and technical con-
siderations explained in Sect. A.1, we aggregate the volume of data transferred into 256
bit unit blocks and refer to them as keys.

The period for which a schedule is computed is called the planning horizon. We are
interested in building a long-term schedule and proving its optimality. Doing so for the
whole six-year period would lead to a computationally challenging problem due to the
size of its formulation. Hence, we restrict our attention to the sequence of one-year-long
periods. The final state of the communication system for a given planning horizon, i.e.,
the position of the satellite and the size of key buffers for each ground station, is the initial
state for the subsequent planning horizon. This technique is known as the rolling horizon
in the literature on scheduling and inventory control [54]. In scheduling optical satellite
communication, the length of a planning horizon usually ranges between two days and
one week, which can be justified by the availability of accurate weather forecast. Since we
consider scheduling using historical weather information, and our model remains effec-
tively solvable, we prolonged the planning horizon to the period of one year. Ultimately,
it leads to more efficient schedules, as the optimization model considers weather season-
ality patterns and changes in satellite illumination throughout the entire year. Hence, the
solver is capable of making decisions which bring long-term benefits. Such a schedule can
then be used to assess the best possible performance that the design of the future commu-
nications system allows. It should be a valuable indicator to support decisions involving
the locations of ground stations and the selection of the orbital parameters for a satellite.
Finally, our model could easily be scaled down to shorter planning horizons without any
inherent difficulty and we would obtain the corresponding computational savings.

The objective of the space-to-ground data transfer optimisation is to maximise the mini-
mum usable number of keys buffered by ground stations. To recognise where keys should
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Table 1 Importance of ground stations in the network. First two columns contain the name of the
city and the number of premises with High-Speed Broadband (HSBB) access located in that
administrative area. The third column displays weights proportional to the number of premises from
the second column. The last column contains the final weight of the ground station used in the study

City Premises with HSBB Inferred Weight Used Weight

Belfast 288,667 0.08061 0.080
Birmingham 599,540 0.16742 0.166
Bristol 297,599 0.08310 0.082
Cambridge 107,923 0.03014 0.030
Glasgow 381,494 0.10653 0.105
Ipswich 58,093 0.01622 0.016
London 1,421,422 0.39692 0.393
Manchester 353,884 0.09882 0.098
Thurso 118 0.00003 0.010
York 72,418 0.02022 0.020

be distributed, the ground stations are assigned non-negative weights corresponding to
the desired activity of a given node in the communication system. The methodology of
using weights to measure the importance of nodes in a network was developed for the
analysis of graphs with weights assigned to edges, which are known as weighted net-
works [55, 56]. Several measures for studying interactions between nodes in such systems
have been proposed. For instance, the sum of weights assigned to incident edges referred
to as vertex’s strength [56] is considered a generalisation of a vertex’s degree in an un-
weighed graph.

Table 1 presents the weights assigned to the nodes in the hypothetical network we con-
sider. Their values are proportional to the number of premises with high-speed broad-
band access (300 MBit/s download speed or higher) located in a given city. The numbers
were derived from datasets compiled by the Office of Communications [57], which is the
governmental body that regulates the telecommunication sector in the UK. We assigned
Thurso a higher weight than data indicates (0.01 v.s. 3E-5) because the city could be the
hub for the Highlands and Islands region. The economic development of these remote
areas increasingly depends on reliable and secure communication links [58]. The final
weights were normalised, so the sum of all weights assigned to nodes equals one and then
rounded to three digits after the decimal point.

We aim to distribute key maximising the network traffic uniformly on all links. For that
reason, we are interested in a measure which quantifies the traffic globally for the entire
communication network. Maximising such a performance index could become the ob-
jective of an optimisation problem. Furthermore, maintaining its value above a certain
threshold could be subject to a service level agreement. In the following subsection, we
provide a possible definition of such an index. For the sake of convenience, we call it the
traffic index.

3.1 Traffic index
To formally define the traffic index, we adopt the following notation and symbols. Capital
letters represent sets. The syntax |S| stands for the cardinality of the set S. Small bold-
face letters denote vectors. The i-th element of a vector v is accessed using a subscript
notation vi.

Consider the following symbols.
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N Set of ground stations in the problem definition. We refer to them as regular ground
stations. Besides, there is an auxiliary station 0 observed by the satellite when no data
transfer can be in progress. N̄ refers to the set of all ground stations including the
auxiliary one, i.e., N̄ := N ∪ {0}.

bn Vector indexed by time t ∈ T tracking the number of keys the ground station n stores
in its buffer.

b Number of keys reserved for authentication of a ground station by the satellite.
w Vector indexed by ground stations n ∈ N storing the assigned weights.
T Set of points partitioning the planning horizon into smaller periods. We evaluate the

traffic index for each element of T . The sum of traffic indices over T is the objective
function of the optimisation problem to maximise. For example, with no loss of gen-
erality, the traffic index could be evaluated every Monday throughout the planning
horizon.

α Desired service level defined as the probability that the size of the key buffer of every
ground station does not fall beyond the threshold b at the time t ∈ T .

A feasible solution to the following optimisation problem, parametrised by α, satisfies
properties of the index described in the previous section. Henceforth, we refer to it as the
traffic index and denote using the symbol λα,t , where t ∈ T .

max
∑

t∈T

λα,t

P
(
bn

t – wnλα,t ≥ b
) ≥ α ∀n ∈ N ,∀t ∈ T

λα,t ∈R
+ ∪ {0} ∀t ∈ T

(1)

Let λ∗
α be the vector of the optimal values for the problem above indexed by time t ∈ T .

Intuitively, wn
|T |

∑
t∈T λ∗

α,t is an upper bound on the constant, periodic key consumption rate
at the node n ∈ N which can be maintained at the service level α. Note, that maximising∑

t∈T λα,t goes alongside maximising the number of keys a ground station receives and
simultaneously ensuring this number is consistent with the weight assigned to the com-
munications node. In some sense, what we are doing is we are maximising the minimum
number of keys sent to any ground station at any given time period. The minimum number
of keys is what we call as usable keys that is also weight adjusted.

The complexity of solving Problem 1 increases by considering the probability distribu-
tion of its constraint, which can be unknown or imprecise. However, to find the maximum
key consumption rate for a given communications node, there is no need to handle proba-
bilistic constraints directly. Instead, we reformulate the optimisation problem by removing
the dependence on the service level α and replacing the probabilistic constraints by their
deterministic equivalents, leading to the following formulation.

max
∑

t∈T

λt

bn
t – wnλt ≥ b ∀n ∈ N ,∀t ∈ T

λt ∈R
+ ∪ {0} ∀t ∈ T

(2)

To stress the independence of the service level α, we removed the subscript from the
traffic index notation λt . Now suppose, we temporarily ignore the key consumption. Con-
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sequently, buffers’ sizes are non-decreasing over time. Then, the maximum constant pe-
riodic key consumption rate for a given node n ∈ N guaranteed at some desired service
level α can be found by analysing the marginal increase rates of bn

t over time, which is
the approach we adopted in Sect. 4. For the complete model of the optimisation problem,
including the formal definition of all relevant constraints, see Sect. B.2.

3.2 Impact of the environment
Some current physical and technological limitations restrict opportunities for a successful
space to ground data transfer. Section A.1 explains the key transfer rate estimation model
in the cloud-free line of sight. For simplicity, we assume the satellite transfers keys at the
rate a ground station can receive them, and all ground stations have the same transmission
capabilities.

A transmission must happen during night hours due to stray light restrictions, and only
when a ground station is visible to a satellite. We assume that the satellite can connect
to the ground station when its elevation angle, relative to the ground station, is greater
than 15◦. The larger the elevation angle, the higher is the transmission rate. Section A.2
describes the satellite propagation model and the procedure to calculate the elevation an-
gle. The opportunity for communication is further restricted to periods when the satellite
experiences a total eclipse in Earth’s shadow (umbra). Sect. A.3 provides some insights on
the duration and the frequency of communication windows.

Besides sunlight, local weather conditions, cloud coverage, in particular, may adversely
impact the transmission rate. The periods of clear sky are intermittent in the weather pat-
terns observed in the UK. As a result we assume the communications system remains
operational in presence of clouds and the transfer rate declines linearly as cloud cover
percentage increases. We explain the relationship between cloud cover and the transmis-
sion rate in more detail in Sect. A.4.1. This simplistic approximation scheme was taken for
the ease of exposition because it is commonly used to evaluate amount of data possible to
download in the optical ground station selection problem [32, 48]. The formula is not ex-
ploited to make the optimisation process easier or more efficient. Finally, the formulation
of the problem and the solution procedure could remain unchanged after the transfer loss
function is updated to a different model.

4 Results and discussion
In this section, we analyse results of the space-to-ground data transfer optimisation for
the network of ground stations introduced in Sect. 3.

After explaining the configuration parameters of the optimisation problem, we present
an example solution of a one-week scheduling problem. This should help the reader to
develop an understanding of the behaviour of the communications system at the level of
individual data transfers. Next, we analyse aggregated results of scheduling data transfers
over six years. In particular, we focus on the performance of the communications system
considering the number of keys which can be consumed weekly by a ground station at the
desired service level. We conclude the section by providing empirical evidence that our
solution method and the results discussed are resilient to random perturbations of the
input data in the definition of the optimisation problem. All results presented below were
obtained by solving the formulation described in Sect. B. The dataset of problem instances
is available for testing and benchmarking purposes [59].
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4.1 Configuration parameters
The schedules were computed for six years starting from the 1st of January 2013 with the
rolling horizon of one year. The planning horizon T was partitioned into one-week long
segments. Keys delivered to a ground station in a given week were released on Monday
the following week. The time was indexed into 15 seconds long periods.

Every city received an initial buffer of 64 keys reserved for authentication. These keys
were not allowed for communication between ground stations, and the actual threshold
of the authentication reserve did not affect the service levels computed in the simulations.

The formulation was solved using a workstation with AMD Ryzen 7 2700X eight-core
processor and 32 GB of RAM. The criterion for stopping computations was reaching op-
timality gap between the objective value of the current best solution and the estimated
upper bound below 1%. Hence, it can be shown that improving the final cost by more than
that amount is impossible. The total time for computing a schedule for one year ranged
between 2 and 43 minutes. The theoretical computational complexity of solving the for-
mulation follows its definition presented in Sect. B.2.

4.2 Orbital parameters
The satellite’s orbit is circular with an altitude of 566.897 km above Earth’s surface. As a
result, the spacecraft makes exactly 15 complete passes of the orbit within 24 hours. One
revolution takes 96 minutes. The inclination for the selected altitude is 97.658◦ to coun-
terbalance the Earth’s nodal precession causing the drift in the Right Ascension of the
Ascending Node (RAAN). For the given inclination, the cumulative RAAN drift through-
out a year is 360◦. Hence, the precise characteristics of the time windows when a ground
station is visible to the satellite observed a given night occurs every year. An orbit with
such a property is called a Sun-Synchronous Orbit (SSO). The argument of the latitude
set to 46◦ together with the initial epoch at 00:00:00 UTC, the 1st of January 2013 align
one of the visibility windows around midnight. It is crucial during summer months, as
throughout the visibility periods shifted off midnight the spacecraft may remain in sun-
lit despite night observed by the ground station. This phenomenon significantly affects
the ability to communicate with ground stations located at high altitudes, such as Thurso,
which has no contact with the spacecraft for several weeks during summer.

It was not immediately apparent to us how the RAAN parameter should be set to obtain
the configuration that yields the most efficient schedules. To answer this question, we
narrowed the RAAN values to the interval [90.5◦, 115.5◦] and computed a Service Level
(SL) for every configuration obtained by incrementally iterating over values within that
interval with the step of 1◦. The Service Level at a given threshold, e.g. 99%, is defined as
the maximum number of keys a ground station may consume weekly without depleting its
keys reserved for authentication for the number of weeks proportional to the given level in
the time frame considered. The service level is estimated by analysing marginal changes in
the size key buffers of all ground stations in the network. Therefore, every ground station
could consume a similar number of keys relative to its weight. Furthermore, whichever
ground station is selected, its SL gives the same perspective on the performance of the
system.

Table 2 contrasts the initial RAAN value with the maximum weekly key consumption
in London maintainable at 99% global service level over six years. The difference in the
output service level between configuration variants is significant. Setting the initial RAAN
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Table 2 Sensitivity analysis of the initial RAAN on the performance of the communications system.
Columns display the value of the RAAN at the initial epoch and the maximum weekly key
consumption in London maintainable at 99% SL throughout six years

RAAN London 99% SL

1 90.5 5851
2 91.5 5446
3 92.5 5053
4 93.5 4637
5 94.5 4346
6 95.5 4102
7 96.5 3918
8 97.5 3843
9 98.5 3898
10 99.5 4063
11 100.5 4299
12 101.5 4641
13 102.5 5097
14 103.5 5631
15 104.5 6236
16 105.5 6869
17 106.5 7478
18 107.5 8025
19 108.5 8229
20 109.5 8327
21 110.5 8068
22 111.5 7785
23 112.5 7518
24 113.5 6920
25 114.5 6472
26 115.5 5993

to 109.5◦ yields the best performance, and the decrease in efficiency would be more than
twofold if the value of 95.5◦ was used instead. The example demonstrates the utility of
schedule optimisation to evaluate the best possible performance of the system to rule out
suboptimal configurations. In the remaining text, we use the RAAN setting that allows the
best performance.

4.3 Weekly scheduling
Figure 2 illustrates a fragment of the optimal schedule for the first week of the year 2018.

The visualisation helps to develop intuition about communication windows, their dura-
tion and the behaviour of the transfer rate. The length of a communication window varies
significantly within the week. The shortest windows are less than 2 minutes whereas the
longest exceed 6 minutes. The highest transfer rate is attained in the centre of a commu-
nication window. Furthermore, in the same cloud cover conditions, the longer the com-
munication window, the higher the maximum value of the transfer rate is reached. Some
communication windows are adversely affected by weather conditions, for instance, the
2nd of January around 10 PM cloud cover was at least 75% across all locations. Finally, dur-
ing a communication window, the satellite switches between no more than a few ground
stations. In the presented example, at most four data transfers were performed (London,
Manchester, Glasgow and Thurso the 8th of January around midnight). Similar consider-
ations can be generalised to any other week of a year.
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Figure 2 Sample weekly schedule. Data transfers scheduled to ground stations during the week of the 1st of
January 2018. Blue curves indicate an expected transfer rate to a ground station which is adjusted to the
cloud cover forecast. Black segments denote the time slots in which the satellite communicated with a given
ground station

4.4 Long-term scheduling
The long-term performance profile of the communications system was obtained by solv-
ing scheduling problems with a rolling horizon between the years 2013 and 2019.

Figure 3 displays the number of the keys transferred to a ground station every week.
The plot presents results of a single run of the schedule optimisation for every year. There
was no point in repeating optimisation for the same input problem because the solution
method is deterministic. Consequently, solving a given model always returns the same
result.

London, which is the most significant ground station, receives a substantial number of
new keys compared to the remaining ground stations almost every week. Birmingham,
which is the second most important station in the network, has a comparable key deliv-
ery profile. York is on the opposite end of the spectrum. The city receives keys only in a
few weeks per year. Cambridge and Ipswich, which are also assigned small weights, obtain
keys similarly, albeit they experience data transfers more frequently. On the other hand,
Thurso, which is the least significant station in the network, does not share such a com-
munication profile. The city benefits from location in a remote area and not sharing some
part of its communication windows with any other ground station. Therefore, the satellite
can send keys to Thurso because no other city would be able to receive them. Remain-
ing ground stations (Glasgow, Belfast, Manchester, and Bristol) belong a group of cities
whose weight is between 0.08 and 0.105. A distinctive pattern in this group is observed



Polnik et al. EPJ Quantum Technology             (2020) 7:3 Page 15 of 34

Figure 3 Long-term simulation of the SatQKD optimisation. The number of keys delivered weekly to every
ground station between the years 2013 and 2019

for Bristol, which is the most southern ground station in the network. Thus, it is also the
first location visible to a satellite during its pass around midnight. We elaborate on the
frequency and the duration of communication windows in Sect. A.3.

Taken together, ground stations observe different patterns of communication with the
satellite, which conceivably depends on the weight assigned in the network. During sum-
mer all ground stations experience a notable decrease in the number of keys delivered. In
particular, Thurso and Glasgow lose the ability to communicate with the satellite. Conse-
quently, to maintain connectivity with other ground stations over summer, they must be
topped up in advance. Roughly, the pattern of key distribution to a given ground station
repeats every year.

Due to a vast disproportion in the number of keys delivered to a ground station every
week, we computed the maximum constant key consumption rate, which could be main-
tained over time without exceeding buffer’s capacity. Figure 4 displays a relation between
the maximum key consumption rate for London and the Service Level obtained. The shape
of the plot is similar to any other ground station.



Polnik et al. EPJ Quantum Technology             (2020) 7:3 Page 16 of 34

Figure 4 Number of keys consumed by a ground station weekly at the desired Service Level guarantee. The
weekly key consumption rate for London maintained without utilising keys beyond the threshold reserved for
authentication. If the service level α is lower than one, then some keys reserved for authentication will be
depleted for the (1 – α) relative number of weeks

Table 3 Maximum key consumption rate maintainable weekly at 99% Service Level by a given
ground station. The key consumption at other levels for the London ground station can be inferred
from Figure 4. The graphs for the remaining ground stations follow a comparable trend

City 99% SL

Thurso 211
Glasgow 2224
Belfast 1695
York 423
Manchester 2076
Birmingham 3517
Cambridge 635
Ipswich 339
London 8327
Bristol 1737

Considering the number of keys the ground station received each week, London could
consume up to 8327 keys weekly without exceeding the capacity of its key buffer for 99%
of weeks. If the key consumption rate is raised above that threshold, then the service level
will drop because there will not be enough keys to meet the demand for some additional
weeks. It is important to emphasise that the service level is inferred accounting for the size
of key buffers of all ground stations in the network. Table 3 reports the maximum number
of keys possible to consume weekly at the 99% SL for every ground station.

Intuitively, the weight assigned to the ground station and the key consumption are re-
lated. For instance, Glasgow and Manchester, which are assigned similar weights, can con-
sume keys at a comparable rate. However, a stronger observation valid for all ground sta-
tions is possible to infer. It can be shown that the 99% SL for a given ground station equals
its weight multiplied by the coefficient 21000 ± 75.
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4.5 Evidence of numerical stability
The scheduling problem is defined by the orbital parameters of the satellite, the locations
and weights of the ground stations, and the planning horizon. Among these settings, the
weights are arguably the most difficult to know precisely, due to their arbitrary nature. For
that reason, we study how the introduction of noise to the value of weights affects the final
results, in particular, the number of keys a ground station receives every week, and the key
consumption at the 99% SL.

Individual weights of nodes in the communications network were perturbed by intro-
ducing noise following the formula below.

ŵ′
i = ŵi · (1 + r · ñ).

Let ŵ′
i and ŵi be the updated and the initial weight for a ground station i, r is the pertur-

bation threshold, and ñ is a random variable following the standard normal distribution.
The perturbation threshold was set to 0.1. Subsequently, new weights were normalised,
so their sum equals one.

Figure 5 presents box-plots of the number of keys London received every week between
the years 2013 and 2019 depending on the weight assigned to the station.

The introduction of moderate noise in weights does not seem to affect significantly the
number of keys delivered to a ground station. Predictably, the median increases as the
weight rises, also the boxes and the whiskers move up.

Conceivably, the perturbation of weights influenced the number of keys which could be
consumed by a ground station at some desired service level. Table 4 presents the maximum

Figure 5 Descriptive statistics of the number of keys sent to a ground station after its weight was perturbed.
The figure illustrates the number of keys transferred to London every week between the years 2013 and 2019.
Box plots correspond to independent runs of the SatQKD optimisation over six years with the rolling horizon
of one year. In every run, the weight of the ground station was randomly changed by a small amount. The
plot was drawn according to the following conventions. A box represents the area between the first and the
third quantile. The horizontal line splitting the box denotes the median. Whiskers extend to the last datum
below or above 1.5 times the distance between the first and the third quantile
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Table 4 Weight of the ground station and its impact on the service level. Columns of the table
display the weight assigned to the London ground station followed by the maximum number of keys
possible to consume at the 99% SL. The box-plots presenting descriptive statistics of the number of
keys delivered weekly to the ground station for every weight’s setting are displayed in Figure 5

Weight London 99% SL

1 0.352 7364
2 0.360 7531
3 0.371 7760
4 0.377 7919
5 0.382 7984
6 0.392 8259
7 0.400 8385
8 0.412 8615
9 0.421 8943
10 0.424 9048

number of keys consumed weekly at 99% SL guarantee in London depending on the weight
assigned.

The numbers of keys consumed after the perturbation of weights do not differ signif-
icantly from results obtained using the initial weights. Predictably, the key consumption
rate changes by a small amount following the weight. Overall, the weekly key consump-
tion remains in the interval of [7364, 9048] for the weights between 0.352 and 0.424. Recall,
the key consumption for London at 99% SL with the weight of 0.393 was 8327, which fits
approximately in the centre of the interval for the weekly key consumption.

5 Conclusions
We formulated for the first time a SatQKD as a mathematical program. We then modelled
a hypothetical but realistic network of optical ground stations and solved the scheduling
problem with a rolling horizon of one year for the period between the years 2013 and 2019
using the state-of-the-art commercial solver. Computational results give insights into the
number of keys which could be delivered to the network. The provided estimates on the
weekly key consumption rate attainable in different locations of the communications sys-
tem are intended to serve as a guideline on whether future investments in the development
of this technology could meet the operational demands of telecommunication providers.

For the interest of the community investigating the optical ground stations selection
problem and the optical downlink scheduling, we modelled two additional assumptions,
which are relevant but not commonly used in the literature. Firstly, we model a variable
transmission rate of the optical link which changes with the elevation angle between the
satellite and the ground station. Secondly, we disallow communication when the space-
craft is in sunlit. Furthermore, we believe the key concepts applied in our formulation
which allocate a downlink time proportionally to the importance of a given node in the
communications system, can be translated to optical downlink scheduling for indepen-
dent clients with different priorities.

The short computation times are due to the strong linear programming relaxation of
the model with time discretisation that we have applied. As a result, reaching the opti-
mality gap below 2% requires no branching for the problem instances used in this study.
The exploration of the branch-and-bound tree was necessary to achieve the optimality gap
of 1%. The observed computation time follows results reported by researchers who con-
sider downlink scheduling using models with time discretisation [33, 42, 43]. Since these
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problems are effectively solvable to optimality, we suspect the community will eventually
deprecate applications of heuristic, metaheuristic and evolutionary algorithms which do
not provide information about the optimality gap and are inherently prone to premature
convergence.

Our future work is focused on moving from historical weather observations to medium
term weather forecasts. This step requires changes in the problem formulation to incor-
porate the uncertainty of cloud cover predictions and the development of an optimisation
approach to solve the new problem definition in a reasonable computational time. Another
research direction could explore the benefits of considering a constellation of satellites.

Appendix A: Modelling
A.1 Estimation of the transmission rate
Quantum computers will render existing public-key encryption methods based on RSA
and Elliptic Curve protocols vulnerable to attack within the foreseeable future. Symmetric
key encryption methods such as the Advanced Encryption Standard (AES) are thought
still to be “quantum-safe” with minor modifications. Even with the use of quantum attack
strategies such as Grover’s Algorithm [60], a doubling of key size from 128 bits to 256 bits
should provide adequate security margin. Hence, we consider distributing 256-bit keys
to encrypt network transmissions for sensitive traffic. Where high levels of security are
required, a full one-time-pad protocol can be employed where the key size is at least as
large as the entire message to be securely transmitted. Henceforth, we specify a key as 256
bits of shared private randomness.

Now we are going to model the atmospheric channel and the resulting key rate. In gen-
eral, a quantum communication protocol employs a public channel to transmit between
two trusted parties, usually called Alice and Bob, and a classical authenticated channel (e.g.
radio frequencies) for the post-processing. This work considers the polarisation encoded
BB84 protocol with decoy state [61, 62]. In this protocol, random bits are encoded in the
polarisation direction of weak coherent optical pulses due to their technological readi-
ness compared with true single-photon sources [63, 64]. The decoy state method allows
Alice and Bob to catch eavesdropping on the coherent pulse’s Poissonian photon number
statistics, in particular, the so-called photon number splitting attack [65], by precisely es-
timating the gain, Qn, and the error rate, en of different photon number components. The
gain of the n-photons state is defined as the ratio between the number of events detected
by Bob and the number of n-photons state emitted by Alice. Precise gain estimation for all
the photon number components can be achieved if Alice sends an additional set of states
called decoy states with different amplitudes from the signals one. Such a set is used to
monitor the channel and to detect eavesdropping activities while the signal state is used
to generate the key. It is important to note that the signal and decoy are chosen at random
by Alice, so an attacker does not have the information on the current states of the signal
and decoy. Decoy state-based protocols allow for improved performance when compared
to the standard BB84 over high loss channels, and therefore they are suitable for space-
based QKD. In what follows, we neglect the finite key-size effects and assume that enough
raw key can be buffered to allow for efficient privacy amplification. The Gottesman-Lo-
Lütkenhaus-Preskill can be used [66] to derive a lower bound on the key generation rate.
Furthermore, we ignore the classical communication required for post-processing as it is
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not the material to optimisation. The expression for the rate of secret key for the BB84
protocol with decoy state is given by [61, 62]:

K > Rq
(
Q1

(
1 – H2(e1)

)
– QμfH2(e1)

)
, (3)

where q is a parameter that accounts for the choice of the BB84 basis, R is the repetition
rate, f is a factor related to the error correction efficiency and H2 is the binary entropy.
Furthermore, Q1 and e1 can be bounded using experimentally measured quantities, such
as the gain and error rate of the signal and decoy states (Qμ, Qν and Eμ, Eν ):

Q1 >
μ2e–μ

ν(μ – ν)

(
Qνeν – Qμeμ ν2

μ2 –
μ2 – ν2

μ2 Y0

)
(4)

and

e1 <
μ(EνQνeν – e0Y0)e–μ

Q1ν
. (5)

Once the repetition rate and the signal and decoy state intensities are fixed, the key rate can
be regarded as a function of the total channel loss, and the background counts Y0, both of
them contribute to the decrease of the overall communication rate. The former decreases
the detection probabilities of the signal and the decoy state, while the latter increases the
error rate. In what follows, we review the primary source of losses and background counts
in a SatQKD scenario.

Contrary to the fibre case, in the satellite-based communication scenario, the leading
source of loss is diffraction [67]:

LG = –20 log
DR

DT + ωdivR
, (6)

where DT (DR) is the transmitter (receiver) aperture, ωdiv the beam divergence and R the
range between the transmitter and the receiver. The latter expression leads to a quadratic
decrease of the coherent state intensity with the distance travelled by the optical beam.
Atmospheric scattering and absorption can be expressed as [67]:

Lλ = Tλ csc θ , (7)

where Tλ is the transmissivity that depends on the wavelength of the signal, and θ is the
elevation angle. Fluctuations of the local atmospheric refractive index due to turbulence
also cause losses especially close to the horizon, but they are less significant compared to
the uplink scenario [68] and can be ignored in the initial approximation. For the simulation
parameters considered, the overall link losses range from ∼35 dB at the elevation of 15◦

and decrease to about ∼25 dB at the zenith, this is due to the fact that the length of the slant
path travelled by the beam in the atmosphere decreases with increasing elevation, and so
does the thickness of the atmospheric layer. Spurious counts are due to the dark counts
of the detectors and electronics and from stray light e.g. light pollution or scattered light
from the Moon. A typical value for dark counts is of the order of the tens per second while
counts due to stray light depend both on an elevation and a wavelength and can reach the
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Figure 6 Secret key rate as a function of the elevation angle. The simulation parameters are λ = 663 nm, a
signal intensity of 0.5 mean photons per pulse, a decoy state intensity of 0.1 mean photons per pulse. The
transmitter aperture is given by DT = 9 cm and DR = 60 cm respectively. The repetition rated is assumed to be
100 MHz. For simplicity of modelling, the asymptotic rate has been used

104 counts per second at a low elevation for the visible spectrum. Spurious counts can be
mitigated by temporal, spatial and spectral filtering, in what follows we assume 1 ns gating
window, a 1 mrad field of view, and a 1 nm spectral bandwidth; after filtering we assume
background rate of Y0 of 10–5 counts per pulse.

Overall, the transmission rate is measured in 256-bit keys. Data is transferred using
a laser with a wavelength of 633 nm (to reduce diffraction loss compared with longer
wavelengths) corresponding to absorption and scattering losses at the zenith of T633 =
1.6 dB [69], the signal and decoy state of 0.5 and 0.1 mean photon number per pulse re-
spectively, the vacuum state is also used as a decoy state in this context. The repetition
rate is set to 100 MHz, similar to that demonstrated on Micius. In a downlink scenario
the transmitter aperture is subject to stringent constraints, here we assume an aperture
of DT = 9 cm, a value compatible with a CubeSat platform, while the receiver aperture is
assumed to be DR = 60 cm corresponding to the aperture of the UK’s NERC laser ranging
facility of Herstmonceux in East Sussex. Moreover, we assume the elevation angle between
the satellite and the ground station needs to be above 15◦ for an optical connection to be
established. Figure 6 shows the assumed secret key rate as a function of the elevation angle
used in the simulation. Intuitively the rate vanishes for elevation angles smaller than 15◦.
The QBER at 15◦ is about 6% and it decreases to less than 4% at 40◦ above the horizon. The
rate increases with the elevation up to around 6 kbit/s, this is due to the reduced overall
losses in the channel as elevation increases.

A.2 Orbital configuration and ground station visibility
The initial orbital parameters are reported in Sect. 4.2. Besides the right ascension of the
ascending node and the argument of the latitude, the orbital parameters remain constant.
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The right ascension of the ascending node at time t is computed according to Equation (8).

Ω(t) = Ω0 –
3
2

nJ2
R2⊕
p

cos i, (8)

Equation (9) defines the argument of the latitude at time t.

u(t) = u0 + ωt. (9)

Both equations were derived in [70] and their symbols are explained below:
Ω0 Initial right ascension of the ascending node, values between 90.5◦ and 115.5◦ were

evaluated in the design of an experiment to select the most efficient orbital configu-
ration, see Sect. 4.2 for more details.

n Mean motion of the satellite, n =
√

μ⊕/a3, where μ⊕ is the Earth’s gravitational pa-
rameter, μ⊕ = 3.986 · 1014 m3/s2.

J2 Second zonal harmonic of the Earth’s gravitational field, J2 = 1.0826 · 10–3.
R⊕ Earth’s radius, R⊕ = 6378.136 km.

p Semilatus rectum, p = a(1 – e2).
a Semi-major axis, a = 6945.033 km.
e Eccentricity, e = 0◦.
i Inclination, i = 97.658◦.

ω Circular orbit velocity of the satellite on its orbit, computed as ω = 2π/T , where T =
2π/n is the orbital period of the spacecraft.

u0 Initial argument of the latitude, u0 = 46◦.
The current position of the satellite in an Earth-centered inertial reference frame is then

obtained by converting from Keplerian elements to cartesian position r and velocity v, at
time steps of one second.

The visibility of the satellite from each ground station, at each time step, is then assessed
with the following method:

1. The Greenwhich Mean Sidereal Time (GMST), θGMST, is computed at each time
step t [70].

2. Using θGMST(t) and the longitude λ of the considered ground station, the Local
Sidereal Time (LST), θLST, is computed.

3. Using θLST and φ, the latitude of the considered ground station, the position rGS of
the ground station in the Earth-centered inertial reference frame can be computed.

4. From r and rGS it is possible to compute the relative position of the spacecraft from
the ground station as ρGS = r – rGS .

5. From ρGS it is possible to compute the elevation El of the spacecraft with respect to
the ground station.

6. If El > 15◦, then the spacecraft is assumed to be visible from the considered ground
station.

Steps 4 and 5 were computed using the SGP4 library [71].

A.3 Communication windows
A communication window for a given ground station is defined as the time interval which
occurs at night when the satellite is not in sunlit, and the elevation angle between the
station and the spacecraft is greater or equal to 15◦. Periods, when the satellite remains
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Figure 7 Total daily duration of communication windows with the satellite over time for London and Thurso.
Curves painted with the light blue colour are the time series obtained for other ground stations

in umbra, were computed using the conical shadow model [72]. Note, the definition does
not mention weather conditions which influence the actual data transfer rate. This subject
is explored in Sect. A.4.

Figure 7 illustrates the cumulative duration of communication windows aggregated per
day for each ground station between the years 2013 and 2019.

The latitude of a ground station determines the number of communication windows
with the satellite and their cumulative duration. Stations located at low latitudes, such as
Bristol, London and Birmingham, observe one communication window throughout the
year. It occurs around midnight. Ground stations at higher altitudes may register another
intermittent communication window which disappears in summer due to illumination of
the satellite. Consequently, those ground stations experience a longer cumulative duration
of communication windows in winter. On the other hand, they are also the most affected
by the increase in satellite illumination observed in summer. Overall, that phenomenon
causes a notable reduction in the span of communication windows across all locations.
For instance, Glasgow and Thurso, in particular, which are the ground stations with the
highest latitudes, completely lose the opportunity to communicate with the satellite for
some weeks during summer. The period when Glasgow remains disconnected from the
satellite lasts between the 7th of June and the 3rd of July. Thurso experiences the blackout
from the 22th of May until the 21st of July. The pattern of appearance and the duration of
the communication windows observed by a given ground station repeat every year.

Figures 8 and 9 display when communication windows occur and how they change over
time for the London ground station due to satellite illumination. The UTC time is pre-
sented on the Y-axis instead of the local time to avoid disruptions caused by daylight sav-
ing time shifts. Long-term changes in the night time are visualised in Fig. 8, whereas the
variable duration of communication windows is illustrated in Fig. 9, which presents the
same data but is zoomed in a particular region of the timeline.

Several phenomena governing the behaviour of communication windows could be in-
ferred from both figures. Communication windows commence at the same time every
night. The lack of the drift is a consequence of the precise setting of the orbit altitude.
The duration of communication windows varies over summer due to changes in satellite
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Figure 8 Impact of the satellite’s illumination on communication windows with a ground station throughout
time. The period between dusk and dawn is marked using grey colour. The blue pattern indicates when
communication windows occur and how long they last for the London ground station

Figure 9 Occurrence and duration of the communication windows observed for London between June and
October 2013. The pattern of communication windows registered for the given months repeats every year

illumination. The shortest communication window is observed during nights from the
17th until the 23rd of June and lasts 67 sec. On the other hand, the longest communication
window lasts 403 sec, and it remains stable for more than six months, between the 15th

of September and the 26th of March. Although the exact values are different, the overall
trend in communication windows’ behaviour presented here is observed for every ground
station. Due to setting the orbit inclination to eliminate the drift in RAAN accumulated
throughout a year because of Earth’s precession, the same pattern of communication win-
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dows repeats over time. To conclude, the seasonal changes in satellite illumination in-
crease the importance of selecting appropriate orbital parameters of the satellite to obtain
the desired timing and frequency of communication windows.

A.4 Weather model
To model the influence of weather conditions on the transfer rate, we were interested in
cloud cover recorded over the ground stations considered in the study between the years
2013 and 2019. Weather information as a bulk of historical observations was purchased
from OpenWeatherMap [73]. The company redistributes data collected from a network of
privately owned weather stations connected to the OpenWeatherMap platform. The data
set was normalised to a single stream of records for each city updated every hour. Cloud
cover was encoded as an integer value in the interval [0, 100]. The cloudless sky was rep-
resented as 0, whereas overcast corresponds to 100. Additional comments in the data set,
such as moderate rain or scatter clouds indicated more precisely the exact weather con-
ditions at any given moment. For our purpose, we consider measuring cloud cover as a
percentage value more convenient than using Oktas units, whose coarse-grained resolu-
tion follows a discrete scale ranging from 0 to 9. Meteorological offices [74] adopt the latter
approach.

Time series of cloud cover observed by ground stations during communication windows
between 2016 and 2019 are presented in Fig. 10. We limit the displayed period to the
second half of the six years time frame considered in the study. Otherwise, the plot may
be difficult to read because of swift changes in cloud cover.

Having analysed the figure, it is immediately apparent that the sky over the UK is seldom
transparent, and rapid changes which alternate between cloudless sky and overcast are
frequent. Intuitively, since all ground stations are located in the same country, the cloud
cover measurements are correlated.

Figure 11 illustrates Pearson’s correlation coefficient of the cloud cover measurements
between each pair of ground stations. Several phenomena are worth pointing out. Firstly,
ground stations located nearby, in particular, those based in South and East England
(London, Ipswich and Cambridge) exhibit strong correlation (above 0.5). Secondly, ev-
ery ground station besides Thurso has a neighbour with whom it is at least moderately
correlated (above 0.3). Finally, Thurso observes a distinctive pattern of cloud cover, which
is not replicated by any other ground station. It is conceivable, as the city is located in a
remote area and does not have a close neighbour.

A.4.1 Impact of cloud cover
The assumption that the sky must be completely unobstructed by clouds as a prerequisite
for a successful transmission seems to be overly restrictive for a space-to-ground commu-
nications system located in the UK. Therefore, we assume that the communication system
in our study continues being operational in the event of partial cloud cover. However, its
efficiency in terms of the transmission rate deteriorates as cloud cover increases. The fol-
lowing formula governs the relationship between cloud cover and the transmission rate.

Formally, let t(El) be the expected key transmission rate for the elevation angle El and the
clear sky. We assume that in the presence of some cloud cover γ ∈ [0, 100] Formula (10)
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Figure 10 Cloud cover observed by ground stations. Percentage cloud cover over every ground station
during communication windows recorded by meteorological stations between the years 2016 and 2019.
Hourly records in the data streams were resampled and averaged over 24 hours. The periods of discontinuity
for Glasgow and Thurso indicate when the ground stations do not have contact with the satellite

approximates the key transfer rate.

t′(El,γ ) =
100 – γ

100
· t(El). (10)

Therefore, the transmission rate decreases linearly as cloud cover increases. The same
formula for the loss of the transfer rate due to cloud cover was used by [32, 48] who studied
the problem of selecting the network of optical ground stations. In a similar vein, the decay
of solar irradiance can also be modelled as a linear function of cloud cover [75].

Figure 12 illustrates the maximum number of keys that is possible to deliver to a ground
station, taking into account the influence of cloud cover exerted on the transfer rate. As in
Fig. 10, we limit the time frame displayed to the last three years considered in the study to
improve the readability of the plot. It does not incur any loss of information because the
same pattern is observed also during the first three years.

Overall, there are no visually discernible differences between ground stations in the
number of keys that is possible to deliver. Increased satellite illumination observed from
April until September causes a significant reduction in communication capability. The
higher the latitude of the ground station, the more affected it is. For instance, grounds
stations above Belfast are disconnected for at least one month in summer. The system
achieves optimal performance between October and March. During that period, adverse
weather conditions cause intermittent fluctuations in the number of keys delivered.

Figure 13 displays the correlation matrix for information presented in Fig. 12.
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Figure 11 Cloud cover correlation between ground stations. Correlation matrix computed for the cloud
cover measurements between the years 2013 and 2019

Figure 12 Maximum number of keys possible to deliver to a ground station. The keys were exclusively sent
to a given ground station ignoring others. The quantity was computed daily and accounts for cloud cover

The correlation coefficient evaluated for every pair of ground stations assumes values
in the range [0.27, 0.77]. Consequently, every pair of ground stations is at least weakly
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Figure 13 Correlation of the maximum number of keys a ground station could receive daily. The matrix was
computed for the period between the years 2013 and 2019

correlated. Furthermore, if we consider only ground stations located in England, the cor-
relation will be moderate or strong (0.48 and above). Similar to Fig. 11, Thurso is the least
correlated ground station. To conclude, the periods of either favourable or adverse condi-
tions affecting the number of keys possible to deliver are observed for all ground stations
roughly at the same time.

Appendix B: Optimisation problem formulation
The section opens with the outline of the approach adopted to model the scheduling of
data transfers to ground stations. The definition of the notation and symbols, which are
used to describe a feasible schedule, follows next. Finding the best schedule according to
the number of keys possible to use is the objective of the optimisation problem, which is
described in the final part.

The main idea behind the problem formulation is splitting the planning horizon into
intervals which denote periods allocated for transferring data to a given ground station.
An interval assigned to the auxiliary station models the time spent on switching between
consecutive data transfers to regular ground stations. Since in practice the amount of data
transferred to a ground station in a long continuous interval will be the same if the inter-
val is partitioned into subintervals and replaced by them, we can assume the intervals of
regular ground stations do not overlap. On the other hand, elements in the set of intervals
that can potentially be allocated to the auxiliary station do overlap because it simplifies
the formulation as one interval can be used to model the switching period preceding a
data transfer. Without loss of generality, intervals may have a variable length duration.

Let us extend the notation and symbols introduced to define the traffic index in Sect. 3.
The syntax [i, j) indicates an interval starting at the time point i and ending before the
time j. Therefore, intervals are always considered opened on the right side. Intervals of
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zero length, such as [i, i), begin and end at the same time. The notation t ∈ [i, j) denotes
enumeration over the set of time points i, . . . , j – 1 contained within the interval.

Consider the following symbols.
In Set of time intervals available for an assignment to a ground station n ∈ N̄ .
xn

ij Binary decision variable indicating whether the interval [i, j) is assigned to the
ground station n.

kn(i, j) Function returning the number of keys that could be sent to the ground station
n during the interval [i, j).

s(t) Function returning the start of the switching period required to commence the
data transfer at the time t. For instance, if the interval [i, j) opens a sequence of
intervals tracking a data transfer to a ground station n ∈ N , then the interval
[s(i), i) must be scheduled as the switching period.

tmin, tmax Begin and end of the planning horizon.

B.1 Schedule instance
The following constraints define the set of valid schedules.

X =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∑

n∈N̄

∑

[i,j)∈In :i≤t<j

xn
ij ≤ 1 ∀t ∈ T : tmin ≤ t < tmax (11)

xn
jk ≤ xn

ij + x0
s(j)j ∀[i, j), [j, k) ∈ In,∀n ∈ N̄ (12)

x ∈ B
|N |

Variables xn
ij encode whether an interval [i, j) ∈ In is selected for the given station n ∈ N ,

hence they are binary. Constraint (11) ensures every time in the planning horizon at most
one interval is active. Constraint (12) asserts that the required switching period before
starting the next data transfer is respected. In particular, if data is sent to the ground station
n at the interval [j, k), then either the preceding interval [i, j) is also scheduled for the same
transmission, or the requested switch is executed for the entire duration of the interval
[s(j), j).

The families of constraints above do not include restrictions on the value of the eleva-
tion angle and the time of a day required for a successful data transfer to happen. Both
constraints are handled implicitly in the definition of the functions kn(·) ∀n ∈ N and by
considering only these intervals in which data transfer is possible. Therefore, periods dur-
ing which elevation angles for all ground stations are below the minimum threshold are
removed. The same holds for day time overlapping for all ground stations and the periods
when the satellite is illuminated. The scenarios in which a data transfer is possible to some,
but not all, ground stations are handled in the definition of functions kn(·) ∀n ∈ N . For ex-
ample, if at midnight in London the elevation angle is above the minimum allowed value,
but it remains below that threshold in Thurso, the function kThurso(t) will return zero be-
cause initial conditions for a successful data transfer are not satisfied. Furthermore, the
functions kn(·) account for cloud cover by lowering the number of keys accordingly.

For succinctness and convenience, the set of schedules which satisfy Constraints (11),
(12) is referred to as X.

B.2 Optimisation problem
The optimisation problem is formulated as a Mixed-Integer Program with a linear objec-
tive function, linear constraints and binary variables. The optimisation objective is finding
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a schedule which performs a distribution of keys that maximises the number of usable keys
in the communications system measured by the traffic index.

The optimisation model is formulated below.

max
∑

t∈T

λt

bn
t =

∑

[i,j)∈In :j≤t

kn(i, j)xn
ij + b ∀n ∈ N ,∀t ∈ T (13)

wnλt ≤ bn
t – b ∀n ∈ N ,∀t ∈ T (14)

x ∈ X (15)

x ∈ B
N̄ |In|, λ ∈ R

|T |
+ ∪ {0} (16)

Constraint (13) updates the size of the key buffer a ground station holds by the number
of keys delivered to the ground station until the time t. Constraint (14) bounds the product
of the traffic index λt and the weight assigned to the ground station n, which is the usable
number of keys the ground station holds, by the number of keys available in the ground
station’s buffer at the time t. Constraint (15) ensures only valid schedules are considered.
Finally, Constraint (16) declares types of variables used in the formulation.

The formulation has
∑

n∈N̄ |In| binary decision variables, |T | continuous decision vari-
ables and 2|N ||T | + 1 constraints, including Constraint (15), which is not a linear inequal-
ity. It can be decomposed into

∑
n∈N̄ |In| + |⋃n∈N In| linear inequalities. Solving the for-

mulation by naïve enumeration has the complexity of O(|N̄ ||⋃n∈N In|). It corresponds to
the selection of one out of N̄ conflicting ground station for each of |⋃n∈N In| time seg-
ments. Nonetheless, the linear programming relaxation of the model, which is solvable
in polynomial time, in conjunction with cuts automatically generated by the MIP solver,
consistently derived strong upper bounds at the root node of the branch-and-bound tree
for all of the problem instances considered. Overall, we evaluated 26 orbital configura-
tions and 10 variants with weights perturbations. For each setting, it involved solving six
scheduling problems, which yields 216 instances solved in total. Overall, the average and
the worst case gap at the root node were 1.00% and 1.84%, respectively. This result demon-
strates the strength of the formulation, and it is independent of the hardware used to solve
the model.

B.3 Implementation details
The model was implemented in C++ using Gurobi MIP solver [76]. Time intervals for
encoding a transfer to a regular ground station were 15 seconds long and aligned with the
UTC time, so four such intervals fully covered one minute. On the other hand, switching
between data transfers was modelled using continuous intervals whose duration exactly
matched the period required to complete the switch. Consequently, such intervals were of
variable length. Depending on the location within a communication window, their span
could vary from zero at the beginning of the window to at most 30 seconds as the distance
from the start of the window increased. For more implementation details, see the source
code repository [77] which contains all software developed for this study.
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