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Abstract 

Historically, the prediction ship resistance has received its fair share of attention by the 

scientific community. Yet, a robust scaling law still lacks, leaving testing facilities to rely on 

experience-based approaches and large datasets accumulated from years of operation. 

Academia’s concern regarding this has not led to an extrapolation procedure, capable of 

bearing scrutiny adequately. One way to circumvent what has become the bane of the study of 

ship resistance is to perform Reynolds averaged Navier-Stokes (RANS) simulations directly in 

full-scale. The rapid advent of such methods has meant that confidence levels in predictions 

achieved by RANS simulations are low. This paper explores and demonstrates scale effects on 

the constituent components of ship resistance by performing a geosim analysis using a 

Computational Fluid Dynamics approach. Emphasis is placed on challenging the assumptions 

imposed as part of the currently accepted ship resistance extrapolation procedure. Our results 

suggest that a high degree of uncertainty exists in the calculated full-scale resistance depending 

on the approach taken towards its evaluation. In particular, scale effects are demonstrated in 

wave resistance, while free surface effects are palpable in the frictional resistance. 
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1. Introduction

When designing a ship, its performance is usually assessed against a variety of parameters. One 

of these is the expected value of resistance that the ship will experience in deep, calm waters. 

Having a good estimate of this value is crucial because it determines many characteristics of 

the ship, such as the power delivered by the propulsion plant. In some cases, the naval architect 

may choose to seek alternative hull forms if the resistance falls within an unfavourably high 

range.  

In 2011, the International Maritime Organisation (IMO) introduced the first mandatory 

measure since the Kyoto Protocol (UNFCCC, 1998) to improve the energy efficiency of ships 

and accelerate innovation in the maritime sector (IMO, 2011). This regulation requires every 

ship that has been built after January 1st 2013 to be certified using the Energy Efficiency Design 

Index (EEDI). EEDI can be broadly thought of as a measure of the energy efficiency per tonne-

mile. As such, ship resistance is one of the primary parameters used in its calculation. Hou et 

al. (2019) discussed the two sources of uncertainty that arise when calculating the EEDI of a 
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ship: aleatory uncertainty, which exists objectively due to the operating environment, for 

example; and epistemic uncertainty, which relates to lack of knowledge. Here, we will examine 

the latter only. 

The source of epistemic uncertainty lies with the complexity of estimating ship resistance – a 

problem that remains unsolved despite the fact that scientists have been attempting to overcome 

it for several centuries. For instance, Gotman (2007) reported that both Newton and Euler had 

devised approximations based on different mathematical approaches. Even with the advent of 

Computational Fluid Dynamics (CFD) methods, we cannot guarantee that a calculated value 

for the resistance of a ship will match our experiments. Instead, the uncertainty is estimated 

and reported on, for knowledge of the exact value of the error would allow us to simply correct 

our results accordingly. For this reason, expensive experiments are routinely performed in 

towing tanks around the world.  

While one is free to geometrically scale down a ship to a convenient size, the physical 

properties of water do not change (Tropea et al., 2007). Therefore, the troubles of the naval 

architect do not end once the experiment has run its course. We may only keep the ratio of 

inertial and viscous forces (the Reynolds number – Re), or the ratio of gravitational and inertial 

forces (the Froude number – Fr) the same between model and ship (Lee et al., 2018). 

Extrapolation procedures have been devised to keep these ratios, the earliest by William Froude 

in the 1870s (Molland et al., 2017). Theoretically, these allow us to predict the resistance of 

the full-scale ship using a model experiment in any scale.  

The present study will attempt to establish a better understanding of the epistemic uncertainty 

involved in calculating full-scale ship resistance using a Reynolds Averaged Navier-Stokes 

(RANS) solver. To achieve the task at hand, experimental data for the well-known KCS hull 

form in three different scale factors were collected. At each scale factor, numerical simulations 

are performed in three different ways to predict the components of bare hull resistance. 

Specifically, the ship is scaled geometrically and simulated in both double body and multiphase 

conditions. Additionally, by modifying the value of dynamic viscosity only, the ship’s 

Reynolds number is changed to match its respective value at higher scale factors without a 

change in characteristic length. 

The novelty of this study is expressed in the unique approach adopted to predicting ship 

resistance. While a plethora of researchers have examined scale effects in the present context, 

to the best of our knowledge, none have performed this with a variety of methods incorporating 

all physical phenomena, simultaneously validating numerical predictions against experimental 

data. Specifically, the adopted methodology enables us to predict interactions between the 

linearly decomposed components of ship resistance and examine scale effects on each 

individually.  

Of particular interest is wave resistance, which is typically assumed scale invariant. Although 

the work of Raven et al. (2008) suggested otherwise, this assumption is still applied widely. In 

this context, the present paper will seek to confirm and further examine the presence of scale 

effects in wave resistance in an attempt to stimulate more research in this area. 

The remainder of this work, first, reviews the current practices and justifies the adopted 

research methodology in sections 2 and 3, respectively. Then, the numerical modelling is 

presented in section 5, before the resulting data is shown in section 6, accompanied by a 
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discussion on its significance. Finally, section 7 provides suggestions for future research and 

conclusions. 

2. Background 

The earliest procedure for ship extrapolation was devised by Froude (1874). It begins by 

assuming that ship resistance, in non-dimensional form, can be decomposed into frictional and 

residuary components. Central to the present argument is the latter being constant with scale, 

which is known not to be correct (Toki, 2008). On the other hand, the frictional components 

vary with Re, and can be estimated by the skin friction of a flat plate with an equivalent 

submerged surface.  

The second and more widely used approach was proposed by Hughes (1954), who suggested 

the form factor approach. Within this approach, the resistance is decomposed into viscous and 

wave-making components. The latter is hypothesised to remain constant, because, at any scale, 

the ship is expected to produce a geometrically similar wave pattern. On the other hand, viscous 

resistance is further split into frictional and viscous pressure components by use of the form 

factor. Again, the frictional resistance is equal to that of an equivalent flat plate. Several 

problems plague this method, the most important of which is perhaps that the form factor (1+k), 

used in accounting for 3D effects, is assumed invariant with scale. To estimate (1+k), a model 

is towed at a low speed, where the wave resistance is supposed to be negligible. Alternatively, 

the ITTC78 method introduces a factor to be determined via regression analysis to account for 

the wave resistance in the form factor calculation, shown in Eq. (1): 

𝐶𝑇 = (1 + 𝑘)𝐶𝐹 + 𝑐𝐹𝑟
𝑁         (1) 

Where c is a constant, chosen to fit as many CT measurements as possible, while N normally 

attains a value between 4 and 6 (van Mannen and van Oossanem, 1988). 

Although the here described procedures, summarised graphically in Figure 1, can provide a 

good estimate of the resistance prediction, they are just that – estimates. We expect differences 

to stem from a variety of sources. The obvious ones are associated with the assumptions 

mentioned above: in the first case, the residuary resistance, whereas in the second – the wave 

resistance, both assumed constant with scale. More fundamentally, there is no physical 

mechanism or law requiring that resistance should be decomposed in either of the two ways 

described.  

The problem becomes worse because, while a linear decomposition is assumed, it is well-

known that resistance is a nonlinear problem (van Mannen and van Oossanem, 1988). 

Furthermore, we fall within the category of processes in which linearly breaking up physical 

phenomena and treating each part separately cannot adequately describe reality. This is due to 

the inability of linear systems to account for interactions between the different components in 

a nonlinear system, yielding properties not exhibited by our linear system (Saaty and Bram, 

1964). An example of this problem is the interaction between frictional and wave resistance, 

as will be demonstrated later. 

Underpinning the field of engineering is dimensional analysis, defined by White (2010) as the 

practice of reducing the number and complexity of variables upon which a physical process 

depends. Consequently, dimensional analysis rests on our ability to define proper relationships 

between variables. Having established our inability to achieve this fully implies that we can 
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never predict exactly the full-scale resistance of a ship with precision, using model 

experiments. To tackle this, towing tank facilities rely on experience and large databases of 

model and full-scale data recorded during sea trials. 

 

Figure 1. Resistance extrapolation 

On the other hand, CFD methods, discussed later in this section, present the possibility of 

accounting for all properties of the fluid flow, unlike potential methods. Here, resistance is 

defined as the addition of tangential and normal components, which is a more physically sound 

approach. However, we should keep in mind the limitations we are currently facing, which 

include the statistical modelling of turbulence (Durbin and Pettersson Reif, 2011), discussed in 

Section 5.  

In his experiments, García-Gómez (2000) demonstrated changes in resistance as a result of 

scaling on several different hull forms. He also suggested an empirical correction to account 

for the difference in the model and full-scale ship form factors. It is important to note that 

according to García-Gómez, (2000), scale effects are due to Reynolds number-dependency 

only, and they stem from the friction line used. In this paper, we will make use of twelve 

different methods of estimating the frictional resistance coefficient. Additionally, a variety of 

methods, described in Molland et al., (2017), used to calculate the form factor, will be tested. 

The empirical correction of García-Gómez (2000) will also be applied and tested to establish 

its performance.  

Methods to calculate the frictional resistance coefficient can be classified into three categories. 

These include correlations, defining CF as a function of Re, such as that of White (2006),  as 

well as Prandtl-Schlichting and Schultz-Grunow, as reported in (Schlichting 1979). The second 

category consists of formulae, derived using integrated analytical two dimensional boundary 

layer equations expressing the local frictional resistance of a flat plate,  such as those of 

Schoenherr (1932), Hughes (1954), Grigson (1999), Katsui et al. (2005), and Lazauskas (2009). 

The third category is numerical lines, such as those of Eça and Hoekstra (2008), who developed 

three formulations by fitting curves to data obtained via a RANS solver - one based on the of 

Hughes (1954) line (in rational form); and two in polynomial form (one linear and one cubic). 
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In this study, we will use the cubic fit presented by Eça and Hoekstra (2008), as it showed the 

best agreement with experiments. In their study, Wang et al. (2015) also derived two numerical 

lines, both of which will be used in this study to compare the obtained results. 

While there is a plethora of competing friction lines, it is important to keep in mind that the 

vast majority do not take into account free-surface effects. The analytically derived ones use 

the integral value of two-dimensional boundary layer equations to express the friction 

coefficient. Even the numerical friction lines were established with the use of double body 

models. However, as pointed out by Stern (1985), the presence of a free surface causes a highly 

complex three-dimensional flow. Thus, not only do we expect differences due to the presence 

of a free surface in the frictional coefficient, but also, the wave resistance is modified as a result 

of the different nature of the boundary layer (Marquardt, 2009). To account for viscous effects, 

researchers have used the ‘effective’ ship hull, which is the ship geometry, plus the boundary 

layer thickness. The hypothesis, then, suggests that wave resistance can be calculated more 

accurately. Lazauskas (2009) showed that improvement can be achieved in the wave resistance 

evaluation by modifying Michell's (1898) integral to express this. Alternatively, Gotman 

(2002) separated the monotone part from the oscillatory part of the integral and incorporated 

viscous effects, achieving great improvement. Unfortunately, there are no established software 

packages capable of modelling an ‘effective’ ship hull, nor are there any using Gotman's (2002) 

solution. Therefore, we are restricted to the use of the more classical version of the 

abovementioned integral. 

So far, we have mentioned primarily analytical and experimental works. However, an approach 

of rapidly emerging popularity is the use of CFD. Some of the early works in which scale 

effects using a CFD approach have been examined include the work of Oh and Kang (1992). 

They modelled viscous flow over the stern of a ship by invoking the double body 

approximation. According to Gotman (2007), Foettinger first described the double body idea 

by replacing the free surface with a symmetry boundary in 1924. Since then, tests in wind 

tunnels using the underwater shape of a ship and its mirror image have been performed, for 

example by Patel and Sarda (1990). They studied the turbulence and boundary layer 

characteristics of the Wigley parabolic hull. The contribution of the abovementioned work is 

that it describes features of the 3D flow used for numerical turbulence modelling. 

Researchers were constrained for several years to modelling only a part of a ship hull.  Using 

the double body approach and placing the inlet amidships, Eca and Hoekstra (2001) predicted 

the scale effect on tanker by varying the Reynolds number. One of the problems highlighted in 

their study is the scarcity of experimental data for comparison. Although the problem is still  

unresolved today, Kim et al. (2001) performed a systematic series of experiments to alleviate 

this. Their motivation for performing the study was specifically to provide validation data for 

CFD codes. Later, Tahara et al. (2002) investigated the appropriate numerical setup applicable 

to full-scale ship hydrodynamic performance prediction. Their findings include that one of the 

key issues “for full scale ship flow simulation is to maintain the accuracy in the resolution of 

the flow within a viscous and turbulent boundary layer of decreasing thickness.”  

Turbulence modelling has been shown to be one of the main factors in modelling scale effects. 

Duvigneau et al. (2003) performed a study on hull form optimisation in both model and full-

scale. Their findings indicate the calculated parameters are highly dependent on the turbulence 

model chosen. Indeed, Visonneau (2005) reported the same finding within the European Full-
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scale Flow Research and Technology (EFFORT) project (Bugalski, 2007). He also pointed 

towards free-surface effects as a potential source of difficulties for RANS solvers in full scale. 

However, the main problem remains the lack of full-scale data for validation and verification. 

Later, Raven et al. (2008) examined the capabilities of an inviscid solver and a viscous solver 

to predict the full-scale performance of a ship. They found that the wave resistance coefficient 

is up to 20% higher in full-scale when compared to model-scale. However, the scaling of 

viscous resistance was computed via a double body model. Continuing the trend of using the 

double body method, Kouh et al. (2009) demonstrated the Reynolds number dependence of the 

form factor. Their study features several hull forms, including the KCS, which allowed them 

to draw comparisons between different shapes. 

Min and Kang (2010) questioned the basic assumptions of the extrapolation procedure 

recommended by the ITTC (2017). Their paper represents the end of the sequence of studies 

confirming that the form factor is Reynolds number-dependent. However, they went further: 

they suggest the form factor to be treated as a function of Froude number as well, and call on 

researchers to investigate this. Min and Kang (2010) also provided a correction formula to be 

used in the determination of the form factor, which will be employed to determine its efficacy 

in the present study. 

An interesting approach to resolving the scaling problem was presented by Guo et al. (2015), 

who used a non-geometrically similar approach, namely, a similar ship, whose flow 

characteristics at model-scale match the parent hull in full-scale is selected. Although this 

method would be very useful if refined, it has yet to be implemented elsewhere. 

As recently as 2016, researchers opted to use the double body method to study ship 

performance. For instance, Wang et al. (2016) chose this approach to study the effect of 

different draughts on the form factor. However, the main event of 2016 in this respect was the 

publication of the Lloyd’s register workshop on ship scale hydrodynamics (Ponkratov, 2016), 

in which the problems of CFD predictions in full-scale can be seen more easily. Although we 

will limit our attention to the bare-hull submissions, it is worth noting that only 3 participants 

achieved an acceptable level of accuracy (3% deviation). For the purposes of the workshop, 

sea trials were conducted post-docking of a general cargo ship between Istanbul and Varna. 

The results indicate that air resistance (cranes and superstructure) plays a much more important 

role in the total resistance (7% contribution) than trim (3% contribution). The Ponkratov (2016) 

report highlights the differences between numerical setups. For instance, Starke et al. (2017), 

who were one of the participants, showed that a level-set method for free surface capturing is 

not capable of modelling the overturning bow wave.  

The main obstacles to be overcome prior to the routine use of CFD in full-scale computations 

require further research as suggested by the literature. One of the issues frequently pointed out 

is the large number of cells. However, Tezdogan et al. (2015) demonstrated that it is possible 

to carry out simulations directly in full-scale. Alternatively, Haase et al. (2016) proposed to 

verify a numerical grid in model-scale (based on Froude similarity). Then, by altering the value 

of viscosity, the Reynolds number can be changed to match the corresponding full-scale ship. 

In this study, an attempt will be made to re-create this type of scaling and assess its performance 

for the KCS. 
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3. Methodology  

As mentioned in Section 1, the adopted methodology revolves around the capabilities of Star-

CCM+, a commercially available RANS solver. Making this choice allows us to exploit the 

versatility inherent in numerical simulations. In reality, we are limited to performing 

‘multiphase experiments’, unless we use the underwater shape of a ship and its mirror image 

in a wind tunnel. Both Section 2, and the wider literature suggest that such experiments are 

extremely rare, even in an academic context. However, numerically, not only is this a 

possibility, but it is an approach capable of substantially accelerating convergence 

characteristics of the numerical solution. 

In particular, some aspects of a simulation requiring attention are the decay of ship motions (in 

steady state cases) and the convergence of the wave field. In other words, the wave pattern 

must become invariant with respect to the ship. Invoking the double body assumption implies 

replacing the free surface with a symmetry plane as well as eliminating the rigid body motions 

of the ship. This is the main reason why the earlier works cited in Section 2 use the double 

body approach: insufficient computational power to fully simulate the flow field and ship 

motions. Naturally, deviating from the actual physics of the problem examined renders our 

predictions less reliable. 

Keeping in mind the inherent consequences present in performing simulations under the double 

body assumption, we should also mention why applying it in this study is beneficial. The 

resistance decomposition of a ship according to the ITTC (2017) is shown in Eq. (2): 

𝐶𝑇 = (1 + 𝑘)𝐶𝐹 + 𝐶𝑊        (2) 

Where (1+k) is the form factor, while 𝐶𝑇 , 𝐶𝐹, and 𝐶𝑊 are the total, frictional, and wave 

resistance coefficients, respectively. These constitute the measured force, non-dimensionalised 

by 0.5𝜌𝑆𝑉2, where 𝜌 (988.8kg/m3) is the fresh water density, S is the wetted surface area in 

m2, and V is the ship speed in m/s.  

Replacing the free surface with a non-deformable symmetry plane renders 𝐶𝑊 = 0, therefore  

Eq. (2) becomes 𝐶𝑇 = (1 + 𝑘)𝐶𝐹 = 𝐶𝑉𝑃 + 𝐶𝐹, where 𝐶𝑉𝑃 is the viscous pressure resistance 

coefficient. This matches the resistance definition in all RANS solvers. Namely, the total 

resistance is the sum of tangential and normal components. In multiphase simulations, RANS 

solvers compute the total as 𝐶𝑇 = 𝐶𝑃 + 𝐶𝐹, where 𝐶𝑃 is the pressure resistance. Clearly, all 

components are interrelated and calculating each presents its own challenges. Here, we can 

avoid relying on methods, whether potential (in the case of 𝐶𝑊) or otherwise (for (1+k) and 

𝐶𝐹), to predict their value by defining the wave resistance coefficient as shown in Eq. (3) and 

form factor in Eq. (4): 

𝐶𝑊 = 𝐶𝑇multiphase
− 𝐶𝑇double body

       (3) 

(1 + 𝑘) = 𝐶𝑇double body
𝐶𝐹double body

⁄        (4) 

The definitions of Eq. (3) and (4) are used in this study to predict scale effects on each 

component of ship resistance.  



8 

Additionally, seeking to confirm our assertion that sinkage and trim do not contribute much to 

the total resistance in deep waters, double body simulations are run in both level and translated 

conditions, the latter matching the multiphase orientation of the ship. To isolate Reynolds 

number effects on resistance coefficients and the form factor, throughout this study a single 

Froude number is used (Fr = 0.26, which corresponds to the service condition), chosen to match 

available experimental data. 

Finally, an explanation is owed to our assertion that a change fluid viscosity can be used to 

scale the ship without altering its dimensions. In the present study, the term ‘viscous scaling’ 

is used to describe the altering of the value of dynamic viscosity (μ) that changes the Reynolds 

number. This approach was adopted following Haase et al. (2016), where it was applied on a 

catamaran. The method relies on verifying the mesh in model-scale versus experiments and 

changing the viscosity value to match the full-scale Re. Here, we perform this in steps, which 

match the examined scale factors to more accurately gauge its performance. We will only apply 

it on the double body simulations after the orientation of the ship has been adjusted according 

to the running trim and the sinkage, calculated using the multiphase approach. Naturally, the 

most economical simulations are sought in terms of computational power and time. For this 

reason viscous scaling is applied to the hull form in the 75th scale. Therefore, the values for μ 

shown in Table 1 correspond to those needed to make the Re (75) match Re (52.676), Re (31.599) and 

Re (1), where the bracketed superscripts indicate the scale factor (Re (λ)). To account for the 

geometric scaling, all results are multiplied by λ3 (Haase et al., 2016). To elaborate, the 

resistance values are multiplied by the ratio of scale factors, raised to the third power. 

Specifically, using λ=75→ λ=31.599 as an example, after modifying μ according to the value 

shown in Table 1 (μ(31.599) = 2.431×10-4 Pa-s) we would multiply each constituent component 

of the measured resistance by (75/31.599)3=13.371 at the end of the simulation. This procedure 

is applied analogously at each scale factor examined. 

4. Ship geometry and conditions 

There are many examples of research that attempt to resolve the ship scaling problem. Some 

significant contributions to the field were discussed in the previous sections. Here, we aim to 

elaborate on the selected case-studies. 

The best way to determine scaling effects is to test the same ship at different scales while 

measuring parameters of interest. By doing this, the scope is limited to a single hull form, and 

therefore, it would put into question the generalisations that we might be tempted to make about 

other hulls forms. Still, the literature on this subject suggests that incorporating multiple hull 

forms is not advantageous. For instance, García-Gómez (2000), Min and Kang, (2010), and 

Lee et al. (2018) showed scattering in results produced by different hull forms, even when 

considering non-dimensional quantities, such as the form factor. Although we are by no means 

insured against the same outcome, it is maintained that a more in-depth study is possible 

considering a single hull form.  

The only choices worth considering in detail in terms of hull forms are those created for 

numerical benchmark purposes. From the large number of experiments conducted on them in 

different scale factors, the most attractive proves to be the KCS, because resistance 

measurements (for Fr=0.26) have been performed in a scale factor (λ) of 75 by Shivachev et 

al. (2017), 52.667 by Simonsen et al., (2013) and 31.599 by Kim et al. (2001). Table 1 shows 

the principal dimensions and case-studies in each scale. Here, the value of dynamic viscosity 
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in the 75th scale is in bold to highlight it as the default value for the simulations. By contrast, 

viscous scaling has been performed in the places where other values are listed. 

 Table 1. KCS Principal characteristics and case-studies 

Quantity Symbol Value Unit 

Scale factor λ 1 31.599 52.667 75 - 

Length L 230 7.279 4.367 3.067 m 

Beam B 32.2 1.019 0.611 0.429 m 

Depth D 19 0.601 0.361 0.253 m 

Draught T 10.8 0.342 0.205 0.144 m 

Displacement ∇ 51990.120 1.649 0.356 0.123 m3 

Block coefficient CB 0.6505 0.651 0.651 0.651 - 

Wetted area with rudder S 9539 9.553 3.439 1.696 m2 

Longitudinal rentre of gravity LCG 111.603 3.532 2.119 1.488 m 

Vertical centre of gravity VCG 7.28 0.230 0.138 0.097 m 

Metacentric height GMT 0.6 0.019 0.011 0.008 m 

Velocity V 12.350 2.196 1.702 1.426 m/s 

Froude number Fr 0.26 0.26 0.26 0.26 - 

Reynolds number Re 3.188×109 1.794×107 8.342×106 4.909×106 - 

Dynamic viscosity for scaling μ 1.368×10-6 2.431×10-4 5.229×10-4 8.887×10-4 Pa-s 

 

5. Numerical set-up  

In this section, the relevant details regarding the numerical setup are discussed. Prevalence is 

given to parameters likely to affect the computed results. Where possible, a discussion is 

included on the potential effect each decision could have on the outcomes of the study. 

5.1 Physics modelling  

The RANS solver used, Siemens’ Star-CCM+, version 13.4.011, employs a Finite Volume 

Method (FVM) to discretise the integral form of the Navier-Stokes equations. Continuity and 

momentum are linked via a predictor-corrector scheme. 

As alluded to in Section 2, turbulence modelling is suspected to play a crucial part in scale 

effects. For the purposes of the present study, the realisable κ-ε turbulence model with the all 

y+ wall treatment is used. There are several advantages of selecting this two-equation turbulent 

kinetic energy-dissipation model. Primarily, our interests lie in accuracy and economy. The 

findings of Larsson et al. (2014) indicate that there is no discernable change in resistance 

predictions with more complex models. On the other hand, Salim and Cheah (2009) performed 

systematic RANS simulations using ANSYS on the frictional resistance of a flat plate and 

compared their results with a variety of turbulence models. The κ-ε model was shown to deliver 

better predictions than the κ-ω model, provided that the viscous sublayer is resolved. In other 

words, the y+ value should be lower than 1. Indeed, the accuracy of the result depends strongly 

on our ability to maintain y+<1.  

Eça et al. (2015) showed that values of y+ within the buffer zone may lead to an error in the 

region of 10% when calculating the frictional resistance. For grids featuring cells within the 

viscous sublayer (y+<1), a single difficulty is reported by both Eça et al. (2015) and the ITTC 
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(2011): large number of high-aspect-ratio cells, which make convergence problematic. In other 

words, resistance predictions are vastly superior in terms of accuracy when y+<1 is maintained 

over the wetted area of the ship, as long as convergence is not compromised. Stern et al. (2013) 

reported that a challenge for full-scale computations would be the number of near-wall cells. 

Indeed,  Piomelli and Balaras (2002) predicted that wall-normal cell numbers would have to 

vary with Re0.4 only within the outer boundary layer. Thus, the y+ value is allowed to exceed 

unity in full-scale due to the prohibitively large cell number needed otherwise. 

The κ-ε turbulence model, widely used for full-scale flows (Schweighofer, 2004; Tezdogan et 

al., 2016a), is also advantageous due to its relative computational economy. Quérard et al. 

(2008) found that a reduction of up to 25% in computational time is possible compared to more 

sophisticated models. Furthermore, the simulations of Simonsen et al. (2013) were performed 

using the κ-ω model in Star-CCM+ and CFDSHIP-IOWA, which will allow comparison of 

turbulence models. 

In the case of multiphase simulations, the Volume of Fluid (VOF) method, introduced by Hirt 

and Nichols (1981), is used to model the free surface, and the movement of the water. This is 

done via the flat wave concept. The VOF method describes the two phases by assigning a scalar 

value of 0 to air and 1 to water. The interface between the two, i.e. cells containing equal parts 

of air and water attain a value of 0.5. Therefore, the inlet and outlet boundaries have a field 

function associated with them. At the inlet, the velocity and direction of the flat wave is 

specified, whereas the outlet is set to maintain the hydrostatic pressure. The VOF model 

depends on both fluids accounting for large parts of the domain, while maintaining a relatively 

small contact area. For the double-body simulations, the movement of water cannot be 

modelled in such a way. Instead, the velocity is defined at the inlet boundary, whereas at the 

outlet, a pressure of 0 Pa is preserved.  

The segregated flow model is used to solve the equations of state in an uncoupled manner. In 

all simulations, the convective terms are solved via a second order scheme, while the overall 

solution is obtained using a SIMPLE algorithm. The dynamic trim and sinkage of the ship is 

captured using a Dynamic Fluid-Body Interaction (DFBI) model, where only heave and pitch 

modes of motion are allowed. 

5.2 Time step selection 

The Courant-Friedreichs-Lewy (CFL) number is sometimes used as a condition to assess the 

convergence of simulated flows. It expresses the idea that if a flow is moving across a discrete 

special grid, we must choose a suitable time step 𝛥𝑡 and spacing 𝛥x to guarantee that the 

properties of the fluid (velocity, pressure) are solved for at each grid point. In such a case, 

CFL≤1. The ITTC (2011) recommends the use of 𝛥𝑡=0.005~0.01L/V, where L and V are the 

ship’s length and speed, respectively. Tezdogan et al. (2016) and Terziev et al. (2018) 

demonstrated that the use of 𝛥𝑡=0.0035L/V showed little error due to the discretisation of the 

temporal term in the Navier-Stokes equation, which was set as first order, and is therefore 

chosen for the present study as well.  

5.3 Mesh generation 

Mesh generation was performed using the automatic facilities of Star-CCM+, which allows the 

user to make use of several operations. The trimmed cell mesher is used to fabricate 

predominantly hexahedral cells. The alternative, using tetrahedral cells, has been shown to 
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deliver unreliable results by Jones and Clarke (2010). The near-wall cells were generated using 

the prism layer mesher, which is used to fabricate orthogonal cells near the hull surface. Star-

CCM+ automatically places these cells using a geometric progression to determine their 

dimensions. The prism layer thickness is set to equal the approximate value of the turbulent 

boundary layer thickness, derived by the 1/7 power law, found in White (2006). 

 

Figure 2. Domain boundary conditions and dimensions for the typical multiphase simulations 

 

Figure 3. 3-D view of the generated mesh. Depicted: Full-scale 

 

5.4 Computational domain and boundaries 

According to Date and Turnock (1999), the boundary conditions of a CFD simulation play a 

critical role in both the accuracy and convergence of the solution. Their position as relative to 
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the ship is equally important because, in rare cases, wave reflections may occur and that would 

invalidate the solution. To insure against this, the computational domain is constructed 

following the recommendations of the ITTC (2011). The resulting dimensions and boundary 

conditions are shown in Figure 2. A numerical beach model, the VOF damping length, is also 

applied to the outlet boundary equal to approximately 1.24L in each scale. 

Only half of the ship is simulated, thus, a symmetry plane is applied to all case-studies to 

alleviate the computational load and allow a larger number of cells to be used. The side 

boundary is set as symmetry because it does not allow changes in velocity or pressure across it 

to occur, i.e. it approximates /an infinitely wide deep sea. In any case, it is reasonable not to 

expect the Kelvin wake to reach the side boundary. The computational domain, shown in 

Figure 3, is scaled with the ship linearly to minimise numerical scale effects. The resulting 

three dimensional grid properties are shown in Table 2. Here, the cell count for the translated 

double body simulation in λ=75 have been highlighted to indicate their use in the viscous 

scaling procedure.  

Table 2. Number of cells in each scale  

Scale  1 31.599 52.667 75 

Number of 

cells 

Multiphase 20,554,263 12,343,685 5,832,169 3,338,447 

Double body: level 5,166,585 3,750,965 2,703,735 1,615,244 

Double body: translated 5,532,073 3,491,712 2,739,160 1,632,931 

 

5.5 . Time-history of the numerical solution 

Calm water ship resistance is a steady state-problem. In other words, the solution is not affected 

regardless of how long the computation is performed for. However, in CFD, the ship 

experiences a well-known shock at the beginning of the simulation (Mucha, 2017). This can 

be mitigated by hydrostatic balancing (also referred to as ‘equilibrium’), but is not implemented 

here to avoid contaminating the solution with deficiencies of numerical algorithms. According 

to Siemens (2018), the equilibrium option is a purely mathematical procedure that has no basis 

on physical rigid body motion. The alternative offered by the RANS solver consists of ‘free 

motion’, where the body is translated and rotated as a result of the forces acting on it at each 

time step, and is implemented here.  

To reduce the shock effect, in this work, the ship is constrained in all directions for the first 5 

seconds of the simulations. In Figure 4, the time-history is illustrated for the three components 

of resistance for λ=31.599. A ramp time of 10 seconds is also adopted, which gradually applies 

the forces on the hull to help reduce oscillatory motions. The combined effect of these two 

settings can be seen in Figure 4. 

Transient effects in CFD have a potential to invalidate the results, which is why, as explained 

in Section 5.4, the domain boundaries must also be placed suitably. Figure 4 also demonstrates 

that the placement of the boundaries in the computational domain was successful, as well as 

the adequate decay of transient solution characteristics.  
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Figure 4. Example time-history of resistance and sinkage for case λ=31.599 

To evaluate the iterative errors, the procedure of Roy and Blottner (2006) was used on the total 

resistance coefficients in multiphase and double body regimes. The analysis showed an 

absolute error of approximately 5.504×10-4 % and 2.112×10-6 % for multiphase and double 

body CT values, respectively, which was representative of other cases as well.  These are used 

to justify the use of the numerical verification procedure, which assumes that iterative errors 

must be at least two orders of magnitude smaller than discretisation errors. In any case, all final 

values reported in this work are averaged over the last 25 seconds to ensure the final value is 

affected as little as possible by the iterative error. 

Convergence properties can also be judged based on residuals. The residual of a numerical 

scheme can be broadly thought of as the (usually scaled) difference between the iteratively 

approximated solution and the perfect conservation of mass and momentum (ITTC, 2014). 

Typically, these are required to reduce by several orders of magnitude for the simulation result 

to be accepted. However, this is strictly dependent on how close the initial state of the 

simulation is to satisfying perfectly the discretised form of the governing equations (Siemens, 

2018). This true is because if the initial state of the simulation is very close to satisfying the 

laws of conservation perfectly, the residuals will not reduce at all (Siemens, 2018). In other 

words, residual time-histories should not be used on their own to assess for convergence, 

although they are a powerful tool in any numerical analysis problem. Furthermore, the observed 

reduction in residual values is highly case-specific: a large reduction can still lead to a high 

validation error. 
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In the present study, the double body residuals were found to reduce quickly by about five 

orders of magnitude (to 10-5 ~ 10-6) within approximately the first 4000 iterations (the ITTC's 

(2011) recommendation is a reduction of three orders of magnitude). This is a highly attractive 

feature of this type of set-up. It is also the reason why ship CFD simulations were performed 

in double body mode in the early days of the field, as discussed in Section 2. In the case of 

multiphase simulations, all residuals decreased by two orders of magnitude within the first 

8000 iterations (considerably later than in the double body case). Reducing the magnitude of 

residuals further proved difficult. A representative case for the residual behaviour in both 

multiphase and double body modes is shown in Figure 5 (λ=31.599). 

 

Figure 5. Residual time-history. Depicted: λ=31.599 

In all cases, following the end of the transient oscillatory motion, residuals did not exhibit signs 

of reducing further. This is because the flow had fully developed at this stage. This is not 

problematic per se, because ship CFD – especially towed, calm water predictions – are not 

characterised by large ship motions or deformations of the free surface. Thus, while it is 

desirable to achieve a magnitude of the residuals that is as low as possible, a small reduction 

does not imply a ‘bad’ solution by itself.  

According to ITTC (2014), even if the recommended three order of magnitude residual 

reduction cannot be achieved, integral values can be used to assess convergence of the solution, 
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in particular, forces and moments acting on the hull (this is primarily in view of the complexity 

associated with the numerical simulation of ship flows). This was done earlier in this section 

in the case of iterative errors in resistance for λ=31.599. The following section presents the 

numerical verification study, which expands on the expected uncertainties due to spatial and 

temporal discretisation. 

5.6 Verification study 

It is inevitable to induce errors when temporally or spatially discretising the Navier-Stokes 

equations. Since we cannot model continuously the governing equations, we assume that errors 

decay rapidly as we decrease Δt and Δx. In other words, the continuous equations should match 

our discretised versions as Δt, Δx→0.  

The current method of estimating uncertainty in CFD simulations is based on expanding the 

error as a power series with integer powers of Δt or Δx (Xing and Stern, 2010), introduced by 

Richardson (1911). We begin by defining the four types of conditions which govern whether a 

solution is convergent or divergent as Δt and Δx are refined: 

1. Monotonic convergence: 0 < Rk < 1 

2. Oscillatory convergence: Rk < 0; |Rk| < 1 

3. Monotonic divergence: Rk  > 1 

4. Oscillatory divergence: Rk < 0; |Rk| > 1 

For conditions 3 and 4, neither error nor uncertainty can be estimated. Here, Rk is the 

convergence ratio, defined in Eq. (5): 

𝑅𝑘 = 𝜀𝜅21 𝜀𝜅32⁄           (5) 

where εk21 is the difference between the medium (φk1) and fine (φk2) solutions, while εk32 is the 

difference between the coarse (φk3) and medium (φk2) solutions. These (φk2,3) are obtained by 

systematically coarsening (by using the refinement ratio rk = √2, recommended by the ITTC, 

(2008)) the kth input parameter (Stern et al., 2006). In other words, the base size is multiplied 

by √2 while maintaining the smallest time step. The resulting cell counts are 1,674,346 and    

880,876 for the medium and coarse mesh study for λ=75, respectively. The same procedure is 

applied to the time step, which is lessened by the same factor on the finest grid to isolate errors 

due to changes in temporal discretisation.  

Table 3. Grid convergence for trim and total resistance coefficient 

 

Trim at CoG (with monotonic 

convergence) 

𝐶𝑇 (with monotonic 

convergence) 

 r  √2 √2 

 φ1  0.1642 4.2908×10-3 

 φ2 0.1653 4.2794×10-3 

 φ3 0.1693 4.2454×10-3  

 R 0.2963 0.3600    

 p 3.5102 2.9480 

 𝛷𝑒𝑥𝑡
21  0.1637 4.2972×10-3 

 𝑒𝑎
21 (%) 0.6914 0.2673 
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 𝑒𝑒𝑥𝑡
21  (%) 0.3010 0.1486 

𝐺𝐶𝐼𝑓𝑖𝑛𝑒
21  (%) 0.3638 0.1879 

 

Table 4. Time step convergence for trim and total resistance coefficient 

 

Trim at CoG (with monotonic 

convergence) 

𝐶𝑇 (with monotonic 

convergence) 

 r  √2  √2  

 φ1  0.1642 4.2908×10-3 

 φ2 0.1612 4.3002×10-3 

 φ3 0.1566 4.3315×10-3 

 R 0.6716 0.2983 

 p 1.1483 3.4904 

 𝜑𝑒𝑥𝑡
21  0.1703 4.2868×10-3 

 𝑒𝑎
21 (%) 1.8436 0.2180 

 𝑒𝑒𝑥𝑡
21  (%) 3.6346 0.0927 

𝐺𝐶𝐼𝑓𝑖𝑛𝑒
21  (%) 4.7147 0.1158 

 

Since we maintain rk  constant, the order-of-accuracy (pk) takes the form of: 

𝑝𝑘 = ln(𝜀𝑘32 𝜀𝑘21⁄ ) ln (𝑟𝑘)⁄          (6) 

Thus, we arrive at the extrapolated value (𝜑𝑒𝑥𝑡
21 ), according to Celik et al. (2008): 

𝜑𝑒𝑥𝑡
21 = (𝑟𝑘

𝑝 × 𝜑1 − 𝜑2)/(𝑟𝑘
𝑝 − 1)        (7) 

Next, the approximate relative error, defined in Eq. (8), and extrapolated relative error, defined 

in Eq. (5), can be estimated. 

𝑒𝑎
21 = |(𝜑1 − 𝜑2)/𝜑1|          (8) 

𝑒𝑒𝑥𝑡
21 = |(𝜑𝑒𝑥𝑡

12 − 𝜑1)/𝜑𝑒𝑥𝑡
12  |         (9) 

Finally, the grid convergence index (GCI) can be calculated, shown in Eq. (10). This marks the 

end of our error estimation, mentioned in the introduction.  

𝐺𝐶𝐼𝑓𝑖𝑛𝑒
21 = 1.25𝑒𝑎

21 (𝑟𝑘
𝑝 − 1⁄ )                  (10) 

Table 3 and Table 4 collectively show the numerical uncertainty is bound within acceptable 

limits. The adopted numerical set-up is more sensitive to changes due to the time step than due 

to cell number variations in the case of trim. The results suggest the opposite is true for the 

computed total resistance coefficients. The suspected cause for this is the turbulence model: 

even in the coarse mesh condition, we do not deviate from the y+≲1 condition, where the κ-ε 

turbulence model is known to perform well. It is not difficult to see that the y+ condition has 

been maintained because the number of wall-normal cells, as well as the thickness of the prism 

layer are independent of the base size, although the cell aspect ratio changes dramatically as 

the mesh is coarsened. On the other hand, trim is tied to the dynamic behaviour of the ship, 

where the lessening of Δt has greater potential for impact. This, coupled with the uncertainty 
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described previously regarding the effect turbulence modelling has on sinkage and trim is 

thought to be the root cause of the elevated 𝐺𝐶𝐼 indices for trim. 

6. Results and discussion 

In this section, the obtained results are presented and compared against experimental values 

where possible. At the onset of this study, the parameters of interest were defined as the total 

resistance and its constituent components. Although prevalence will be given to these, running 

trim and sinkage are also considered. 

6.1 Error evaluation 

As alluded to in Section 2, experimental data were collected for three different scale factors. 

For λ=75, Shivachev et al. (2017) performed both tests, and CFD computations on the KCS 

without appendages. Simonsen et al. (2013) modelled the rudder, but not the propeller of the 

KCS in λ=52.667. Kim et al. (2001) performed experiments on the KCS without the rudder or 

propeller, and did not allow the ship to trim or sink. While the aim is to present results that are 

as realistic as possible, we cannot satisfy all three experimental set-ups. The decision made for 

the course of this paper is that the ship should be modelled with the rudder, since it has the 

potential to modify substantially the flow field near the stern. On the other hand, the propeller 

was omitted so as to avoid deviating too much from the experiments, the majority of which 

omitted the propeller. Finally, as explained in the previous section, the DFBI method is used 

to model sinkage and trim. 

Table 5 shows the numerical and experimental total resistance coefficients. The error in 

λ=31.599 is based on the results of Kim et al. (2001). In all model scales, the error is bounded 

within the acceptable limit referred to in Section 2 (3% deviation). An easily observed trend is 

that CT values are always over predicted, albeit slightly, by the adopted numerical set-up. 

In the cases of sinkage and trim, the numerical calculations show a greater scatter. In λ=75, the 

trim was predicted within 1.3% of the experimental value (Table 6), which the present CFD 

set-up suggests remain largely unchanged as the ship is scaled. However, the experimental 

results show a greater trim in λ=52.667. The opposite seems to be suggested by the limited 

sample points for sinkage, which has been non-dimensionalised by ship length, shown in Table 

7. Here, our results predict a reduction in sinkage with scale. Despite the aforementioned errors 

in trim and sinkage, our results suggest the principle of dimensional similarity holds to a greater 

degree than experiments do. 

The errors reported could stem from a variety of sources. In model-scale experiments, 

turbulence stimulators are mounted near the bow of the ship. Thus, the numerical and 

experimental flows around the hull in each scale would have exhibited different turbulence 

characteristics. Furthermore, some variability is expected in the approach to turbulence 

stimulators between testing facilities. While their effect cannot be accounted for in sinkage and 

trim, the induced parasitic drag is subtracted. As reported in Larsson et al. (2014), turbulence 

modelling has a pronounced effect on sinkage, and we could, therefore, speculate that it could 

also have a similar effect on the trim. Factoring in the small uncertainty reported in each 

experimental study, it can be said that the resistance values have been predicted very well. 

Although we established an acceptable level of error in all model-scale case-studies examined, 

it would be wrong to generalise this to full-scale. Indeed, without full-scale measurements one 
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should be weary of making such a claim. The choice of the adopting the KCS provided us with 

the possibility of verifying the numerical set-up at each model-scale λ. However, it also 

prohibits us from attempting to carry this forward to full-scale since no real, full-scale 

equivalent of the KCS exists. Therefore, the full-scale wave resistance coefficients and form 

factors for the highest Reynolds number should be considered as an estimation rather than a 

concrete prediction. Furthermore, it is not practical to achieve y+ ≲1 in full-scale due to the 

prohibitively large number of cells doing so would entail. Hence, the numerical set-up, where 

we can confidently claim that our results are accurate, strictly speaking, is not identical to the 

implemented full-scale set-up.  Keeping this in mind, we have sufficient grounds and indeed 

verifiable data samples in model-scale to justify every conclusion drawn in the following sub-

sections. 

Table 5. Numerical and experimental total resistance coefficients, Fr = 0.26 

Method or source 
Scale  

(λ) 

Re Software 

package 

Numerica

l 

Experimen

tal 

Error 

(%) 

 Shivachev et al. (2017), 

no appendages 
75 4.909×106 

Star-

CCM+ 

4.32×10-3 

4.41×10-3 

2.041 

4.3×10-3 2.494 

4.23×10-3 4.023 

The current CFD: 

multiphase 
4.291×10-

3 
2.703 

Simonsen et al. (2013) 
52.66

7 
8.342×106 

CFDSHIP

-IOWA 
4.07×10-3 

4.31×10-3 

5.568 

Star-

CCM+ 

4.42×10-3 -2.552 

The current CFD: 

multiphase 
4.232×10-

3 
1.818 

The current CFD: 

multiphase 

31.59

9 
1.794×107 3.51×10-3 3.557×10-3 1.312 

Tezdogan et al. (2015) 

1 3.188×109 

2.295×10-

3 
- - 

The current CFD: 

multiphase 
2.294×10-

3 
- - 

 

 

Table 6. Numerical and experimental trim, Fr = 0.26 

Method or source 
Scale 

(λ) 
Re 

Software 

package 

Numerical 

(deg) 

Experimen

tal (deg) 

Error 

(%) 

Shivachev et al. (2017), 

no appendages 
75 4.909×106 

Star-

CCM+ 

0.198 

0.162 

-22.222 

0.198 -22.222 

0.195 -20.370 

The current CFD: 

multiphase 
0.164 -1.330 

Simonsen et al. (2013) 

52.66

7 
8.342×106 

CFDSHIP

-IOWA 
0.178 

0.185 

3.940 

Simonsen et al. (2013) 

Star-

CCM+ 

0.18 2.860 

The current CFD: 

multiphase 
0.165 10.708 

The current CFD: 

multiphase 

31.59

9 
1.794×107 0.163 - - 

The current CFD: 

multiphase 
1 3.188×109 0.153 - - 
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Table 7. Numerical and experimental sinkage/length, Fr = 0.26 
Method or 

source 
Scale (λ) Re 

Software 

package 
Numerical Experimental 

Error 

(%) 

Shivachev et 

al. (2017), no 

appendages 
75 4.909×106 Star-CCM+ 

-1.957×10-3 

-2.283×10-3 

14.286 

-1.950×10-3 14.571 

-1.924×10-3 15.714 

The current 

CFD: 

multiphase 
-1.890×10-3 17.218 

Simonsen et 

al. (2013) 

52.667 8.342×106 

CFDSHIP-

IOWA 
-2×10-3 

-2.100×10-3 

4.762 

Simonsen et 

al. (2013) 

Star-CCM+ 

-2.706×10-3 -9.524 

The current 

CFD: 

multiphase 
-1.897 ×10-3 -9.667 

The current 

CFD: 

multiphase 

31.599 1.794×107 -1.907×10-3 - - 

The current 

CFD: 

multiphase 

1 3.188×109 -1.902×10-3 - - 

 

6.2 Resistance decomposition  

 In this study, the form factor approach is adopted, because it contains one parameter more than 

the Froude’s approach on which scale effects can be examined: the form factor itself. As 

explained in section 3, by making use of the double body approach, there is no free surface 

(CW=0) which modifies the form factor equation to yield (1+k) = CT/CF. In this form, (1+k) can 

be calculated directly using CFD (under the double body assumption), whether scaled 

geometrically, or via a modification to the value of dynamic viscosity (μ). 

An initial estimate of the form factor during the early design stage can be as valuable as a 

precise calculation down the line. Therefore, three empirical relations to predict (1+k) have 

been adopted from Molland et al. (2017). Alongside these, the corrections of García-Gómez 

(2000) and Min and Kang (2010) are applied.  

6.2.1 Wave resistance 

While Reynolds number effects on the form factor are practically uncontested, scale effects on 

wave resistance are largely unexamined. Doctors et al. (2007) suggested a ‘wave resistance 

form factor’ (1+kw), but did not provide a recommendation regarding its value. Doctors (2007) 

and  Lazauskas (2009) defined this as |kw| < 1, and kw < 0: a fundamentally different concept 

from the ‘traditional’ form factor. Unfortunately, we do not have a sufficiently large dataset for 

the KCS to establish a value for kw using a regression procedure. Even if that were the case, 

many hull forms must be examined under the same criteria to achieve a meaningful estimation 

applicable in general. 
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Figure 6. Wave resistance coefficients.  

Figure 6 shows the predicted wave resistance coefficients for each scale according to the three 

different methods using CFD. Here, the Slender-body prediction, calculated using Bentley’s 

Maxsurf Resistance software, is represented by a flat line because it is invariant with a change 

in Reynolds number. This figure presents the first indication that it may not be possible to 

achieve a smoothly varying curve for which general predictions can be made when large 

changes are applied to the Re. While all methods agree the general direction of the curve in 

every examined scale, there are disagreements between them at every examined Re. It is worth 

mentioning that the first point of the viscous scaled values, i.e. λ=75, is the same as the 

translated double body value.  
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Figure 7. Wave cuts at y/L=0.1, 0.2, 0.3 for all examined scale factors. The ship is located at 

0 < x/L <1, whereas the flow is in the negative x direction. 

 

Figure 8. Relative locations of the wave cuts. Depicted: λ=75. 

The change in wave resistance coefficient implies a geometrically non-similar wave pattern 

between scale factors. Here, we will not examine these, as identifying differences is difficult 



22 

and subjective. Instead, to reveal differences, wave cuts are used, shown in Figure 7, at three 

different locations next to the ship. The relative positions of the wave cuts are shown in Figure 

8. In all λ>1 examined, the curves are sufficiently close to make them largely indistinguishable 

from each other. In full-scale, the differences become more pronounced. This is the suspected 

source of differences in wave resistance coefficient. It is interesting that changes are magnified 

as we move further away from the ship centreline, i.e. into the fully developed wake. In other 

words, changes to the wave field with scale require time to propagate some distance from the 

wave maker (the ship bow and stern) before differences become apparent. Therefore, the 

geometric scaling of the ship’s bulbous bow, whose primary function is to modify the wave 

field is responsible for the observed differences in the wake. Indeed, the laminar portion of the 

boundary layer at the bulbous bow is appreciably stronger in model scale than that at full scale, 

inevitably creating discrepancies (Hochkirch and Mallol, 2000). On the other hand, the stern, 

being the second main source of wave-making, together with the interaction from the bow wave 

cause the dominant features observed between -2.5 < x/L < 0 in Figure 7. In reality, such 

differences are likely to be incorporated within the correlation allowance, used in extrapolation 

procedures. 

Albeit small, errors in the predicted total resistance coefficient and their influence on the wave 

resistance should not be disregarded. Nevertheless, once decomposed, we expect these to be 

distributed, to some extent, among the constituent components of the total resistance. Thus, we 

could argue that the predicted error, spread over the frictional resistance, wave resistance, and 

form factor, is insignificant (in the 3D extrapolation case). Therefore, scale effects on wave 

resistance have been proven, conclusively rendering it a function of both the Reynolds number 

and Froude number.  

In reality, the boundary layer’s interaction with the wave field, and therefore wave resistance, 

is expected to resemble an iterative process, where the former modifies the latter and vice versa. 

Although this is largely ignored, several studies have documented such effects, for example 

Stern (1985). The effects of free surface flow effects on flat plates were examined in Longo et 

al. (1998), who reported changes in Reynolds stresses and mean velocity components. 

Marquardt (2009) stated that wave effects on the boundary layer are proportional to wave 

steepness and may influence the boundary layer up to half a wavelength (in the -z direction). 

Suh et al. (2011) also identified deformation of vortical structures as a consequence of the 

presence of a phase interphase.  

6.2.2 Frictional resistance 

To quantify free surface effects on the frictional component of resistance, Figure 9 contains all 

CFD simulations performed in the study as well as the friction lines used for extrapolation. 

Although not frequently used in the literature, (in full-scale) the Telfer (1927) line passes just 

below the CFD predictions, while the Grigson (1999) method slightly overpredicts the 

multiphase result. The method proposed by Gadd (1967), on the other hand, passes through the 

predicted frictional resistance coefficients. The ITTC’57 line also provides a good 

approximation, underpredicting the values slightly. 

The results of Figure 9 reveal that in the low Re range (high λ), free surface effects are much 

more pronounced than in full-scale. There are several reasons for this. Primarily, the boundary 

layer affected by the free surface grows much more slowly than the skin friction of a fully 

submerged body. The latter increases with the wetted area (λ2), while the former changes 
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approximately with the reciprocal of the 7th root of the Reynolds number. Clearly, the boundary 

layer length will be equal to the length along the waterline, whereas the vertical distance at 

which it is disturbed can be estimated by the wavelength of the Kelvin wake. Methods to 

calculate this vary in complexity and robustness. While we will not attempt such a computation 

in this study, a piece of future work could seek to establish a relationship expressing the exact 

volume of the disturbed boundary layer by the generated waves. Simultaneously, the 

contribution of air resistance to the total friction was calculated as less than 0.3% of in all cases 

using the multiphase simulations. 

Naturally, at low Froude numbers, the free surface is hardly disturbed (which also forms the 

basis for calculating the form factor), and double body approximations can provide good 

predictions (Landweber and Patel, 1979). Since the relative importance of free surface effects 

on the boundary layer decay rapidly with scale (similar to the displacement thickness), the 

aforementioned approximation can be used successfully at full-scale without significantly 

compromising the accuracy of the desired solution. That is, provided we are equipped with a 

tool capable of estimating the wave resistance separately with sufficient fidelity directly at full-

scale. 

 

 

Figure 9. Frictional resistance coefficients 

Mitchell’s integral is used for many theoretical predictions of wave resistance, and forms the 

basis for the slender body method used in Figure 6. Its accuracy in full scale, however, is not 

as well documental as in model scale. Gotman (2002) asserted that if the ship has a convex 



24 

transom, the wave resistance is over predicted. The opposite was suggested to be the case for 

concave transoms, while if the waterline is straight, or near straight, the values agree well with 

experiments in the range Fr < 0.29. Our results suggest that the above is only true in λ=31.599 

(the KCS transom is convex). Thus, while confidence in numerical tools is largely lacking, it 

should also be questionable to use a single wave resistance coefficient for all scales. 

It is a well-reported fact that the Schoenherr line matches almost exactly experimental values 

for the skin friction of plates (Bertram, 2012). The reason why we observe a deviation here 

between friction lines and CFD results was partially examined by Magionesi and Di Mascio 

(2016). They focused their attention on flows over ship bulbous bows, because, while a flat 

plate is characterised by a 0 pressure gradient (Peltier and Hambric, 2007), this is not the case 

for large parts of the ship’s wetted area. Bulbous bows in particular exhibit pressure gradients, 

the boundary layer is three dimensional, and they are subject to free surface effects, which 

cannot be ignored (Ciappi and Magionesi, 2005). Ishihara et al. (2015) stated that turbulent 

boundary layers not only influence the large scale wake behind a structure, but also the location 

of separation. In the case of a ship, the boundary layer at the bulbous bow, being different from 

that of a flat plate, causes changes to cascade astern, and likely into the wake itself. The 

influence of separation is also of some concern in model-scale, while in full-scale it is 

practically irrelevant for low Froude numbers. Indeed, Figure 7 can be consulted in this respect 

near x/L=0. Thus, differences in the flow around the ship between model and full-scale will be 

magnified as we increase the scale factor.  

One final point to consider here is the Froude number. Having used a single Fr (0.26) in all 

simulations allowed us to isolate the effects of Re. Froude number effects on wave resistance 

are well documented. What is lacking in particular is its effect on the form factor. To resolve 

this, a larger scale study is required, featuring both numerical and experimental geosim 

analyses from a single institution to eliminate variability across testing facilities. This is left as 

a piece of future work. 

6.2.3 Form factor 

It is now appropriate to introduce the calculated form factors, shown in Figure 10, against 

Reynolds number. Surprisingly, the (1+k) values do not exhibit a well-defined trend. Instead, 

some scatter is evident as the Reynolds number increases. A similar trend was discovered by 

Min and Kang, (2010), whose empirical correction depends solely on the Re. García-Gómez 

(2000) on the other hand, devised a formulae based on the scale factor. Both of these are shown 

in Figure 10 with the dashed, and dotted lines, respectively. What is most evident here is their 

change with scale factor or Reynolds number: both formulae predict an increase in (1+k), 

whereas the CFD approach does not. Indeed, the error between the empirically corrected, 

translated double body form factor and multiphase (1+k) value found is approximately 8.6%. 

In the level double body case, this is even higher, reaching 10.9%. It should be noted that the 

empirical form factors are placed for a λ=31.599. The abovementioned corrections are applied 

to them in order to demonstrate how they perform compared to the full-scale CFD results.  
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Figure 10. Calculated form factors 

6.2.4 Extrapolation to full-scale 

The presence of the scatter in values described previously implies there is a high degree of 

variability in the possible extrapolated value of the total resistance coefficient in full-scale. For 

example, two testing facilities using different scale factor to determine the wave resistance 

would find inconsistent CT values. To illustrate this, Figure 11 was compiled using all 

combinations of wave resistance coefficients (CFD and slender body), form factors (CFD and 

empirical, with and without the corrections of Min and Kang (2010) and García-Gómez 

(2000)), yielding 126 unique predictions for each friction line. Clearly, it is not possible to 

show the corresponding category for each point. Instead, the average of each friction line, 

global average, and the multiphase CFD prediction for CT are shown in Figure 11. Now, it is 
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imperative to highlight the importance of reliable predictions for each component of the total 

resistance. For instance, although the Telfer (1927) line showed excellent predictions for the 

frictional resistance, its use may be questioned depending on the values chosen for the form 

factor and wave resistance. Of course, this is also the case for all other methods used. Figure 

11 suggests a ‘band’ of possible values for each friction line exists. Therefore, a large degree 

of uncertainty can be expected depending on the adopted methodology to calculating each 

component of CT. 

 

Figure 11. Extrapolated total resistance coefficient 

Our assertion that a small error in the total resistance coefficient is decomposed into even 

smaller errors over each constituent component worked to our advantage earlier. However, if 

the process is reversed, the effect is magnified to yield a high degree of uncertainty. Thus, the 

importance of high fidelity methods cannot be overstated. One possible problem is that 

virtually all of the available literature treats these problems (the evaluation of the total’s 

constituent components) separately. For example, one may determine a method to calculate the 

exact frictional resistance for a specific Reynolds number. Indeed, the available methods 

perform very well, as shown in this paper. However, if free surface effects are not accounted 

for in the extrapolation procedure from a Reynolds number in the region of 106, to one near 

5×109, the results will not resemble reality. This would influence all parameters present in the 

decomposition of the total resistance coefficient and would likely be amplified when carried to 

full scale. An analogous argument can be made for the estimation of wave resistance, although 

there uncertainty in its estimation due to the degree of complexity associated with ship wave 

making.  
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A more fundamental problem arises from the ambiguity resulting from the amplification of 

errors discussed above: it becomes difficult to justify validating the estimation of each 

constituent component of the total resistance when calculated separately. Perhaps the best 

example in this context is the prediction of wave resistance by potential flow methods. These 

are typically validated by subtracting the viscous resistance (1+k)CF from the experimentally 

obtained total, for instance, Tuck and Lazauskas (2008). Now CF is usually obtained via one 

of the friction lines in Figure 9 (typically the ITTC57 line), while (1+k) – experimentally using 

the procedure stated in Section 2. As demonstrated in this study, both of these are susceptible 

to scale effects and therefore contain a certain amount of error when carried to full-scale. 

Consequently, the use of wave resistance potential flow methods in extrapolation procedures 

should be approached with caution, not least because they fail to model scale effects. Referring 

to validation versus experiments, the problem is not confined to the use of methods based on 

Michell's (1898) integral. Instead, wave cut methods (Janson and Spinney, 2004) and panel 

methods (Newman, 1992), both of which are deemed reliable and robust, must suffer from the 

above issue. To circumvent this obstacle, wave probes can be used during tank testing (Kim et 

al., 2001; Townsin, 1971, 1968; Troesch and Beck, 1974). Using an experimental analogue to 

the wave cut method, the energy in the waves around a model ship can be calculated, removing 

the theoretician’s reliance on friction lines or form factor estimations.  

Alternatively, a recently emerging method is to capture high quality optical images of the free 

surface around the ship (Gomit et al., 2014). Applying this method, Caplier et al. (2016) 

estimated the energy contained in a ship’s wake by using its spectrogram, defined as a heat 

map used to visualise the time-dependent height of the water surface in terms of a frequency 

spectrum (Pethiyagoda et al., 2018, 2017). Here, only half of the obstacle has been addressed. 

The remainder (scale effects) seems insurmountable with present methods, especially with the 

apparent scatter of CW observed in Figure 6. 

The use of CFD methods undoubtedly increases our understanding of the underlying 

phenomena and their relative importance. However, there is still a fundamental source of 

uncertainty present in their use: the statistical modelling of turbulence, usually referred to as 

turbulence modelling. We have shown in this paper that it is the most probable source of errors 

in sinkage and trim, whose effect cannot be neglected. One could argue along the lines of 

Moore (1965) with regards to the availability of computational power, and claim that Direct 

Numerical Simulation (DNS) will solve our problems in this respect if we allow sufficient time 

to increase the available computational power. However, even today, the use of DNS is limited 

to a narrow range of Reynolds numbers, which is far from sufficient even for model-scale 

computations (Beck and Reed, 2001). Simultaneously, the field of wall function derivation is 

very active (Kiš and Herwig, 2012). Even if we choose to accept the use of turbulence 

modelling, Pereira et al. (2017) found that different models are best suited for hull resistance 

prediction and propeller dynamics. Then, in the words of Lamb (1932), turbulence remains the 

“chief outstanding difficulty of our subject” despite the immeasurable increase in 

computational power availability since. 

7. Conclusions and future work 

This study focused on scale effects on ship bare hull resistance. Several hypotheses were tested 

using a commercially available RANS solver. Emphasis was placed on challenging the widely 

used assumption of geometric similarity in ship wave patterns with scale, and thus a scale 
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invariant wave resistance, which was shown to be untrue, confirming the results of Raven et 

al. (2008). Scale effects on all examined parameters were shown to be magnified with large 

changes in the Reynolds number. This was accomplished by maintaining the Froude number 

constant throughout all adopted case-studies (Fr = 0.26). 

We demonstrated that the relative importance of free surface effects of frictional resistance 

decay rapidly with an increase in Reynolds number, but can substantially influence 

extrapolated results if not properly accounted for. Several sources for this have been identified, 

including boundary layer thickness and flow separation. These are also the likely cause of non-

geometrically similar wave patterns observed in this study. 

It is hoped that the present work will create an interest in wave resistance changes with scale, 

a topic largely ignored in the study of ship resistance. A more scientific extrapolation procedure 

is required to replace the experience-based approach most facilities seem to have adopted. 

While the ITTC’s procedure has been widely criticised for years, little progress has been made 

towards its improvement, largely stagnating new developments in this direction. The problems 

associated with scale effects do not necessarily come from the decomposition and extrapolation 

procedure itself, rather the assumptions imposed as part of it. Were these to be relaxed or re-

examined with modern computational tools, progress could be achieved. For example, the form 

factor is not constant with scale. Instead, it depends on both the Reynolds number and Froude 

number. 

An alternative path worth exploring is to perform all computations directly in full-scale. While 

the resources required to perform a full-scale computation seem to be limited, experience 

suggests that time improves computational availability. We could then argue that it is only a 

matter of time before it becomes commonplace to routinely perform full-scale CFD 

simulations. One of the main issues academia must seek to resolve is that of turbulence 

modelling, which is a very active field of research where strides of progress are being made. 

Roughness and fouling are an area we did not explore in the present study as they would 

complicate matters significantly. Nevertheless, these should be examined in a similar fashion 

to determine the reliability of model-scale results. Building on previous research of Demirel et 

al. (2017, 2014), the recent work of Song et al. (2019) demonstrates the intricacies of the 

subject, which remain unexplored here. 

From the onset of this study, in performing numerical simulations, our intention was to 

maintain the highest possible degree of similarity with the real-life physics of the problem. 

However, we tacitly omitted to incorporate propeller effects. The complex, non-uniform flow, 

generated by the presence of a rotating propeller is responsible for stark changes in the overall 

pressure and velocity fields near the ship’s stern. While by ignoring such effects, we may have 

deviated from representing the overall problem, it is thought that isolating the bare hull 

resistance is a worthwhile endeavour. Indeed, to the best of our knowledge, the present study 

is the first to examine scale effects on the wave resistance and free surface effects on the 

frictional resistance using CFD. 
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