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SUMMARY

Two real-domain numerical approximation methods for accurate computation of finite strain elasticity moduli are developed and their accuracy and computational efficiency investigated, with reference to hyperelastic constitutive models with known analytical solutions. The methods are higher-order and higher floating-point precision numerical approximation, the latter being novel in this context. A general formula for higher-order approximation finite difference schemes is derived and a new procedure is proposed to implement increased floating-point precision. The accuracy of the approximated elasticity moduli is investigated numerically using higher-order approximations in standard double precision and increased quadruple precision. It is found that as the order of the approximation increases, the elasticity moduli tend towards the analytical solution. Using higher floating-point precision, the approximated elasticity moduli for all orders of approximation are found to be more accurate than the standard double precision evaluation of the analytical moduli. Application of the techniques to a finite element problem shows that the numerically approximated methods obtain convergence equivalent to the analytical method but require greater computational effort. It is concluded that numerical approximation of elasticity moduli is a powerful and effective means of implementing advanced constitutive models in the finite element method without prior derivation of difficult analytical solutions. Copyright © 2019 John Wiley & Sons, Ltd.
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1. INTRODUCTION

To implement constitutive models within an implicit finite element method, both the stress tensor and consistent tangent moduli require computation. While stress computations determine the physical nature of the simulated component, tangent moduli are generally required only to ensure convergence and enable detection of stiffness instabilities [1]. For complicated constitutive models, such as when inelastic effects (viscoelasticity, plasticity or damage) are considered, derivation and implementation of analytical solutions for tangent moduli can be difficult and possibly intractable [2]. However, given that analytical tangent moduli are the linearized derivative of the stress tensor with respect to the strain tensor, alternative differentiation methods may be applied. Using these methods, the user may more easily implement existing constitutive models, or develop...
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new ones, within the finite element method using only the stress relationships of a given constitutive model.

Alternative differentiation methods previously applied to obtain tangent moduli can be categorised into symbolic, automatic and numerical methods. In a symbolic differentiation method [3], algebraic mathematics software is used, or developed, such that the stress equations are differentiated symbolically to give the analytical expressions. Following this, the program codifies these expressions for numerical usage in the form required by the finite element solver. In automatic differentiation methods [4, 5, 6, 7], the derivative is obtained numerically by algorithmic accumulation of elementary evaluations related to the derivative. Perhaps due to the additional programming required, these methods are generally less common. A more prevalent approach applies numerical differentiation methods to obtain approximated tangent moduli, as proposed by Miehe [2].

For both Lagrangian and Eulerian finite strain configurations, Miehe [2] applied a perturbation technique wherein the stress components are perturbed in the six unique directions and orientations of the symmetric stress tensor. The tangent moduli are subsequently found by connection of the perturbed and stationary (unperturbed) stress components by the well-known forward difference formula. This method was further developed by Sun et al [8], adapting the expressions to the Jaumann-rate of the Cauchy stress, for implementation in the finite element software Abaqus. In these methods, the accuracy of the numerically approximated tangent moduli is dependent on the magnitude of the applied perturbation. Ideally, as the perturbation tends towards zero, the truncation error would also tend towards zero. However, due to finite floating point precision in these computational problems, the accuracy is limited due to a conflicting source of error: subtractive round-off error [9, 10].

The forward difference formula is a first-order approximation but higher-order approximations may also be utilised in this context. The central difference method is a second-order approximation that has been investigated in several studies [11, 12, 13, 14, 15]. In [11, 13, 14, 15], it is shown that second-order approximations give more accurate tangent moduli; but their optimal perturbation magnitude is larger due to the influence of the subtractive round-off error. Kiran and Khandelwal [14] use numerical approximations of tangent moduli up to the eighth-order. From[14], it is known that the computational cost increases as the order of approximation increases but the optimal perturbation magnitude and the numerical accuracy of higher-order approximation methods beyond second-order have not been investigated.

Approximation methods utilising complex numbers allow for smaller perturbation magnitudes and reduce truncation error, as they are not subject to subtractive round-off error. Complex approximation methods were first implemented for small strain problems by Prez-Foguet et al [11, 12], using the complex step derivative approximation [16]. This method has also been applied to finite strain problems [1, 13]. The numerically approximated Cauchy integral, implemented by Kiran and Khandelwal [14], is a further example of a complex numerical differentiation method used to compute tangent moduli. Another complex numerical differentiation method uses hyper-dual numbers [17], applied in the context of finite elasticity, by Tanaka et al [18], for first and second derivatives of hyperelastic strain energy functions. The complex approximation methods allow for tangent moduli closer to the analytical solutions. However, implementation is more difficult than in the real domain. It requires redefinition of pre-programmed mathematical functions to allow for complex variables, otherwise its benefits are limited [11]. Such a change is not possible in older programming languages used in present commercial finite element software.

In this paper, two numerical approximation methods for accurate computation of elasticity moduli are developed and investigated, using approximation in the real-domain only. The methods are higher-order approximation and higher floating-point precision. As mentioned, higher-order approximations have been applied previously [14]; here they are investigated in detail to quantify the extent to which the truncation error can be reduced. A new procedure to utilise higher floating-point precision, which is novel in the context of computational finite strain tangent moduli, is proposed. In other applications, this has been shown to reduce round-off error [19]. The two methods are expected
to be complementary, such that both truncation and round-off errors can be reduced to provide accurate numerical approximations of elasticity moduli.

The developed numerical approximation methods are investigated in terms of their numerical accuracy and computational efficiency. Although, as previously stated, the primary advantage of a numerical approximation method is when analytical solutions are intractable, the effectiveness of the method can only be investigated if compared with known analytical solutions. For this reason, the proposed methods are validated and compared for two hyperelastic constitutive models with known analytical solutions. Accuracy is assessed in both the Lagrangian and Eulerian configurations, using Fortran programs created for this purpose. In these programs, higher-order approximations of the elasticity moduli are compared to the analytical solutions using standard double precision and increased floating-point precision. Finite element analysis of a standard benchmark problem, using Abaqus/Standard, is employed to investigate computational efficiency, with Fortran user-subroutines for all numerical approximation methods. The Fortran programs and subroutines developed are openly available in a dataset [20].

General formulae for \( n^{\text{th}} \)-order approximations in Lagrangian and Eulerian configurations and the procedure to enable higher floating-point precision, are detailed in section 2. The effect that higher-order approximations and higher floating-point precision have on the optimal perturbation magnitude and the minimum attainable error are discussed. A numerical investigation of the two methods is presented in section 3 for two hyperelastic constitutive models. Approximate elasticity moduli are evaluated and compared to analytically derived moduli in both material and spatial configurations. In section 4 the approximation methods are implemented and investigated within the finite element method, where the convergence behaviour and computational efficiency are assessed by comparison to the analytical solution. Conclusions are presented in section 5.

2. NUMERICAL APPROXIMATIONS OF ELASTICITY MODULI

Here, the fundamental kinematic relationships of finite elasticity are defined with respect to Cartesian coordinates and base vectors are omitted. The fixed reference configuration \( \Omega_0 \) and current configuration \( \Omega \) of a body are both defined in three-dimensional real coordinate space \( \mathbb{R}^3 \). A reference, or material, point \( X \in \Omega_0 \) is mapped to its current, or spatial, equivalent point \( x \in \Omega \) by the deformation map \( \chi \), such that \( x = \chi(X, t) \), and \( t \in \mathbb{R} \) is the time difference from the reference to the current configuration. Subsequent arguments are omitted here for brevity. The two-point deformation gradient tensor \( F \) may then be defined as

\[
F = \frac{\partial \chi}{\partial X} \quad \text{or} \quad F_{aA} = \frac{\partial \chi}{\partial X_A}.
\]

The local volume ratio is given by \( J = \det(F) \), where \( J > 0 \) due to the impenetrability of matter. The symmetric right and left Cauchy-Green finite strain tensors are used throughout as the Lagrangian and Eulerian strain measures, respectively, given by

\[
C = F^T F \quad \text{and} \quad b = FF^T.
\]

2.1. Material elasticity tensor

The material elasticity tensor is defined here without proof (see Miehe[2] and the references therein for details). The 2\textsuperscript{nd} Piola-Kirchhoff stress \( S \) is taken as a function of the right Cauchy-Green tensor \( C \). As in the analytical derivation of the linearized material elasticity tensor[21], the linear relationship of the stress increment \( \Delta S \) and the strain increment \( \Delta C \) is defined as

\[
\Delta S = 2 \frac{\partial S}{\partial C} : \frac{1}{2} \Delta C \tag{1}
\]

In (1), the term \( 2 \frac{\partial S}{\partial C} \) is the 4\textsuperscript{th}-order material elasticity tensor \( C \). This implies that \( C \) may also be defined by numerical differentiation of the 2\textsuperscript{nd} Piola-Kirchhoff stress \( S \) with respect to the right Cauchy-Green tensor \( C \). Here, only the first-order forward approximation is shown. The general formula of a first-order forward difference approximation is given by

\[
f'(x) = \frac{f(x + \epsilon) - f(x)}{\epsilon} + O(\epsilon) \tag{2}
\]
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where $\epsilon$ is a small perturbation magnitude, $O(\epsilon)$ is the truncation error and $O$ is the big $O$ Landau symbol. Adapting this to compute the material elasticity moduli in the form proposed by Miehe [2]

$$C^{IJKL} \approx \frac{1}{\epsilon} \left[ \delta^{IJ} \left( \hat{F}^{(KL)} \right) - S^{IJ} \right]$$

(3)

Here, $S^{IJ}$ represents the perturbed stress tensors which are each a function of the perturbed right Cauchy-Green tensors and may otherwise be defined as an argument of the perturbed deformation gradient $\hat{F}^{(KL)}$. The indices $IJ$ are the components of the 2nd Piola-Kirchhoff stress tensors and $KL$ indicate the direction and orientation of the applied perturbations. To compute the forward perturbed strains, and subsequently the perturbed stresses, the perturbed deformation gradients are calculated by

$$\hat{F}^{(KL)} = F + \Delta \hat{F}^{(KL)}$$

(4)

The applied perturbation, denoted as $\Delta \hat{F}^{(KL)}$, is defined as

$$\Delta \hat{F}^{(KL)} = \frac{\epsilon}{2} \left( F^{-T} E_K \otimes E_L + F^{-T} E_L \otimes E_K \right)$$

(5)

Including the indices of the deformation gradient in (4) and using the Kronecker delta $\delta_{ij}$, the perturbed deformation gradients are calculated using

$$\left( \hat{F}^{(KL)} \right)_{ij} = F_{ij} + \frac{\epsilon}{2} \left( F_{iK}^{-T} \delta_{LJ} + F_{iL}^{-T} \delta_{KJ} \right)$$

(6)

The perturbed stresses are calculated, allowing calculation of the approximated material elasticity moduli using (3). Noting the symmetry of both the stress and strain definitions used, the elasticity tensor (3) has minor symmetries such that: $C^{IJKL} = C^{JKIL} = C^{JILK}$. It may therefore be computed using only six approximations, or four if the problem is reduced to assume 2D plane strain or axisymmetric conditions. Voigt notation is employed with indices $(1, 2, 3, 4, 5, 6)$ representing $(11, 22, 33, 12, 13, 23)$, respectively. Using the indices $A = IJ$ and $B = KL$ (in 3D $A$ and $B = 1, 2, 3, 4, 5, 6$; in 2D $A$ and $B = 1, 2, 3, 4$) the approximated material elasticity tensor (3) is given in the convenient form

$$C^{A(B)} \approx \frac{1}{\epsilon} \left[ \delta^A \left( \hat{F}^{(B)} \right) - S^A \right]$$

(7)

2.2. Spatial elasticity tensor

For computation of the approximate spatial elasticity tensor, the Kirchhoff stress tensor $\tau$ and the left Cauchy-Green tensor $b$ are used. The spatial elasticity tensor is derived as the Jaumann-rate of the Cauchy stress, which is the form required by Abaqus/Standard. The motivation for this framework is due to the later use of Abaqus/Standard for validation and investigations using the finite element method. Although, conversions and corrections from this framework to alternative spatial tangent moduli are well-known [22]. Proofs are omitted and only the first-order forward approximation is given.

Expanding the increment of the strain tensor $\Delta C = (F^T \Delta F + \Delta F^T F)$ followed by a push-forward operation, the spatial equivalent of (1) is given as

$$\Delta \tau - \tau \left( \Delta FF^{-1} \right) - \tau \left( \Delta FF^{-1} \right)^T : \frac{1}{2} \left[ \left( \Delta FF^{-1} \right) + \left( \Delta FF^{-1} \right)^T \right]$$

(8)

The 4th-order tensor denotes the spatial elasticity tensor, which is further defined in terms of the Oldroyd-rate, or Lie time derivative, of the Kirchhoff stress $L_v(\tau)$, and the rate of deformation tensor $d$ as $L_v(\tau) = d$. The rate of deformation has its usual definition in terms of the spatial velocity tensor $L$, which in turn is defined in terms of the rate of the deformation gradient, as follows $d = \frac{1}{2} (L - L^T) = \frac{1}{2} \left( \hat{F}F^{-1} - \left( FF^{-1} \right)^T \right)$. The derivatives may be linearized[21] and can therefore also be numerically approximated. However, unlike the material tensor, geometric contributions are
The first-order forward approximation of the spatial elasticity tensor is therefore defined as

\[
\hat{\tau}_{ij}^{(kl)} \approx \frac{1}{\epsilon} \left[ \hat{\tau}_{ij}^{(kl)} (\hat{F}_{(kl)}) - \tau_{ij} \right] - (1 \otimes \tau + \tau \otimes 1)^{ij(kl)}
\]

(9)

where \( \hat{\tau}_{ij}^{(kl)} \) represents the perturbed Kirchhoff stress tensors, which are a function of the spatial perturbed deformation gradients \( \hat{F}_{(kl)} \). \( 1 \) is the 2nd-order identity tensor and the symbol \( \otimes \) has been introduced for convenience, as in [21], to signify the 4th-order product of two 2nd-order tensors:

\[
(A \otimes B)_{ijkl} = \frac{1}{2} (A_{ik} B_{jl} + A_{il} B_{kj})
\]

(10)

Equivalent to the material implementation, the spatial perturbed deformation gradient is given by

\[
\hat{F}_{(kl)} = F + \Delta \hat{F}_{(kl)}
\]

(11)

However, the spatial perturbed deformation gradients are calculated using

\[
\Delta \hat{F}_{(kl)} = \frac{\epsilon}{2} (\delta_{ik} F_{lJ} + \delta_{il} F_{kJ})
\]

(12)

Then including the indices and the Kronecker delta in (11), the perturbed deformation gradients are calculated by

\[
\left( \hat{F}_{(kl)} \right)_{iJ} = F_{iJ} + \frac{\epsilon}{2} (\delta_{ik} F_{lJ} + \delta_{il} F_{kJ})
\]

(13)

In Voigt notation, with the same interpretations as in the material tensor, the spatial elasticity tensor defined in terms of the Oldroyd-rate of the Kirchhoff stress is simplified to

\[
a^{(b)} \approx \frac{1}{\epsilon} \left[ \hat{\tau}^{a} (\hat{F}_{(b)}) - \tau^{a} \right] - (1 \otimes \tau + \tau \otimes 1)^{a(b)}
\]

(14)

Some commercial finite element solvers require the spatial elasticity tensor to be defined in terms of the Jaumann-rate of the Cauchy stress, denoted here as \( ABQ \). The Oldroyd-rate of the Kirchhoff stress and the Jaumann-rate of the Cauchy stress are related [23] by the following

\[
ABQ_{ijkl} = \frac{1}{J} \left[ ij^{kl} + (1 \otimes \tau + \tau \otimes 1)^{ijkl} \right]
\]

(15)

Then by substitution of (9) the geometric contributions cancel to give the Jaumann-rate of the Cauchy stress in the compact form

\[
ABQ_{ijkl} \approx \frac{1}{J \epsilon} \left[ \hat{\tau}_{ij}^{(kl)} (\hat{F}_{(kl)}) - \tau_{ij} \right]
\]

(16)

And expressed in Voigt notation it is given as

\[
ABQ_{a^{(b)}} \approx \frac{1}{J \epsilon} \left[ \hat{\tau}^{a} (\hat{F}_{(b)}) - \tau^{a} \right]
\]

(17)

2.3 Higher-order numerical approximations

General equations are derived for higher-order approximations of both the material and spatial elasticity moduli. While higher-order approximations of forward and backward difference methods are possible, only central difference methods are investigated in detail, as they are generally of higher numerical accuracy [24]. Furthermore, central difference methods are more convenient for investigation as their truncation error exponentially decreases twofold compared with forward and backward methods: \( \mathcal{O}(\epsilon^{2n}) \) compared with \( \mathcal{O}(\epsilon^{n}) \). For clarity, central difference schemes are referred to by their order of approximation. For example, the first central difference is a second-order approximation and so is referred to as the second-order central difference approximation.
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For a fixed perturbation magnitude, increasing the order of the approximation will, in theory, reduce the truncation error. For this, the higher-order approximations require more forward and backward perturbed points. In the central difference approximations applied here, an equal number of equidistant forward and backward perturbations are used. To ensure that the approximation is found at the centre point, weighted coefficients are prescribed. The general formula for a central difference of \(n\)-th order, where \(n\) is an even number, from [25], is given as

\[
f'(x) = \left(\frac{1}{\epsilon} \sum_{m=-n_{\text{even}}}^{n_{\text{even}}} (c_m) f(x_m) \right) + O(\epsilon^{2n})
\]  

(18)

Here, \(m\) refers to the position of the approximation as if it were to lie on a linear grid, i.e. \(m = -2\) is a twice backward perturbed point, which is non-zero for central difference schemes of fourth-order and greater. Then the argument \((x_m) = (x + m\epsilon)\) is calculated. For forward and backward perturbed points, the coefficients \(c_m\) are calculated by the equation

\[
c_m = \frac{(-1)^{m+1} \left[\left(\frac{n}{2}\right)\right]^2}{m \left(\frac{n}{2} - m\right)! \left(\frac{n}{2} + m\right)!}
\]

(19)

Manual calculation of the required coefficients can be tedious and so an algorithm similar to that of Fornberg [26] may be used to obtain them. The coefficients for the central difference schemes used in this study, up to twelfth-order, are given in Table II in Appendix A.

### 2.3.1. Higher-order approximations of material elasticity moduli

Higher-order approximations of the material elasticity moduli require calculation of additional perturbed 2\(^{nd}\) Piola-Kirchhoff stresses. The stresses are a function of the perturbed deformation gradients, which are therefore calculated first using a modification of (4)

\[
\overset{m}{\mathbf{F}}_{(KL)} = \mathbf{F} + m \left(\Delta \overset{m}{\mathbf{F}}_{(KL)}\right)
\]

(20)

The notation \(\overset{m}{\cdot}\) is introduced to identify the position, \(m\), of the approximation, with \(m\) defined as previous. In 3D the \(6n\) (4\(n\) for 2D) perturbed 2\(^{nd}\) Piola-Kirchhoff stresses are then calculated. The general formula for central difference approximate elasticity moduli is found by combining (3) and (18) to give

\[
\mathbf{C}^{IJ}_{(KL)} \approx \left[ \frac{1}{\epsilon} \sum_{m=-n_{\text{even}}}^{n_{\text{even}}} (c_m) \overset{m}{\mathbf{S}}^{IJ}(\overset{m}{\mathbf{F}}_{(KL)}) \right] + O(\epsilon^{2n})
\]

(21)

In Voigt notation, where \(A\) and \(B\) are as previously defined, this is defined as

\[
\mathbf{C}^{A(B)} \approx \left[ \frac{1}{\epsilon} \sum_{m=-n_{\text{even}}}^{n_{\text{even}}} (c_m) \overset{m}{\mathbf{S}}^{A}(\overset{m}{\mathbf{F}}_{(B)}) \right] + O(\epsilon^{2n})
\]

(22)

### 2.3.2. Higher-order approximations of material elasticity moduli

The higher-order approximations are then modified equivalently to give the corresponding equations for the spatial elasticity tensor. In the spatial configuration, the perturbed deformation gradients are calculated using

\[
\overset{m}{\mathbf{F}}_{(kl)} = \mathbf{F} + m \left(\Delta \overset{m}{\mathbf{F}}_{(kl)}\right)
\]

(23)
The general equation for the spatial elasticity tensor in terms of the Oldroyd-rate of the Kirchhoff stress is given by

\[ i_j^{(kl)} \approx \frac{1}{\epsilon} \left( \sum_{m=-\text{even}}^{\text{even}} (c_m) \hat{r}^{ij} \left( \hat{F}^{(kl)} \right) \right) - (\mathbf{1} \otimes \mathbf{r} \otimes \mathbf{1})^{i_j^{(kl)}} + \mathcal{O}(\epsilon^{2n}) \] (24)

And in Voigt notation is defined

\[ a^{(b)} \approx \frac{1}{\epsilon} \left( \sum_{m=-\text{even}}^{\text{even}} (c_m) \hat{r}^{a} \left( \hat{F}^{(b)} \right) \right) - (\mathbf{1} \otimes \mathbf{r} \otimes \mathbf{1})^{a^{(b)}} + \mathcal{O}(\epsilon^{2n}) \] (25)

As in (16), the geometric contributions cancel to give the general formula for the spatial elasticity tensor in terms of the Jaumann-rate of the Cauchy stress as

\[ i_j^{(kl)} \approx \frac{1}{J} \left( \sum_{m=-\text{even}}^{\text{even}} (c_m) \hat{r}^{ij} \left( \hat{F}^{(kl)} \right) \right) + \mathcal{O}(\epsilon^{2n}) \] (26)

And in Voigt notation it is given by

\[ a^{(b)} \approx \frac{1}{J} \left( \sum_{m=-\text{even}}^{\text{even}} (c_m) \hat{r}^{a} \left( \hat{F}^{(b)} \right) \right) + \mathcal{O}(\epsilon^{2n}) \] (27)

### 2.4. Higher floating-point precision

While higher-order approximations increase the exponential decay of the truncation error, by \( \mathcal{O}(\epsilon^{2n}) \) for increasing \( n \), the benefit of this is well-known to be restricted by the conflicting round-off errors[9, 27]. However, with higher floating-point precision, the range of perturbation magnitudes for which round-off error is negligible may increase. Due to its availability within current Fortran compilers, quadruple precision is used. In Fortran, all arrays, variables and constants are initially defined in quadruple precision. The variables and arrays required by the finite element solver are also defined equivalently in double precision, which are the stress and elasticity tensors, and any other calculated values of interest. After computation of the quadruple precision arrays, the values are returned to double precision by equating these arrays to their double precision counterparts. This truncates the higher precision values to approximately 16 significant figures. The method has not previously been implemented or investigated in this context. For all orders of approximation, quadruple precision enables twice the number of significant figures allowing smaller perturbation magnitudes. This is expected to result in lower truncation error and more accurate approximations of the elasticity moduli.

### 2.5. Optimal perturbation magnitude

The optimal perturbation magnitude is that which exactly minimises the impact of both truncation and round-off errors. As these are known to vary for even a scalar function of an independent scalar variable, determining the exact optimal perturbation magnitude is generally not possible. An approximation of the optimal perturbation can be obtained by optimisation [10], which, in this context, would require a minimisation in which all tensor components are considered. A simpler approach by Miehe[2] concludes that for a first-order approximation of the first derivative, the optimal perturbation \( \epsilon^{\text{opt}} \) may be approximated as

\[ \epsilon^{\text{opt}} \approx \sqrt{\text{macheps}} \] (28)
The machine epsilon, macheps is the smallest computable \( \kappa \) for \( 1 + \kappa > 1 \) to hold true. The approximation (28) can be seen to hold true graphically in log-log plots of relative error vs perturbation magnitude from later studies[1, 11, 13, 14, 18]. Based on (28) and the observations of Prez-Foguet et al[11], a simple general equation for higher-order derivatives and higher-order approximations is proposed here as

\[
e_{opt} \approx (\text{macheps})^{\frac{1}{n+d}}
\]  

(29)

The superscripts \( n \) and \( d \) are the orders of the approximation and of the derivative, respectively.

The equation draws on the observation that the total error corresponds to the truncation error: \( \text{Error} \approx \gamma e^n \), where \( \gamma \) is a constant, until it intercepts the round-off errors. The round-off errors then increase the total error by \( \text{Error} \approx \omega e^d \), where \( \omega \) is a constant. Therefore, by assuming the minimum error occurs when truncation and round-off errors are equal, as in Prez-Foguet et al[11], and that the constants are a function of macheps such that (28) is satisfied, the optimal perturbation magnitude may be approximated by (29).

This equation permits an approximation of the optimal perturbation magnitude, which can be seen to hold true to the error plots of previous studies and is in agreement with (28). Comparisons with previous studies[1, 11, 13, 14, 18] is not a complete validation as these approximations only investigated up to second-order approximations and second-order derivatives. The validity for first-order derivatives and approximations of up to the twelfth-order is assessed in section 3.3.

The proposed equation (29) predicts that for increasingly higher-order approximations the optimal perturbation size exponentially increases due to conflicting round-off error. It also predicts that the use of quadruple precision will lower the optimal perturbation magnitude. For example, a first-order forward approximation in double precision (macheps = \( 10^{-16} \), \( n = 1 \) and \( d = 1 \)) the optimal perturbation magnitude is calculated as \( e_{opt} \approx 10^{-8} \). With the same approximation scheme in quadruple precision (macheps = \( 10^{-32} \), \( n = 1 \) and \( d = 1 \)) the optimal perturbation magnitude is now predicted as \( e_{opt} \approx 10^{-16} \). In terms of the truncation error \( O(e^n) \), the use of quadruple precision reduces the error by a squared power. Given that double precision numbers are stored with \( 10^{-16} \) significant figures, this predicts that a first-order approximation using quadruple precision will obtain solutions whose error is approximately equal to the finite precision limit. Following an investigation into higher-order approximations in double and quadruple precision, the optimal perturbation magnitude and the validity of equation (29) is discussed in further detail in the next section.

3. NUMERICAL INVESTIGATION

The use of higher-order numerical approximation methods is investigated in standard double precision and with the proposed quadruple precision method. The methods are assessed in terms of their numerical accuracy through comparison with known analytical solutions for both material and spatial configurations. Most materials include some aspect of inelasticity, such as viscoelasticity[28, 29, 30], plasticity[31], damage[32, 33] or a combination of these behaviours [34, 35]. However, only hyperelasticity is considered here for simple constitutive models with known analytical solutions. These allow numerical investigation and validation of the proposed numerical approximation methods.

3.1. Constitutive hyperelasticity equations

A hyperelastic constitutive equation may be phenomenologically or mechanistically derived, i.e. it defines a mathematical fit to macroscopic behaviours or is defined by equations describing the internal molecular mechanisms, respectively. Furthermore, the definition may be given in terms of one of several strain measures. Connecting all hyperelastic materials is the assumption that a Helmholtz strain energy function \( \Psi (\cdot) \) exists, defined in terms of unit volume where the argument (\( \cdot \)) represents any strain measure(s). Due to the difference of shear and bulk behaviours in hyperelastic materials, the deformation is split into isochoric \( \mathbf{F} \) and volumetric \( J^{1/3} I \) components:
\(\mathbf{F} = \left(\mathbf{J}^{1/3}\right) \mathbf{F} = \mathbf{J}^{1/3} \mathbf{F}\), which implies \(\mathbf{C} = \mathbf{J}^{-2/3} \mathbf{C}\) and \(\mathbf{b} = \mathbf{J}^{-2/3} \mathbf{b}\), where \(\mathbf{J} = \det \mathbf{F}\). The strain-energy function is similarly decoupled into incompressible isochoric and dilatational volumetric components \(W(\mathbf{C})\) and \(U(\mathbf{J})\) such that \(\Psi = W + U\). Stress and elasticity tensors are also decomposed into equivalent components.

Two hyperelastic constitutive models are used throughout: the neo-Hookean[36] and Gent[37] models. These are chosen due to their differences in numerical stability and function smoothness. The neo-Hookean model is unconditionally stable and a smooth function. The Gent model has a clearly defined stability limit, where the stiffness increases asymptotically as the strain tends towards the finite extensibility limit of the material. Stability here refers to the positive definiteness of stress and strain increments, as discussed by Hartmann[38] for hyperelastic parameter estimation.

The neo-Hookean and Gent strain energy functions are defined only in terms of an isochoric energy contribution. As an incompressible hybrid formulation is later used to enforce incompressibility, the volumetric contributions to the total energy, stress and elasticity moduli are disregarded. The isochoric energy of these models is defined in terms of the first principal invariant of the left or right Cauchy-Green strain tensor, \(\mathbf{T}_1 = \text{tr} (\mathbf{C}) = \text{tr} (\mathbf{b})\). The isochoric stress energy functions for the neo-Hookean and Gent models, \(W_{nH}\) and \(W_G\) respectively, are defined by

\[
W_{nH} = C_1 \left(\mathbf{I}_1 - 3\right) \quad (30)
\]

\[
W_G = -\frac{\mu J}{2} \ln \left(1 - \frac{\mathbf{I}_1 - 3}{J}\right) \quad (31)
\]

In these equations, \(C_1\) and \(\mu\) are parameters related to the shear stiffness and \(J_m = \mathbf{T}_{1m} - 3\) is a function of the maximum first invariant \(\mathbf{T}_{1m}\), which defines an asymptotic limit when \(\mathbf{T}_1\) tends towards \(\mathbf{T}_{1m}\). The parameters \(C_1\), \(\mu\) and \(J_m\) are set to 0.5 (MPa), 1.0 (MPa) and 22.5 (-) respectively throughout.

An analytical implementation requires closed-form solutions for the elasticity moduli in both material and spatial configurations. The material stress and elasticity tensors, as in Steinmann et al[39] and Hossain and Steinmann[40], are respectively defined in terms of the 2\textsuperscript{nd} Piola-Kirchhoff stress tensor and the equivalent material elasticity tensor. The spatial stress and elasticity tensors, as defined by Kaliske and Rothert[41], are initially defined in terms of the Kirchhoff stress tensor and the Oldroyd-rate of the Kirchhoff stress respectively. They are then respectively adapted to be defined in terms of the Cauchy stress and Jaumann-rate of the Cauchy stress. The implementation used here is further simplified for strain energy functions given only in terms of the first Cauchy-Green invariant. These are given in Appendix B, where the volumetric contributions are also included for completeness.

### 3.2. Investigation of approximate elasticity moduli

The accuracy of the approximate elasticity moduli is investigated by comparison to the analytical solutions. The average relative error is calculated for all (Voigt notation) tensor components using five unique deformation gradients. The deformation gradients are input to a Fortran program to calculate the stress tensor and elasticity moduli, these programs are available in the dataset[20]. Physically, these deformation gradients represent a homogeneously deformed element of material. The five deformation gradients may be respectively described as follows: undeformed, uniaxial tension, uniaxial compression, shear without dilation and shear with dilation. In matrix form, they are given as

\[
F_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad F_2 = \begin{pmatrix} 4.5 & 0 & 0 \\ 0 & \sqrt{1.5} & 0 \\ 0 & 0 & \sqrt{3} \end{pmatrix}, \quad F_3 = \begin{pmatrix} 0.2 & 0 & 0 \\ 0 & \sqrt{0.2} & 0 \\ 0 & 0 & \sqrt{0.8} \end{pmatrix}, \quad F_4 = \begin{pmatrix} 3 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 0.5 \end{pmatrix}, \quad F_5 = \begin{pmatrix} 1.1 & 0.2 & 0.2 \\ 0 & 0.9535 & 0.2 \\ 0 & 0 & 0.9535 \end{pmatrix}
\]

(32)

The relative error is calculated for each approximation method using a range of perturbation magnitudes. The investigations use perturbations of \(1 \times 10^2\) and \(3 \times 10^2\), where \(x\) is an integer, to provide a good insight into the range of suitable perturbation magnitudes and to find an approximate value of the optimal perturbation magnitude. For double precision, perturbation magnitudes from \(10^0\) down to \(10^{-18}\) are used. For quadruple precision, the range is extended from \(10^0\) to \(10^{-36}\).
3.2.1. Material elasticity moduli

The result of the comparison between the approximated and analytical material elasticity moduli is shown for double precision in Figure 1a and 1b. These plots show there is little difference between the neo-Hookean and Gent models for all approximations, suggesting that the approximation methods are not affected by stability differences or function

\[ E_R = \left[ \sum_{a,b=1}^{6} \left( \mathbb{C}_{A16}^{a,b} - \mathbb{C}_{\text{App.}}^{a,b} \right)^2 \right]^{\frac{1}{2}} / \left[ \sum_{a,b=1}^{6} \left( \mathbb{C}_{A16}^{a,b} \right)^2 \right]^{\frac{1}{2}} \] (33)

Perturbation magnitudes smaller than these ranges are much lower than \( \text{macheps} \) and thus result in an unperturbed deformation gradient for real domain approximations, i.e. \( 1 + \epsilon > 1 \) is false. The relative error is calculated by comparison of the approximate moduli, \( \mathbb{C}_{\text{App.}} \), to the quadruple precision analytical elasticity moduli, \( \mathbb{C}_{A16} \) and \( A_{16} \), for the material and spatial configurations respectively. This also allows for the double precision analytical elasticity moduli, denoted \( A(8) \), to be included in the comparison. The error between the double and quadruple precision analytical moduli is a result of the truncation and rounding errors throughout its calculation. The relative error \( E_R \) is calculated and averaged for each index of the elasticity tensor in Voigt notation by the following equation
First-order approximation. As the perturbation magnitude decreases, all orders of approximation converge to the same error as the order of approximation but with diminishing returns. Once round-off errors are significant, as the smoothness. For both constitutive models, lower relative error is obtained with an increased order of approximation but with diminishing returns. Once round-off errors are significant, as the perturbation magnitude decreases, all orders of approximation converge to the same error as the first-order approximation.

With quadruple precision, shown in Figure 1c & 1d, the approximated elasticity moduli reach higher accuracy than the double precision analytical solution for all orders of approximation. When truncated to double precision, these quadruple precision approximations of the material elasticity moduli are generally identical to the double precision analytical solutions. This is true for all non-zero terms; otherwise, values close to zero may still have a residual value of around $10^{-16}$ since these are not lost in truncation. However, given their magnitude, these errors are physically negligible.

At larger perturbation magnitudes, $\geq 10^{-2}$, it is found that the relative error of the approximations does not follow the expected logarithmic gradient equal to the order of the approximation. Since this is present in both double and quadruple precision, this error is not due to truncation or rounding errors. Also, as it is present in both neo-Hookean and Gent constitutive models, it is not due to stability or smoothness. The error is therefore due to invalid truncation error [10]. Approximations greater than first-order result in an invalid perturbation, which restricts the accuracy of higher-order approximations whose optimal perturbation is expected to occur within this range.

**3.2.2. Spatial elasticity moduli** The investigation of the approximated spatial elasticity moduli uses the Jaumann-rate of the Cauchy stress. The results are shown in Figure 2 for both neo-Hookean and Gent constitutive models. These results are similar to those of the material elasticity moduli but the spatial approximations are less affected by invalid perturbation error. In double precision, the increased order of approximation generally achieves lower error. However, approximations of greater than the eighth-order show diminishing increases in accuracy. The quadruple precision results are similar to those of the material elasticity moduli, though their error continues to decrease for higher-order approximations since the optimal perturbation occurs at lower (valid) perturbation

![Figure 2. Relative error of spatial elasticity moduli approximations.](image-url)
magnitudes. As with the material elasticity moduli, the use of higher floating-point precision obtains more accurate elasticity moduli than the double precision analytical solution for all orders of approximation.

3.3. Optimal perturbation magnitude

The approximate optimal perturbation magnitudes are calculated using (29) for both double and quadruple precision and all orders of approximations used in the previous section. In Table I the approximations are compared to the measured spatial neo-Hookean optimal perturbation magnitudes, where measured values are taken to the nearest magnitude. The approximate values of (29) are generally reasonable for lower orders of approximation; but the optimal perturbation magnitudes are not in agreement for double precision higher-order approximations due to invalid perturbation error.

The nature of truncation and round-off errors are examined further using more perturbation magnitudes around the minimum error. The neo-Hookean spatial elasticity moduli are approximated using fourth- and eighth-order central difference approximations in quadruple precision with 450 linear steps of the perturbation magnitude for each order of magnitude, shown in Figure 3. Using more points reveals that the truncation errors steadily decrease at a logarithmic gradient equal to the order of the approximation. However, when approaching the optimal perturbation magnitude, the round-off errors fluctuate, as highlighted in Figure 3. Following the optimal perturbation, they continue to fluctuate but tend towards an indirectly proportional relationship between the perturbation magnitude and the error. These results show further agreement with equation (29) and the related discussion of section 2.5.

Table I. Approximate optimal perturbation magnitudes, from equation (29) and Figure 2a and 2c.

<table>
<thead>
<tr>
<th></th>
<th>FD-1</th>
<th>CD-2</th>
<th>CD-4</th>
<th>CD-6</th>
<th>CD-8</th>
<th>CD-10</th>
<th>CD-12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Double: calculated</td>
<td>$1.0E^{-8}$</td>
<td>$4.6E^{-6}$</td>
<td>$6.3E^{-4}$</td>
<td>$5.2E^{-3}$</td>
<td>$1.7E^{-2}$</td>
<td>$3.5E^{-2}$</td>
<td>$5.9E^{-2}$</td>
</tr>
<tr>
<td>Double: measured</td>
<td>$1.0E^{-8}$</td>
<td>$1.0E^{-5}$</td>
<td>$1.0E^{-3}$</td>
<td>$1.0E^{-2}$</td>
<td>$1.0E^{-2}$</td>
<td>$1.0E^{-2}$</td>
<td>$1.0E^{-2}$</td>
</tr>
<tr>
<td>Quadruple: calculated</td>
<td>$1.0E^{-16}$</td>
<td>$2.2E^{-11}$</td>
<td>$4.1E^{-7}$</td>
<td>$2.7E^{-5}$</td>
<td>$2.8E^{-4}$</td>
<td>$1.2E^{-3}$</td>
<td>$3.5E^{-3}$</td>
</tr>
<tr>
<td>Quadruple: measured</td>
<td>$1.0E^{-17}$</td>
<td>$1.0E^{-11}$</td>
<td>$1.0E^{-7}$</td>
<td>$1.0E^{-5}$</td>
<td>$1.0E^{-4}$</td>
<td>$1.0E^{-4}$</td>
<td>$1.0E^{-3}$</td>
</tr>
</tbody>
</table>

Figure 3. Relative error of fourth- and eighth-order approximations of neo-Hookean spatial elasticity modulus.
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3.4. Discussion of numerical investigation findings

The numerical investigations show that higher-order and higher floating-point precision approximations both improve the accuracy of approximated elasticity moduli, in the material and spatial configurations. With increasing order of approximation, the accuracy of the approximated elasticity moduli is generally increased but with diminishing returns. The diminishing returns are due to the requirement for a larger perturbation, which results in invalid perturbation errors and is also likely to be influenced by the rounding errors from the additional coefficients. The use of quadruple precision numerical approximations, novel in this context, is the more significant development. Due to round-off errors in the computation of the double precision analytical solutions, the quadruple precision approximated elasticity moduli are more accurate than these analytical solutions for even a first-order approximation. This level of accuracy with real-domain approximations is not known to have otherwise been accomplished in this context.

It is shown that the higher-order and higher floating-point precision approximation methods are complementary. Utilising both of these methods, approximated elasticity moduli tend towards the quadruple precision analytical moduli. However, finite element solvers use only double precision and hence any improvement in accuracy beyond the double precision limit is inconsequential due to truncation. Therefore, a first-order quadruple precision approximation is a satisfactory means of obtaining precise elasticity moduli. Though another important factor is the associated computational costs of these methods. This is investigated in the context of the finite element method in the following section.

4. FINITE ELEMENT INVESTIGATION

The performance of the approximation methods in finite element simulation is investigated in terms of convergence and computational efficiency. Abaqus/Standard is used, which allows for user-implemented materials through its UMAT interface with subroutines written in Fortran. For finite elasticity, at each iteration, the interface provides the deformation gradient and requires calculation of the Cauchy stress and spatial elasticity tensor in terms of the Jaumann-rate of the Cauchy stress. These tensors are computed in Voigt notation, with indices defined as in the previous section, by the pre-defined arrays STRESS(6) and DDSDDE(6,6) respectively, or STRESS(4) and DDSDDE(4,4) for 2D problems. For quadruple precision codes, these must be calculated using independently declared quadruple precision arrays, which are then truncated to double precision by equating them to the pre-defined arrays. Higher-order approximations, with standard double precision and the novel quadruple precision method, are investigated by solving the well-known Cook’s membrane problem. The measured approximate optimal perturbation magnitudes from Table I are used throughout. The convergence and computational efficiency of the approximation methods are compared to a solution obtained using the equivalent analytical elasticity moduli for seven levels of mesh refinement. The UMAT subroutines used here are available in the dataset[21].

4.1. Cook’s membrane

The Cook’s membrane problem is commonly used in the assessment of finite element procedures. The model is shown with dimensions for the third level of mesh refinement with 2048 elements in Figure 4a. It consists of a tapered membrane where one face is fully fixed and a shearing load is applied at the opposite face. The model is simulated in 3D using plane strain boundary conditions such that its thickness is constant. The body is discretised using hybrid C3D8H elements to enforce incompressibility. For all approximation methods, the model is simulated with a shearing load of 15 N for both neo-Hookean and Gent constitutive models, with the parameters defined in section 3.1.

4.2. Convergence with optimal perturbation magnitudes

All approximation methods with optimal perturbation magnitudes were found to attain convergence. The deformed contour plot showing the shear stress in the 1-2 plane is shown in Figure 4b and 4c.
for the neo-Hookean and Gent constitutive models respectively. Given that the stress is computed equivalently for the analytical and approximation methods, the same results are obtained for all measured quantities. Within Abaqus/Standard, the convergence behaviour may be observed by inspection of the maximum residuals in each iteration. The maximum force residuals are plotted for both neo-Hookean and Gent simulations in Figure 5(a) and (b). Both double and quadruple precision analytical elasticity moduli are included, denoted as $A(8)$ and $A(16)$ respectively. Though there are some minor differences in the residuals for the different methods, quadratic convergence in five iterations is reliably obtained for all methods.

4.3. Computational efficiency

Where available, evaluating the analytical elasticity moduli is more computationally efficient than using numerical approximation. This is due to analytical solutions typically requiring fewer computations and quadratic convergence is generally guaranteed. While the numerical approximations implemented here with optimal perturbation magnitude show quadratic convergence, it is known from the first implementation by Miehe[2] that approximation methods have higher computation times. However, previous studies[1, 2, 15, 18] have shown that with increased mesh refinement the difference between analytical and approximate methods’ solve times are decreased. This is due to the increased solution time required for the global matrix iterations in a more complex model, such that the computational effort of the stress and tangent components becomes less significant.

Using seven levels of mesh refinement, the computational efficiency of higher-order approximations, with standard double precision and the novel quadruple precision method, is...
investigated using the neo-Hookean constitutive model. Mesh refinement is controlled using a constant two elements through the thickness, since stress is constant in this direction. Then, starting with an $8 \times 8$ discretisation, the elements are doubled on each side, increasing the total elements by a factor of four for each subsequent mesh. Since this is a finite elasticity problem, the elasticity moduli require recalculation at each iteration for all integration points. Therefore the total CPU time is used to compare their computational efficiencies.

The results are given in Figure 6 where double and quadruple precision results are separated due to their considerable difference. To demonstrate the disparity, and for improved clarity, the quadruple precision first-order forward difference approximation (FD(16)-1) result is included in both plots. The plots show that even the first-order forward difference in quadruple precision requires significantly higher CPU times than all orders of double precision approximation. In contrast, the double precision first- and second-order approximations show CPU times similar and even lower than the analytical implementation. Though the lower CPU times are likely due to the somewhat random nature of low duration simulations that was found. Using a greater number of mesh refinements than previous studies[1, 2, 15, 18], the normalised CPU times are shown to generally increase as the mesh is refined until it reaches a maximum before then decreasing with further refinements. However, the quadruple precision approximations all require more than twice the CPU time for all meshes.

5. CONCLUSIONS

By investigating the two complementary numerical approximation methods, higher-order and higher floating-point precision numerical approximations, it is shown that elasticity moduli with accuracy comparable to analytical solutions can be obtained using numerical approximations in the real-domain. Using higher-order approximations, accuracy that tends towards the analytical values may be found but with diminishing returns as the order of the approximation increases. However, higher floating-point precision is the more dominant method. By increasing to quadruple precision, even first-order approximations obtain elasticity moduli more accurate than the double precision analytical solution, due to reduced round-off errors during computation with higher floating-point precision. In current finite element solvers, approximations higher than first-order are not required if quadruple precision is used, since additional increases in accuracy are negated upon truncation. While the computational efficiency decreases for higher floating-point precision approximations, the method guarantees equivalent convergence to an analytical solution with a simpler implementation. Where analytical tangent moduli are available they should be preferred as these generally offer the most computationally efficient implementation. Though quadruple precision approximations remain a useful aid to confirm the derivation of the analytical tangent moduli numerically and for debugging their implementation. When analytical tangent moduli are complicated or intractable, the first-order

Figure 6: Normalised CPU time for double (left) and quadruple (right) precision approximations.
The quadruple precision approximation method proposed here provides an accurate and effective means of implementation.
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APPENDIX

A. FINITE DIFFERENCE EQUATIONS AND COEFFICIENTS

The coefficients for central difference approximations up to the 12th-order are calculated using equation (19) and given in Table II.

Table II. Weighted coefficients $c_m$ for central difference approximations up to 12th-order.

<table>
<thead>
<tr>
<th>$n_{even}$</th>
<th>-6</th>
<th>-5</th>
<th>-4</th>
<th>-3</th>
<th>-2</th>
<th>-1</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\frac{1}{2}$</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>$\frac{1}{12}$</td>
<td>$\frac{2}{3}$</td>
<td>$\frac{2}{3}$</td>
<td>$\frac{1}{12}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>$\frac{1}{25}$</td>
<td>$\frac{3}{20}$</td>
<td>$\frac{3}{4}$</td>
<td>$\frac{1}{4}$</td>
<td>$\frac{3}{20}$</td>
<td>$\frac{1}{25}$</td>
<td>$\frac{1}{10}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>$\frac{1}{280}$</td>
<td>$\frac{4}{105}$</td>
<td>$\frac{1}{5}$</td>
<td>$\frac{4}{5}$</td>
<td>$\frac{4}{5}$</td>
<td>$\frac{4}{5}$</td>
<td>$\frac{1}{105}$</td>
<td>$\frac{1}{280}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>$\frac{1}{1260}$</td>
<td>$\frac{5}{504}$</td>
<td>$\frac{5}{84}$</td>
<td>$\frac{5}{21}$</td>
<td>$\frac{5}{6}$</td>
<td>$\frac{5}{6}$</td>
<td>$\frac{5}{21}$</td>
<td>$\frac{5}{84}$</td>
<td>$\frac{5}{504}$</td>
<td>$\frac{1}{1260}$</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>$\frac{1}{5544}$</td>
<td>$\frac{1}{385}$</td>
<td>$\frac{1}{50}$</td>
<td>$\frac{5}{63}$</td>
<td>$\frac{15}{56}$</td>
<td>$\frac{6}{7}$</td>
<td>$\frac{15}{56}$</td>
<td>$\frac{5}{63}$</td>
<td>$\frac{1}{50}$</td>
<td>$\frac{1}{385}$</td>
<td>$\frac{1}{5544}$</td>
</tr>
</tbody>
</table>

B. ANALYTICAL ELASTICITY MODULI FOR FIRST INVARIANT HYPERELASTICITY

The analytical stress and elasticity tensors are defined for any hyperelastic constitutive model defined in terms of the first invariant $T_1$ of the Cauchy-Green strain tensors and the determinant of the deformation gradient $J$. For both material and spatial definitions, user input of four coefficients $(a, b, c & d)$ is required, which are defined as follows

$$a = 2 \frac{\partial W}{\partial T_1}; \quad b = 4 \frac{\partial^2 W}{\partial T_1^2}; \quad c = \frac{\partial U}{\partial J}; \quad d = \frac{\partial^2 U}{\partial J^2}$$

(34)
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The implementations are therefore general and require only the definition of these coefficients for all hyperelastic constitutive models defined in terms of $I_1$ and $J$. For the neo-Hookean and Gent constitutive models defined in section 3.1, these coefficients are given in table III.

### Table III. Coefficients for calculation of analytical stress and elasticity moduli.

<table>
<thead>
<tr>
<th></th>
<th>$a$</th>
<th>$b$</th>
<th>$c$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>neo-Hookean</td>
<td>$2C_1$</td>
<td>$0$</td>
<td>$2D_1 (J - 1)$</td>
<td>$2D_1$</td>
</tr>
<tr>
<td>Gent</td>
<td>$\frac{\mu}{(1 - \frac{1}{J_m})}$</td>
<td>$\frac{2\mu}{(1 - \frac{1}{J_m})}$</td>
<td>$\frac{b_0}{2} (J - \frac{1}{J})$</td>
<td>$\frac{b_0}{2} (1 + \frac{1}{J})$</td>
</tr>
</tbody>
</table>

#### B.1. Analytical material tensors

In the material configuration the 2nd Piola-Kirchhoff stress is defined as:

$$\mathbf{S} = \mathbf{S}_{iso} + \mathbf{S}_{vol} = a \left[ J^{-2/3} \left( 1 - \frac{1}{3} J I_1 C^{-1} \right) \right] + c \left( J C^{-1} \right)$$

(35)

The material elasticity tensor is defined as

$$\mathbf{C} = \mathbf{C}_{iso} + \mathbf{C}_{vol}$$

(36)

$$\mathbf{C}_{iso} = \frac{2a}{3} J^{-2/3} \left[ I_1 (\mathbf{C}^{-1} \otimes \mathbf{C}^{-1}) - \left[ (\mathbf{C}^{-1} \otimes \mathbf{1}) + (\mathbf{1} \otimes \mathbf{C}^{-1}) \right] + \frac{1}{3} I_1 (\mathbf{C}^{-1} \otimes \mathbf{C}^{-1}) \right]$$

$$+ b J^{-2/3} \left[ (\mathbf{1} \otimes \mathbf{1}) - \frac{1}{3} I_1 \left[ (\mathbf{C}^{-1} \otimes \mathbf{1}) - (\mathbf{1} \otimes \mathbf{C}^{-1}) \right] + \frac{1}{9} I_1^2 (\mathbf{C}^{-1} \otimes \mathbf{C}^{-1}) \right]$$

(37)

$$\mathbf{C}_{vol} = J (c + d J) (\mathbf{C}^{-1} \otimes \mathbf{C}^{-1}) - 2c J (\mathbf{C}^{-1} \otimes \mathbf{C}^{-1})$$

(38)

#### B.2. Analytical spatial tensors

In the spatial configuration, the Kirchhoff stress is defined as

$$\mathbf{\tau} = \mathbf{\tau}_{iso} + \mathbf{\tau}_{vol} = a \left( \mathbf{b} - \frac{1}{3} \mathbf{T}_1 \mathbf{1} \right) + c \left( J \mathbf{1} \right)$$

(39)

The spatial elasticity tensor defined in terms of the Oldroyd-rate of the Kirchhoff stress is defined as

$$= \mathbf{\tau}_{iso} + \mathbf{\tau}_{vol}$$

(40)

$$\mathbf{\tau}_{iso} = \frac{2a}{3} \left[ \mathbf{T}_1 (\mathbf{1} \otimes \mathbf{1}) - \left[ (\mathbf{1} \otimes \mathbf{b}) + (\mathbf{b} \otimes \mathbf{1}) \right] + \frac{1}{3} \mathbf{T}_1 (\mathbf{1} \otimes \mathbf{1}) \right]$$

$$+ b \left[ (\mathbf{b} \otimes \mathbf{b}) - \frac{1}{3} \mathbf{T}_1 \left[ (\mathbf{1} \otimes \mathbf{b}) + (\mathbf{b} \otimes \mathbf{1}) \right] + \frac{1}{9} \mathbf{T}_1^2 (\mathbf{1} \otimes \mathbf{1}) \right]$$

(41)

$$\mathbf{\tau}_{vol} = J (c + d J) (\mathbf{1} \otimes \mathbf{1}) - 2c J (\mathbf{1} \otimes \mathbf{1})$$

(42)

For finite element codes where the Cauchy stress tensor and spatial elasticity tensor in terms of the Jaumann-rate of the Cauchy stress are required, the Cauchy stress is related to the Kirchhoff stress by $\mathbf{\sigma} = J^{-1} \mathbf{\tau}$ to give
\[ \sigma = \sigma_{iso} + \sigma_{vol} = aJ^{-1} \left( \bar{b} - \frac{1}{3} \bar{I} \right) + c(1) \] (43)

The Jaumann-rate elasticity tensor is related to the Oldroyd-rate elasticity tensor as previously defined in (15) to give

\[ ABQ = ABQ_{iso} + ABQ_{vol} \] (44)

\[ \bar{ABQ}_{iso} = aJ^{-1} \left[ (1 \odot \bar{b}) + (\bar{b} \odot 1) - \left( (1 \odot \bar{b}) (1 \odot \bar{b}) + \right) + \frac{2}{9} \bar{I} (1 \otimes 1) \right] \] (45)

\[ + bJ^{-1} \left[ (\bar{b} \odot \bar{b}) - \frac{1}{3} \bar{I} \left( (1 \odot \bar{b}) + (\bar{b} \odot 1) \right) + \frac{1}{9} \bar{I}^2 (1 \otimes 1) \right] \]

\[ ABQ_{vol} = (c + d)J (1 \otimes 1) \] (46)
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