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Introduction

Solar sailing is increasingly being considered by space agencies for future science missions.  With the absence of reaction mass from the primary propulsion system arises the potential for new high-energy mission concepts in the mid to far term, such as a Solar Polar Orbiter or an Interstellar Heliopause Probe.
, 
  One of the most time consuming tasks of mission analysis is trajectory generation and optimization.  Optimal trajectory generation is a complex field and many schemes exist; however these are typically characterized as being computationally intensive systems requiring a good degree of engineering judgment.
 -, 
, 
, 

The work presented within this note evolves the use of blended locally optimal control laws from planet-centered solar sail trajectory generation into heliocentric applications.1, 
 -, 
, 
, 
  The primary advantage of locally optimal control laws is the speed with which they can be implemented in a trajectory calculation; giving results up to several orders of magnitude quicker than either direct or indirect optimization methods.  The primary disadvantage of locally optimal control laws is the non-optimal nature of the method and resulting solution, and that the position fixing elements cannot be optimized.  The approach adopted previously by the authors is that the weight functions used to blend the control laws should be independent of time, thus the osculating orbit elements set the weight of each control law prior to blending.7 -, 8, 9, 10  In 2003 Petropoulos proposed a similar approach for SEP orbit transfers.
  Traditionally the weight of each control law had been set as a function of time, thus negating the time independent advantages of locally optimal control laws.
In Ref. 8 locally optimal control laws were used in the generation of complex, planet-centered solar sail transfers and station-keeping maneuvers.  The control method developed in Ref. 8, called Accessibility and Deficit (AnD) blending, seeks to give each individual control law a relative importance prior to defining the final weight functions and thus the blended control vector.  The deficit of each element from the final target value is considered.  Additionally, the efficiency or accessibility of any attempt to alter an orbital element is considered, thus avoiding inefficient use of the sail such as prolonged periods of high pitch.  The deficit and accessibility scores of each element are added together to gain the AnD score, which is then multiplied by a constant to determine the final weight of each element.8  The use of constants allows the control system to be fine tuned to increase optimality and essentially reduces the trajectory optimization problem from finding the pitch and clock angle control history to finding a small set of constants.  The selection of appropriate constants is intuitive, as will be demonstrated, although engineering judgment (or automation) allows a more rapid convergence towards the most favorable solution.  Note, in Ref. 8  the deficit score is found through application of an ideal solar sail force model.  However, within this evolution the deficit score is now found through application of the same non-ideal sail force model used to determine the sail thrust vector within the trajectory propagation; as such the assumption of an ideal sail when deriving the control laws no longer compromises the control laws efficiency when a non-ideal sail is used for trajectory propagate.

Two heliocentric mission scenarios will be considered, where the results will be compared with similar scenarios analyzed using a Sequential Quadratic Programming (SQP) method, a local optimizer, and an evolutionary neurocontroller, a global optimizer.
Solar Sail Trajectory Model

Modified equinoctial elements are utilized in the equations of motion, which are propagated using an explicit, variable step size Runge-Kutta (4, 5) formula, the Dormand-Price pair, a single-step method.
 -, 
, 
  Relative and absolute error tolerances are set at 10-12.  Solar electromagnetic energy flux is assumed constant at all times, adopting an accepted mean value of 1368 J s-1 m-2 at 1 AU.1  The sail force model applied can be that of an ideal solar sail or of a non-ideal sail, such as the parametric or optical force models.
  All trajectories assume an Earth departure C3 of zero, with all planetary positions found from an analytical propagation of the planetary ephemeris at J2000 (corresponding to the Julian date 2451545.0 Terrestrial Time).  The sail control angles are defined in the standard form with respect to a Sun-sail line reference frame.1  Thus, the pitch angle is defined between 0 and 90 deg with the clock angle defined between 0 and 360 deg.
Earth – Mercury Transfer

Mercury is an attractive destination for solar sail missions due to the proximity of the Sun which provides high energy flux levels.
  Many solar sail missions to Mercury have been proposed, ranging from an orbiter through to a complex sample return mission.1, 8, 9, 
 
 -, 
, 
  The generation of an Earth – Mercury transfer trajectory thus allows an excellent case study for heliocentric AnD blending, with ample trajectories available within the literature for comparison.  Due to the proximity of Mercury to the Sun the required sail characteristic acceleration is relatively low, however as a result of this an Earth – Mercury transfer becomes a multi-revolution transfer which increases the computational difficulty, especially for traditional optimization techniques.  We define sail characteristic acceleration as the acceleration imparted on the solar sail at 1 AU when the sail is trimmed to zero pitch.
Following much of the previous literature a characteristic acceleration of 0.25 mm s-2 is assumed for the Earth – Mercury transfer, using an ideal sail force model. 1, 8, 9, 17 - 20  It was found that using AnD blending the transfer should be split into two phases, the first concentrating on lowering the semi-major axis, the second on increasing orbit eccentricity and inclination to match those of Mercury.  The first phase is 753.3 days in duration, with the second requiring a further 298.3 days.  Note that the actual demarcation point between the two phases is typically found through sound judgment and a little trial and error.  The constants used on the AnD scores are denoted as, corresponding element = constant used.  Thus, in phase 1 the constants used on the AnD scores were a = 1.00, e = 0.29 and i = 0.25 and then e = 0.455, rp = 0.865 and i = 0.53 during phase 2.  
The elements not detailed were multiplied by zero, thus removing them from consideration.  Such simplifications can be made in order to rapidly produce a trajectory solution which is a good approximation of the best-case rendezvous scenario.  A plot of the transfer is shown in Figure 1, where we see the change of semi-major axis, eccentricity and inclination.  From Figure 1 it is seen that the orbit inclination remains low until the semi-major axis has been reduced, thus allowing the inclination to be increased more rapidly due to the shortened orbit period.  The sail control angles generated by the AnD blending algorithms were found to be oscillatory in nature and to correspond well with a 51 node SQP generated Earth – Mercury transfer which has a duration of 1041 days,19 that is to say, 10 days or less than 1 % shorter than the transfer generated by AnD blending.  Note that the SQP result was the best found in the literature and is thus used for reference.
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Figure 1  Diagram of a, e and i, with projection of route into axis also shown.
Interstellar Heliopause Probe
Several missions to the heliopause and beyond have previously been studied using many different propulsion systems.
 -, 
, 
, 
, 
, 
, 
, 
  The optimal propulsion system depends on the technology level assumed and the mission constraints imposed.  Recently, the concept of Technology Reference Studies (TRS) has been introduced to focus the development of strategically important technologies of likely relevance to future science missions.
  Within this note we will loosely follow the TRS requirements for the Interstellar Heliopause Probe (IHP) mission analysis, where it has been shown that a solar sail is the optimal propulsion system.28  The TRS states that the spacecraft should reach 200 AU in 25 years.  Furthermore, the sail should be jettisoned at 5 AU to eliminate any potential interference caused by the solar sail on the local space environment.
A recent engineering note used the locally optimal energy gain/reduction control law to generate solar system escape trajectories which, for high-performance sails, were relatively close to those produced using complex optimization procedures.
  This work however struggled to produce near-optimal escape trajectories when the sail performance was lowered and the trajectory became more complex.  We also note that for a high performance sail the solar system escape trajectory is relatively simple; hence the adopted method within Ref. 30 would be expected to approximate the global optimal solution.
Solar radiation flux drops off as 1/r2, thus a solar sail becomes increasingly ineffective at large solar distances.  Equally solar sails become increasingly effective at low solar radii.  It was thus realised by Sauer that a close approach of the Sun by a solar sail would allow sufficient energy to be gained to rapidly escape the solar system, such a maneuver is often termed a Solar Photonic Assist (SPA).15  A thermal limit of 0.25 AU will be adopted for most trajectories within this note, however as AnD blending enables rapid generation of near-optimal trajectories the impact on trip time of varying the thermal limit will also be presented.  Similarly, the effect of a non-ideal sail will be analyzed using the optical force model.  The term ideal sail is used to describe a sail which is modeled as a perfect reflector; the term non-ideal sail is used to describe a sail which is modeled using the optical force model.  The optical force coefficients used are those given in Ref. 15.  Some work has been conducted previously using this non-ideal sail force model for rendezvous trajectories and for heliopause trajectories.17, 
 -, 
, 
, 
, 
  Thereby it was found that flight times are typically 5 %, and on occasion up to 10 %, longer for the non-ideal sail force model.
During an initial analysis it was found that the most favorable 2D trajectory to 200 AU, with a minimum radius 0.25 AU, using an ideal sail with characteristic acceleration 1.5 mm s-2 has a single aphelion passage of approximately 2.83 AU and reaches 200 AU in 22.73 years.  We note that the instantaneous aphelion value at perihelion passage is 10.7 AU.  The velocity of the spacecraft at 5 AU, the sail jettison point, for this trajectory is 10.50 AU yr-1.
Using a start epoch of 03 January 2030, an initial analysis of 3D trajectories suggested that the optimal aphelion passage would increase from the 2D scenario, to just over 3 AU, with the velocity at 5 AU and trip time remaining very similar to the 2D case.  A start epoch of 03 January (Earth perihelion) gives an azimuth of order 230 deg at 200 AU.  We thus estimate the optimal Earth departure date to occur in late January.  Using this estimate a launch window analysis was performed for a 1.5 mm s-2 ideal sail, with a thermal limit of 0.25 AU.  It was found that for a given launch date the spacecraft azimuth at 200 AU could be varied by increasing or decreasing the aphelion passage radius, a larger azimuth being gained by increasing the aphelion passage radius.  It was found that the optimal launch date for a 1.5 mm s-2 ideal sail, with a thermal limit of 0.25 AU, was 26 January 2030.  The trip time to 200 AU is 23.17 years, with a spacecraft velocity of 10.47 AU yr-1 at 5 AU.  The best open azimuth 2D trip time found was just over 5 months (< 2 %) shorter than the 3D trajectory, with the velocity at 5 AU very similar.  The launch date scan is shown in Figure 2 from 23 January 2030 until 01 February 2030, with a maximum azimuth error at 200 AU of 0.2 deg.  Furthermore, it is noted that the elevation convergence is within 10-8 deg for all AnD blending generated IHP trajectories within this note.  
The constants applied to the AnD scores for the 26 January trajectory in phase 1 were, e = 1,
a = 0.54 and i = 0.35602, with the second phase using the locally optimal semi-major axis control law exclusively.  The inclination constant is found iteratively, such as to match the inclination to the target value as close to the end of phase 1 as possible.  It was found that if the sail was used beyond 5 AU only a small reduction in trip time was gained.
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Figure 2  Launch date scan for an ideal sail with characteristic acceleration 1.5 mm s-2; thermal limit 0.25 AU.
To quantify the optimality of the AnD blending method we compare the best-case trajectory with independently generated trajectories using SQP methods (a local optimizer) and an evolutionary neurocontroller, InTrance (a global optimizer).17, 31, 33, 35  The same sail characteristic acceleration, thermal limit and sail force model was used in these methods, with the sail being jettisoned at 5 AU.  The optimal duration of the SQP generated trajectory, using 201 control nodes, is shown in Figure 2, where we see that the optimal launch date was found to be 01 February, giving a trip time of 24.07 yrs, 2.79 % longer than the equivalent AnD trajectory on 01 February.  To quantify the optimality of the AnD blending method we thus compare against the InTrance results only.  To maintain consistency, the InTrance trajectory start epoch was fixed as 01 February 2030, with the azimuth and elevation also constrained, thus allowing the sub-optimal nature of both the SQP and AnD results to be found.  Note the end constraints within the InTrance model are ± 0.1 AU of the target point in space.  It is seen in Figure 2 that the InTrance optimal trip time to 200 AU is 22.81 years, which is 7 months shorter than the equivalent AnD trajectory and over 15 months shorter than the equivalent SQP result.  We conclude that the AnD blending method has generated a trajectory to within 2.5 % of the solution found using InTrance, a global optimization method, while the SQP method has generated a trajectory which is 5.25 % slower than the solution found using InTrance.
We now consider a characteristic acceleration of 1 mm s-2 to investigate dual loop trajectories.  It was found that a low velocity solar system escape could be achieved with a single SPA with this level of sail performance.  Note that it is exactly this scenario which previous attempts to use locally optimal methods to produce solar system escape trajectories have struggled with and typically produced very sub-optimal results.30  Launch was fixed at 03 January 2030 and no attempt was made to constrain the spacecraft azimuth at 200 AU, thus allowing the near-optimal trajectory to be rapidly identified.  The radius of the first aphelion passage is minimized by applying the perihelion reduction locally optimal control law.  The second phase of the trajectory targets the second aphelion passage radius, much as during the first phase of the single revolution trajectories previously discussed.  A third phase is thus used as the energy boost phase during the second perihelion passage, where once again only the semi-major axis controller is used.  

Trip time to 200 AU with an ideal and non-ideal sail of characteristic acceleration 1 mm s-2 is shown in Figure 3 for a partially constrained 3D trajectory, i.e. open azimuth and 7.5 deg elevation at 200 AU, along with the corresponding velocity at 5 AU for each of the most favourable trajectories found.  We note that a non-ideal sail typically adds in the region of
5 % to the ideal sail trip time, as was found in Ref. 35.  
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Figure 3  Trip time to 200 AU (dash) against minimum radius and velcoity at 5 AU (solid) for ideal and non-ideal sails with characteristic acceleration 1 mm s-2.
Though not shown in Figure 3 the minimum trip times generated using SQP with an ideal sail, at 0.20 AU and 0.25 AU thermal limit, were found to be 6 % and 3 % longer, respectively, than the exactly equivalent AnD result.  Figure 3 shows the near-equivalent results generated using InTrance.  We note at this stage that the method of constraint definition within InTrance does not allow for an elevation constraint to be set without an azimuth constraint.  Rather, within InTrance the azimuth and elevation are constrained and the launch date remains open, where it was fixed within the AnD analysis.  This distinction is a small but bothersome factor as it means that the InTrance results in Figure 3 cannot be stated as exactly equivalent, only near-equivalent.  However, it does allow analysis of the effect of such a simplification.  We recall from earlier that the change from a fixed launch date to open launch date resulted in an increase in trip time of approximately 1.3 %, using AnD.  Thus, so long as the InTrance solution is less than 1.5 % different from the AnD solution we can assume the AnD solution to be near-optimal.  It was found that the trip times in Figure 3 generated using InTrance are mostly slower than the near-equivalent AnD solution, however all are within 1 % except for the non-ideal sail scenario with minimum radius 0.20 AU, which is 1.21 years or 4.4 % slower.  We thus conclude that while the AnD results are providing excellent rapid quantification of the trip time to 200 AU, the open azimuth approximation can on-occasion be an over simplification.
Conclusions
A previous (planetocentric) method of assessing the relative importance of orbit elements during solar sail transfers called Accessibility and Deficit, AnD, blending has been evolved, allowing rapid generation of heliocentric trajectories by blending locally optimal control laws.

An Earth – Mercury trajectory was presented to demonstrate the capability of AnD blending when attempting to find planet – to – planet transfer trajectories.  It was found that the AnD generated trajectory duration was within 1 % of the sequential quadratic programming, SQP, generated trajectory.  Thus, AnD blending can provide a very good rapid assessment of such a mission scenario, or provide an excellent initial guess for further optimization as part of a detailed mission analysis.

The AnD blending method has also been demonstrated for generation of sail trajectories to 200 AU, where it was repeatedly shown that AnD generated trajectories were very similar in duration to the transfer time found using an evolutionary neurocontroller, which is expected to be near-global optimal.  Furthermore, the AnD generated trajectories were consistently more efficient than SQP generated trajectories.  AnD blending has been shown able to optimize a solar sail trajectory using a non-ideal sail force model.  The AnD blending results clearly demonstrate that a non-ideal sail will require a characteristic acceleration of approximately 1.5 mm s-2 to reach 200 AU in 25 years, assuming no optical surface degradation.
We conclude that AnD blending is a highly efficient method for the rapid generation of trajectories, reducing the trajectory optimization problem from finding the pitch and clock angle control history to finding a small set of constants by which to multiply the AnD score.  Thus, in the Earth-Mercury transfer trajectory where the SQP method had to optimize 102 data points (51 nodes of pitch and 51 nodes of clock) the AnD method reduces this to only 6 data points, split evenly over two trajectory phases, a very significant reduction in computational effort.  Furthermore, the 200 AU trajectories simplify the equivalent SQP problem from 402 data points to 5 data points for the dual loop trajectories and only 3 for the single loop trajectories, while also providing trajectories which outperform the SQP solution.  AnD blending allows swift and accurate mission analysis while also providing an excellent initial guess to other optimization methods.
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