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Abstract
This study concerns modelling of noise emanating from rotating sources such as helicopter rotors. We present an accurate and efficient algorithm for the solution of the retarded time equation, which can be used both in subsonic and supersonic flow regimes. A novel approach for the search of the roots of the retarded time function was developed based on considerations of the kinematics of rotating sources and of the bifurcation analysis of the retarded time function. It is shown that the proposed algorithm is faster than the classical Newton and Brent methods, especially in the presence of sources rotating supersonically.
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1. Introduction
The solution of the retarded time equation is the first requirement in any noise prediction code, independently of the implemented formulation. In
order to better understand this statement it is helpful to describe briefly the
most common formulations for the prediction of noise from moving sources.

These formulations are based on the Ffowcs Williams - Hawkings (FW-H)
equation, a generalised form of the Lighthill’s Acoustic Analogy, which can
be used for arbitrarily moving bodies, (see 1). Using this approach the noise
prediction is divided into two phases: noise generation and noise propagation.
The first phase is obtained via the solution of the flow field inside the dynamic
source region using Computational Fluid Dynamics codes, the n the noise
waves are propagated, using the integral form of the FW-H equation. The
propagation starts either from the body surface or from the boundary of the
near-field domain, in the case of porous formulation, and reaches the observer
in the far-field. This allows to save computational time and resources because
the CFD solution is limited only to the near-field domain.

The main advantage of this approach with respect to the Kirchhoff equation
is that the results obtained using the FW-H equation are much less sensitive
to the positioning of the near-field domain boundary as well as to the non-
linearities in the flow field (see 2; 3).

The FW-H equation is expressed in equation (1):

\[ c_0^2 \Box^2 p' = \frac{\partial^2}{\partial x_i \partial x_j} [T_{ij} H(f)] - \frac{\partial}{\partial x_i} \{[(\Delta P_{ij} n_j + \rho u_i (u_n - v_n))] \delta(f) \} + \]
\[ + \frac{\partial}{\partial t} \{[(\rho_0 v_n + \rho (u_n - v_n))] \delta(f) \} \]

where the box-operator, \( \Box^2 = 1/c_0^2 \partial^2 / \partial t^2 - \nabla^2 \), is the wave operator; \( T_{ij} = (\rho v_i v_j + P_{ij} - c_0^2 (\rho - \rho_0) \delta_{ij}) \) is the Lighthill’s tensor, where \( P_{ij} = \tau_{ij} + \rho \delta_{ij} \) and \( \Delta P_{ij} = P_{ij} - \rho_0 \delta_{ij} \); \( \rho \) is the density; \( p' = p - p_0 \) is the acoustic pressure; \( p \) and \( p_0 \) stand for pressure and pressure of the undisturbed medium, respectively;
\( c_0 \) is the speed of sound; \( u_n \) is the fluid velocity normal to a surface \( S \), which
is considered permeable, and \( v_n \) is the perturbation velocity normal to \( S \);
\( \delta(f) \) is the the dirac delta; and \( H(f) \) is the Heaviside function; finally, the
function \( f \) represents the equation of the moving surface source, which can
be either a solid or a porous surface (see (4) for further details).

Equation (1) is a generalised form of the Lighthill’s equation, \( c_0^2 \Box^2 p' = T_{ij} \),
and this is evident from the lines over the differential operators, in Equation (1),
which imply that the derivatives must be considered as generalised
derivatives, (see 5; 6), and the presence of two additional terms on the right
hand side of the Equation (1). The three terms on the R.H.S. are known
respectively as Quadrupole, Dipole or Loading and Monopole or Thickness term. Each one of these takes into account the different contributions of a complex noise source such as an helicopter rotor blade, e.g. the Thickness terms accounts for the noise generated by the blade’s thickness. The monopole and dipole terms correspond to the physical contents when the FW-H surface coincides with the blade surface.

Equation (1) is effectively a generalised inhomogeneous wave equation. Studying the solution of a simplified version of this kind of equations it is possible to obtain a solution for each term of Equation (1). For instance, given the Equation: \( \Box^2 \Phi(x, t) = Q(x, t) \delta(f) \), for the generic variable \( \Phi(x, t) \) and arbitrary surface source distribution \( Q(x, t) \delta(f) \), its solution is obtained using the free space Green’s Function and has the following form:

\[
4\pi \Phi(x, t) = \int_{-\infty}^{t} \int_{-\infty}^{\infty} \frac{Q(y, \tau) \delta(f) \delta(g)}{r} \, dy \, d\tau
\]  

in which \( f(x, t) = 0 \) is the data surface or characteristic cone (3; 7); \( r \) is the distance between the observer and the source.

The four dimensional integral in Equation (2) is reduced by using the appropriate variables. In particular, the Retarded Time formulation can be obtained by choosing the following variable representation in Equation (2): \((y_3, \tau) \rightarrow (f, g)\). This yields to:

\[
4\pi \Phi(x, t) = \int_{f=0} \frac{1}{r|1 - M_r|} \left[ Q(y, \tau) \right] \delta(f) \delta(g) \, dS
\]  

All the values in the integral are evaluated at the Retarded Time \( \tau^* \):

\[
\tau^* = t - \frac{r}{c}
\]  

Proceeding in the same fashion as above, it is possible to obtain the other formulations which could be already found in (1) and have been labelled later as Emission Surface (ES) and Collapsing Sphere (CS) formulations in (7). From Equation (2) choosing the variable representation: \((y_3, \tau) \rightarrow (F, g)\), where \( F(x, t, y) = f(y, \tau^*) \):

\[
4\pi \Phi(x, t) = \int_{F=0} \frac{1}{r \Lambda} \left[ \frac{Q(y, \tau)}{\Lambda} \right] \delta(f) \delta(g) \, d\Sigma
\]  

where \( \Lambda = |\nabla F| = \sqrt{1 - 2M_n \cos \theta + M_n^2} \).
Finally, the CS formulation of equation (2) is obtained using \((y_2, y_3) \to (f, g)\):

\[
4\pi \Phi(x,t) = \int_{-\infty}^{t} \int_{f,g=0} \frac{Q(y,\tau)}{r \sin \theta} \, d\Gamma d\tau
\]

(6)

where \(\Gamma\) is the curve intersection between the collapsing sphere and the surface source \(f = 0\), and \(\theta\) is the angle between the between the unit vector in the normal direction, \(\hat{n}\), and the unit vector in the radiation direction, \(\hat{r}\).

Although the formulations are different, the solution of the retarded time equation is a common factor, even in the CS representation, where \(\tau^*\) is not visible, \(\Gamma\) is obtained only after solving the intersection between collapsing sphere \(g = 0\) and \(f = 0\). The steps which compose the base of a noise prediction algorithm, independently from the specific formulation adopted, are:

- For the time \(t_j\) and panel \(\delta S_i, i = 1, N_p\), defined by the points \((S_{Pi}, P_i = 1, P_p)\) (where \(S_{Pi}\) are the number of points chosen to represent every single panel), find the corresponding retarded times \(\tau_{Pi}\).

- Calculate the surface area and aeroacoustic integrals over the panel \(\delta S_i\)

- Repeat the calculations until \(t_i \leq T_E\)

- Repeat the process for the total number of panels \(N_p\) in which the surface is discretised

The interpretation of the above scheme is straightforward, keeping in mind that \((x, t)\) must be fixed during each step, the complete computation is implemented in three loops. The inner loop evaluates the contribution of all the source \(\delta S_i\) in which the control surface is discretised, for a given \((x_k, t_j)\), then there is a loop to compute the time history of the sources for a fixed observer \(x_k\) and finally, when many observer positions are required, the process must be iterated for all the \(x_k\).

For the CS and ES formulations, the construction of the integration domain, which consist of curves in the CS formulation and emission surfaces \(\Sigma\) in the ES representation, can be performed only after the roots of the retarded time equation have been obtained. In fact, in these formulations both integrands and the domains are function of the retarded time \(\tau\), while
in the Retarded Time formulation only the integrands depend on $\tau$. Hence it arises the need for a fast and efficient method to obtain the $\tau^*$ roots.

Several well known and widely used root finder algorithms are described in literature. Considering their efficiency, the Newton and the Brent’s algorithms are the best exploited methods to accomplish this task, (see 8). These techniques are included in many computational tools and exploited in a variety of applications. In the specific case of the retarded time equation the use of one of these methods can identify the roots quite efficiently in subsonic conditions, (see 9).

In supersonic regime, where the retarded time equation has multiple roots for a given observer time instant, the aforementioned methods can easily fail. These two root finder algorithms require two pre-steps in order to start the search: the bracketing and initial approximation of each root. Such procedures, and especially the bracketing, will take a considerable part of the computational time, and given the characteristics of the retarded time equation and the presence of local minima and maxima, the solution cannot be guaranteed. Note that the methods presented in this study are complimentary to other computational aeroacoustic approaches used for noise and noise control prediction (10; 11; 12; 13).

In the following sections the steps and ideas, on which the novel root finder algorithm is based, are presented. More precisely, the kinematics of helicopter rotors is discussed in Section 2. This is followed, in Section 3, by the discussion on the Retarded Time equation and the behaviour of the $\tau^*$ roots for sources rotating in both the subsonic and supersonic regimes. In Section 4 the root finder algorithm developed during this study, is presented. Finally, in Section 6 the results and comparisons with existing techniques are shown, and the conclusions are drawn in Section 7.

2. Main Rotor Kinematics

The aerodynamic design of the helicopter’s main rotor is extremely complex since the first machines were introduced. Today, as described in (14), there are four main types of rotor hubs in use, which vary with the number and position of their hinges. These have been introduced in order to add more degrees of freedom to the blade motion and hence, decrease the aerodynamic loading on the rotor shaft and controls. In particular, the fully articulated hub design has two hinges plus a bearing:
flapping hinge allows the blades movement normal to the rotor disk, i.e. the blades can flap up and down depending on the aerodynamic loading

lead/lag hinge adds the in plane movement for the blades which is driven by the drag

pitch bearing allows the blades to feather and is used to control the blades’ pitch. This can be operated on all the blades collectively, i.e. collective pitch, changing the magnitude of the rotor’s thrust, or cyclically with respect to the blade azimuth, changing the phasing of the aerodynamic loads

The fully articulated rotor is the most complex design considering the number of components and the assembly procedure. Other hub design configurations are the teetering rotor, the hingeless rotor and the bearingless rotor. The teetering rotor has two blades which are hinged on the shaft, i.e. does not use any independent flap or lead/lag hinge. As a consequence, the blades will move like a teetering board, when one flaps up the other will flap down, and hence the name of this rotor configuration. More advanced design hubs are the hingeless and the bearing-less hub. The first one eliminates the need of flap and lead/lag hinges by using an advanced and sophisticated aerelastic design of the blades. The bearing-less hub eliminates also the pitch bearing.

Thus, for any type of helicopter hub, the degrees of freedom of the rotor’s blades comprise at least flapping, feathering and, with the exception of the teetering design, the lead/lagging motion. Hence, the motion of a reference frame connected to the main rotor blades with respect to a fixed observer on the ground must include at least all the above degrees of freedom in addition to rotation and translation with respect to the ground fixed reference frame.

Figure 1 clarifies the meaning of these latter frames, the observer frame $O_f$, the $G_f$ which is the reference frame fixed to the ground but with the $Z$ axis oriented as the rotor shaft, i.e. rotated at an angle $\alpha_s$ with respect to the ground. The frame $M_f$ is oriented in the same fashion as the previous one but is translated with a velocity $V_H$ and with the origin on the rotor shaft. Finally, the rotating frame $R_f$ is connected to the $M_f$ and rotates with a rotational speed $\Omega$ around $z_{M_f}$. The angular, or azimuth, position of $R_f$ with respect to $M_f$ is $\psi = \psi_0 + \Omega t$, where $\psi_0$ is the initial azimuth position. This is the position with $x_{R_f}$ pointing towards the tail rotor and $y_{R_f}$ always fixed to the quarter chord line of the blade number 1. From the $R_f$ it is possible to obtain the absolute motion of a blade fixed point.
using the further three frame transformations which account for the flapping, lead/lagging and pitching motions.

Then, in order to calculate the motion of a point attached to the rotor blades with respect to the absolute ground observer frame, or vice versa, it is necessary to consider at least five intermediate reference frames, and both aerodynamic and aeroacoustic analysis must account for these reference frames, (see 15; 7). Furthermore, the normal and tangent vectors to the rotor blade surface are independent of time in the blade reference frame.

Based on the above discussion it is now possible to write the complete equation for the calculation of the radiation vector \( \mathbf{r} = \mathbf{x} - \mathbf{y} \) which connects the observer \( \mathbf{x} \) to the source point \( \mathbf{y} \), fixed with the blade surface:

\[
\mathbf{r} = \left[ \begin{array}{c}
[T_{GO}] \mathbf{x}_{OB} + \mathbf{V}_{OB} t \\
[([T_{GM}][T_{MR}][T_{RF}][T_{FL}][T_{LB}])] \mathbf{y}_B + \mathbf{H} + \mathbf{V}_h \tau
\end{array} \right]
\] (7)

where \( \mathbf{H} = (|[T_{RF}][T_{FL}][T_{LB}]|) f_{h} + ([T_{FL}][T_{LB}]) l_{h} + ([T_{LB}]) p_{h} \) accounts for the movements of \( f_{h} \), \( l_{h} \) and \( p_{h} \). These are respectively the offsets for flapping hinge, lead-lagging hinge and pitching hinge. The subscripts \( OG, GM, MR, RF, FL, LB \) represent the transformations from Observer to Ground, Ground to Moving, Moving to Rotating, Rotating to Flapping, Flapping to Lead/lagging, Lead/lagging to Blade frame respectively.

Equation (7) is a function of both \( t \) and \( \tau \). The analysis of one of the matrixes above will help to clarify this dependance. \( T_{RF} \), transformation between Flapping and Rotating reference frames, i.e. a rotation around \( x_{RF} = x_{Rf} \) will be:

\[
T_{RF} = \begin{bmatrix}
1 & 0 & 0 \\
0 & \sin \beta(\psi) & \cos \beta(\psi) \\
0 & -\cos \beta(\psi) & \sin \beta(\psi)
\end{bmatrix}
\] (8)

where \( \beta = \beta(\psi) \) is the flapping angle. This can be represented in the most general case of forward flight as an infinite Fourier series of \( \psi \) as:

\[
\beta(\psi) = \beta_0 + \beta_1c \cos \psi + \beta_1s \sin \psi + \beta_2c \cos 2\psi + \beta_2s \sin 2\psi + \ldots
\] (9)

The same discussion is valid for all the other matrices involving a rotational transformation. The flapping angle \( \beta \), the lead/lag angle \( \zeta \) and the pitch angle \( \theta \) are included in the current noise prediction method by means of Fourier series truncated at the second harmonic, as in Equation (9). This
Figure 1: Reference frames form Observer to Rotating frame.
approximation is considered sufficiently accurate for noise prediction, (see 15). In helicopter aerodynamic analysis the angles connected to the motion of the main rotor are always described via the Fourier series coefficients both during experimental and computational campaigns. It is an efficient approximation to include the strong dependency of these angles on the azimuth position \( \psi(\tau) \), and thus indirectly on \( \tau \).

The details of the calculation of the Fourier coefficients are outside the scope of this paper, but a detailed discussion on helicopter rotor trim, design and more in general helicopter’s aerodynamics can be found in (14).

3. Bifurcation analysis or the Retarded Time equation

Bifurcation Theory, more precisely Catastrophe Theory, (see 16; 17), are used to analyse the degenerate critical points of the potential function for a dynamical system. In such points the first and one or more higher derivatives of the potential function are zero. These are called the germs of the catastrophe geometries. Interestingly, the degeneracy of these critical points can be unfolded by expanding the potential function as a Taylor series in small perturbations of the parameters. In this section the aforementioned process is applied to clarify the degeneracy point of the function \( g = 0 \) for \( M = 1 \).

The definition of the radiation vector \( r \) has been introduced in Equation (7) for a source which is fixed to the helicopter main rotor blades. Without loosing any generality it is possible to analyse the behaviour of the retarded time roots for a source fixed to the rotating frame \( Rf \), hence neglecting the flapping, led/lagging and pitching motions. The same analysis could be extended to include these motions by considering Equation (7) in place of the equation below, in the ground frame \( Gf \):

\[
\mathbf{r} = \begin{bmatrix} T_{GO} \mathbf{x}_{OB} + \mathbf{V}_{OB} t - \begin{bmatrix} T_{GM} \mathbf{y}_{B} + \mathbf{V}_H \tau \end{bmatrix} 
\end{bmatrix} (10)
\]

The retarded time equation was defined in 4; below the equation is written in expanded form:

\[
|\mathbf{r}| = \sqrt{\mathbf{r}^T \mathbf{r}} \\
= \sqrt{\begin{bmatrix} \mathbf{x}(\mathbf{x}_{OB}, t) - \mathbf{y}(\mathbf{y}_{B}, \tau) \end{bmatrix}^T \begin{bmatrix} \mathbf{x}(\mathbf{x}_0, t) - \mathbf{y}(\mathbf{y}_0, \tau) \end{bmatrix} \\
= \sqrt{\mathbf{x}^T \mathbf{x} + \mathbf{y}^T \mathbf{y} - 2 \mathbf{x}^T \mathbf{y}} \\
\tau = t - \frac{\sqrt{\mathbf{x}^T \mathbf{x} + \mathbf{y}^T \mathbf{y} - 2 \mathbf{x}^T \mathbf{y}}}{c} \quad (11)
\]
Even for this simplified analysis, equation (11) is an implicit function of $\tau$ and cannot be resolved analytically because the motion of the source $y$ is complex and involves transcendental functions. On the other hand, although the equation is implicit in $t$, the motion of the observer $x$ is always simpler than the source’s motion. The Forward Time Algorithms exploit this characteristic by defining $\tau$ and calculating the time $t$ when the signal reaches the observer, i.e. propagating the signal forward in time at an instant $t > \tau$.

In order to devise a more efficient root finder process for retarded time algorithms, it is necessary to analyse the behaviour of the function $\tau(r, t)$ and its derivatives with respect to $t$. The solution of Equation (11) represents the intersection between the spherical waves centred in $x_B$ whose radius is varying as $r = c(t - \tau)$, and the curve in space described by the motion of the source point $y_B$ for the same $t$ and $\tau$. The radiation distance $r$ is covered by the pressure signal in the time $r/c = (t - \tau)$, due to the finite speed of sound waves and is known as Compressibility Delay (see 18).

The existence of single or multiple roots for $\tau(r, t)$ depends on the speed at which the source moves along the radiation vector. More precisely, this speed is defined as $v_S \cdot \hat{r}$ or in terms of mach number as $M_r = v_S \cdot \hat{r}/c$. Calculating the derivatives of the function $g = 0$ with respect to $\tau$ at constant $y_S$ it
appears $M_r$:

\begin{align}
  g(t, \tau, r) &= \tau - t + \frac{r}{c} \tag{12} \\
  \frac{\partial g(t, \tau, r)}{\partial \tau} &= 1 - \frac{1}{c} (v_s \cdot \hat{r}) = 1 - M_r \tag{13} \\
  \frac{\partial^2 g}{\partial \tau^2} &= -\frac{1}{c} \left( \frac{\partial v_s}{\partial \tau} \cdot \hat{r} + v_s \cdot \frac{\partial \hat{r}}{\partial \tau} \right) \tag{14}
\end{align}

where the relation $\frac{\partial r}{\partial y_i} = -\frac{r}{r} = -\hat{r}$ is derived from the definition of $r$. $y_i$ is the $i^{th}$ component of $y(y_s, \tau)$. The derivatives in (13) and (14) can be combined in a Taylor series expansion of $g$:

\begin{equation}
  \frac{1}{2!} \frac{\partial^2 g}{\partial \tau^2} \Delta \tau^2 + \frac{\partial g}{\partial \tau} \Delta \tau + g(t, \tau, r) = 0 \tag{15}
\end{equation}

whose roots will provide three values of $\Delta \tau$ and hence of $\tau^* = \tau + \Delta \tau$ where $g(t, \tau^*, r) = 0$.

The sign of $1 - M_r$, in (13), partial derivative of $g$ with respect to $\tau$, will always be positive when the point source $y_s$ is moving with subsonic motion $|\mathbf{M}| < 1$, i.e. the function is monotonically increasing and there will be only one root $\tau$ for every observer time instant $t$. This behaviour is shown in figure 2(a) for the lines with $M_r < 1$.

The source Mach number $M_r$ depends on the rotational speed $\Omega$, on the distance of the source from the rotation point, i.e. $|y_s|$, and on the sound speed $c$ (and hence the fluid temperature) in the undistorted flow. By increasing the Mach number of the source, in the current case increasing $\Omega$, it is possible to observe the behaviour of $\tau$ versus the corresponding $t$. In particular, the steepness of the curve increases, until $M_r = 1$, where a part of the curve is perpendicular to the $t$ axis.

Figure 2(b) is a three dimensional representation of Figure 2(a) and represents a diagram of Cusp Catastrophe, (see 16; 17). These diagrams are obtained in the study of dynamical systems by varying the parameters of the system and following its behaviour. In this case $g = 0$ has only one solution for $M_r \leq 1$, which for $M_r \geq 1$ (here, we refer mainly to a range of $1 \leq M_r < 2$) splits into two stable solutions and one unstable solution (as per definition in (19)), central region of the "S" shape. Note that at $M_r >> 1$ there can exist more than three solutions.

Along the trajectory described by the point source, rotating at $M_r = 1$, there will be only one position for which the condition $M_r = 1$ is satisfied.
Considering that for the chosen motion of the source $y_s$ the trajectory is represented by a circumference of radius $|y_s|$, the condition $M_r = 1$ is verified when the radiation vector $r$ is tangent to this path. When the source point passes from this specific position, along its trajectory, it is moving toward the observer with the same speed of its acoustic signal, i.e. the speed of sound $c$.

The analysis of the second partial derivative of the function $g$ with respect to $\tau$ will help to clarify this condition. It can be found from (14) that $\frac{\partial^2 g}{\partial \tau^2} = 0$ in the same position, along the trajectory of the source, where $\frac{\partial g}{\partial \tau} = 0$. The acceleration vector $\frac{\partial v_s}{\partial \tau}$ is always normal to the velocity vector which, in the point $\frac{\partial g}{\partial \tau} = 0$, is parallel to $\hat{r}$. Thus, the first dot product on the r.h.s. in (14) is 0, furthermore the second term on the r.h.s. is expanded as $\langle M \cdot (c/r(M_r \hat{r} - M)) \rangle$ which is zero when $(M||\hat{r})$ and $M = 1$, i.e. in the same point as $(1 - M_r = 0)$.

The combination of these two conditions, i.e. first and second derivatives (or Hessian determinant) equal to zero, means that the function $g$ has a cusp in this point. A cusp is also visible in the plots of $\frac{\partial g}{\partial \tau}$ versus $t$ for $M = 1$, Figure 3.

When the source Mach number is $M > 1$ the Equation $g(t, \tau, r) = 0$ will have multiple roots of $\tau$ for a given observer time instant $t$. This is shown as an S shape in the curves $\tau(t)$ obtained as solutions of $g = 0$. The observer time Equation $t(\tau) = \tau^{-1}(t)$ has in this case two points of local minima or

Figure 3: Behaviour of $1 - M_r$ by varying source rotational speed $\Omega$: a) Close up of sources with $M \leq 1.0$ and b) sources with $0.4 \leq M \leq 2.0$. 
maxima, i.e. two points in which \( \frac{\partial t}{\partial \tau} = 0 \) or \( \frac{\partial g}{\partial \tau} = 0 \).

The meaning of the multiple positions of the emission point can be clarified by analysing the point source kinematics and physics. There will be three segments of the source point trajectory from which the emitted acoustic signals will reach the observer at the same time instant. The multiple roots segments of the source point trajectory can be found in the proximity of the point where the radiation vector is tangent to \( y_s \) path. It is obvious that at the tangent point \( M_r \) will be exactly \( M_r = |M| \). This means that the two points in which \( \frac{\partial t}{\partial \tau} = \frac{\partial g}{\partial \tau} = 0 \), i.e. \( M_r = 1 \), can be found via the following equation:

\[
(1 - M_r) = (1 - |M| \cos \theta_{rM}) = 0
\]

\[
\Rightarrow \cos \theta_{rM} = \frac{1}{|M|}
\]  

The solution of (16) can be calculated in terms of azimuth values \( \psi \). The two roots of this equation are at a symmetric positions with respect to the tangent point \( \psi_{tn} \). The azimuthal distance of the two roots from \( \psi_{tn} \) tends to increase with the increase of \( M \) and will reach a value \( \Delta \psi \) as close to 90° as much \( M \) tends to \( \infty \).

The function \( \tau(t) \) corresponding to \( g = 0 \) is plotted in Figure 2, for several different values of Mach number \( M \), in the range \( M = 0.4 \) up to \( M = 2.0 \). Some more insight on the retarded time equation can be gained by looking at the plots of \( \frac{\partial g}{\partial \tau} \) and \( \frac{\partial^2 g}{\partial \tau^2} \), in Figs.3 and 4, same Mach range as the previous figure. The first partial derivative, \( 1 - M_r \) decreases reaching 0 when \( M = 1 \) with the cusp point clearly visible. For further increase in \( M \) all the curves present a Crunode or ordinary double point defining a loop. The size of this loop increases with \( M \) and is connected to the size of the \([\tau, t]\) region having multiple \( \tau \) roots for each \( t \). Figure 4 highlights that \( \frac{\partial^2 g}{\partial \tau^2} = 0 \) when \( \frac{\partial g}{\partial \tau} = 0 \), hence the existence of degenerate critical points for \( g \). Furthermore, the positive and negative values of \( \frac{\partial^2 g}{\partial \tau^2} = 0 \) in Figure 4, suggest that the corresponding Emission Surface \( F(t, \tau^*) = 0 \) will change its curvature in the critical point.

### 4. Root finder algorithm

The novel numerical approach to this problem was obtained after a detailed investigation based on the knowledge on the kinematics of the helicopter rotors and on the observed behaviour of the retarded time roots in
various flow conditions. The ideas which form the base for the development of the current algorithm have been introduced in the previous sections. In the following paragraphs it will be shown how the aforementioned analysis leads to the final version of the root finder algorithm implemented during this research.

The analysis of the retarded time function, \( \tau(t) \), highlighted the importance of \( \frac{\partial^2 g}{\partial \tau^2} \), as an indicator for the behaviour of \( \tau \). For this reason the Newton algorithm was considered as the optimum starting point for the proposed root finder method. It is now necessary to show the issues which affect the classical algorithms making them inefficient or not suited for conditions such as supersonic source motion.

It is possible to find multiple roots by means of the classical version of Newton’s and Brent’s algorithms, but in order to do so the roots must be first bracketed. Given an interval \([\tau_1, \tau_2]\), where supposedly the multiple roots of a generic function \( f \) are located, the bracketing algorithm will divide the input interval in a user set \( N \) number of sub intervals. The function \( f \) under analysis will then be evaluated on the extremes of each sub interval. The process is iterated until the sub interval in which \( f \) has two opposite signs is found.

It appears that the process described above can be quite inefficient when applied to the solution of \( g = 0 \). Assuming that the function \( g \) could have
up to three multiple roots, the bracketing process must be repeated until the three sub-intervals containing the roots are found; even though for the function \( g \), as illustrated in Figure 2, the existence of multiple roots is confined only in a small part of the observer time history. Hence, even when \( g \) has single \( \tau \) root, i.e. during the majority of observer time history, the root bracketing algorithm will inefficiently seek for the other two roots sweeping all the defined \( N_{si} \) and thus increasing the computational time. This process must be repeated for every observer time \( t \) along the overall observer time interval \([t_s, t_e]\) defined in the calculation and for all the source points which define the integration domain of interest. This process will add many unnecessary steps to the overall computational time.

Unfortunately the root bracketing process is a fundamental step for both Newton’s and Brent’s algorithms and cannot be avoided. The only possible answer to this issue is to define a root finder method which does not require this time consuming procedure. In order to do so it is helpful to understand how the two aforementioned root finder algorithms work and why they require root bracketing. It must be remembered that for functions \( f(x) \) that are non-monotone, the two algorithms under analysis can encounter additional difficulties, (see 8), around local minima and maxima, \( \frac{df}{dx} = 0 \), and inflection points, \( \frac{d^2f}{dx^2} = 0 \).

The Newton method is based on a linear approximation of the function under analysis via a Taylor series expansion truncated at the first order. The method has quadratic convergence and, near the roots will converge very fast, but when the evaluation point is far from a root or close to critical points the method loses its high convergence properties and becomes linear. In the worst case the algorithm could reach a stall situation, i.e. the evaluation point starts oscillating around the function inflection point and the method cannot reach convergence. It is obvious that the closest to the root will be the first evaluation point, the faster and more certain the method will converge. Hence, the root bracketing process will play an important role in this task both for the Newton’s method convergence and for minimising the likelihood of failure in the root search. While for monotonic functions this improvement could be considered optional, in the case of non-monotonic functions the root bracketing step is indispensable. The Newton method alone will otherwise fail to provide all the required roots for such functions.

Brent’s method combines bisection, and inverse quadratic interpolation to obtain the root of a function \( f(x) \), within a defined accuracy, inside the
neighbourhood of a zero crossing interval. Inverse quadratic interpolation uses three prior points \([x_i, f(x_i)]\) to fit an inverse quadratic function, i.e. \(x\) as a quadratic function of \(f(x)\), whose value at \(f(x) = 0\) is considered the next estimate of the root \(x\). The algorithm includes also an internal root bracketing which is used in order to prevent the search from jumping outside the brackets of the input interval. Even for the Brent’s algorithm it is required a pre-step of a root bracketing algorithm in order to concentrate the search in smaller domains. Furthermore, the Brent’s algorithm alone is not suited to compute multiple roots. Only in combination with a root bracketing algorithm, which establishes the multiple roots’ intervals, Brent’s method can find multiple roots, working separately in each sub-interval.

From the discussion above it is apparent that the main reason for which the pre-step procedure of root bracketing is required is the linear behaviour of the two methods when the evaluation point is far from the root. Furthermore, the Newton’s algorithm is better suited for monotonic functions and the Brent’s algorithm cannot provide the multiple roots without a previous search of the sub-interval in which these roots exist. A possible solution then can be to consider a method which is non-linear, i.e. which implements an higher order approximation of the function under analysis.

In helicopter rotor aeromechanic analysis, described in Sec.2, the motion of the main rotor blades can be defined via transformation matrices between the different reference frames involved. Furthermore the angles, flapping, lead/lagging and pitching are generally represented via Fourier series of the azimuth \(\psi = \psi(\tau)\). For these reasons the calculations of \(\frac{\partial g}{\partial \tau}\) can be obtained analytically. Thus, Newton’s method is the best candidate as a starting point for the improved root finder method developed in this research.

While in the Newton’s algorithm the Taylor series expansion of the function \(f(x)\) is truncated at the first order, in the proposed approach the series is truncated at the third order. The function is thus approximated as a third order curve which is tangent to \(f\) in \(x\). This enhances the accuracy of the approximation which will remain close to the actual function for larger intervals, with respect to the first order series.

Starting from a Taylor series expansion of \(g(t, \tau, r)\) around the point \(\tau\), which is an initial estimate, and keeping constant the other variables:

\[
g(t, \tau + \Delta \tau, r) = g(t, \tau, r) + \frac{\partial g}{\partial \tau} \ast \Delta \tau +
\]
\[
+ \frac{1}{2!} \frac{\partial^2 g}{\partial \tau^2} \ast \Delta \tau^2 + \frac{1}{3!} \frac{\partial^3 g}{\partial \tau^3} \ast \Delta \tau^3 + \ldots
\]
and imposing that the $\Delta \tau$ increment will bring $g \to 0$ the following polynomial equation is obtained:

$$
\frac{1}{3!} \frac{\partial^3 g}{\partial \tau^3} * \Delta \tau^3 + \frac{1}{2!} \frac{\partial^2 g}{\partial \tau^2} * \Delta \tau^2 + \frac{\partial g}{\partial \tau} * \Delta \tau + g(t, \tau, r) = 0 \quad (18)
$$

whose roots will provide three values of $\Delta \tau$ and hence of $\tau^* = \tau + \Delta \tau$ where $g(t, \tau^*, r) = 0$.

In addition, by approximating the function with a 3rd order polynomial, three $\Delta \tau$ are obtained instead of one. Most of the times the smallest of the three roots of the approximating Taylor series will be under the set tolerance in the first evaluation. This reduces dramatically the computational time required to solve the whole problem. The gain in computational time remains positive even when considering the additional time required by the calculation of the second and third derivatives of the function. It should be highlighted that in the present analysis, although the first order derivative was calculated analytically, the high order derivatives were calculated numerically.

The solution of the third order polynomial is another operation which could affect the efficiency and efficacy of the proposed method but, if computed efficiently, this process will not increase the computational cost. In the proposed algorithm, the solution of the third order polynomial is obtained by implementing a fast analytical method capable of providing the three roots with a limited number of operations. This analytical method is based on an approach recently proposed by (20), which is similar to the classical solution of the second order polynomials. A brief description of this solution follows in the paragraphs below, further details can be found in (20).

Considering a generic third order polynomial $y(x)$

$$
y = ax^3 + bx^2 + cx + d \quad (19)
$$

For simplicity, we use $x$ instead of $\Delta \tau$ to present the solution of equation (18). The coefficients $a, b$ and $c$ correspond to the terms multiplying $\Delta \tau^3$, $\Delta \tau^2$, and $\Delta \tau$ in equation (18), and $d$ corresponds to $g(t, \tau, r)$. The solution of the cubic equation (19) is based on the same ideas as the Cardano solution.
but introduces the following parameters:

\[
\begin{align*}
\delta &= \frac{b^2 - 3ac}{9a^2} \\
h &= 2a\delta^3 \\
\lambda &= 3\delta^2 \\
x_N &= \frac{-b}{3a} \\
y_N &= ax_N^3 + bx_N^2 + cx_N + d
\end{align*}
\]

These parameters are characteristic of the particular polynomial and are used first to define the expected root patterns, e.g. one real and 2 complex roots or three real roots etc., and then to evaluate the roots. Essentially, these parameters reveal how the solution is connected to the curve’s geometry. The Nickalls’ method can evaluate the roots of a generic third order polynomial more efficiently than the classical third order Cardano method.

The third order polynomial approximation enables one to find \( \tau^* \) even if the evaluation point \( \tau \) is not very close to the root. This is a great advantage compared to the classical Newton’s method which requires close proximity to the root in order to accelerate the convergence. In Figure 5 it is evident that the approximation errors between the \( \Pi(\tau) \) and \( g(\tau) \) is, on average, 2 or 3 orders of magnitude smaller with respect to the linear method. In most of the cases, using \( \Pi^3 \), the approximate root of \( g \) is already below the set tolerance in the first evaluation. For those cases when this does not happen, it is possible to converge under the limit tolerance by including just one iteration of the linear Newton’s method.

Furthermore the three \( \Delta \tau \) roots of the polynomial can be ordered by increasing magnitude. The first, smallest, \( \Delta \tau \) represents the actual increment required to reach the closest root of the function under analysis. For cases when \( g \) has multiple roots, the second \( \Delta \tau \) represents a fairly good estimate of the second closest multiple root of \( g \).

5. Improved Retarded Time Algorithm

The classic retarded time algorithms are based on the following steps:

- define a starting observer time \( t_s \) and a constant positive time increment \( \Delta t \);
Figure 5: Function \( g(\tau) \) and approximating polynomials \( \Pi(\tau) \) along with the relative errors. \( (\Pi^3(\tau) \) is the 3rd order polynomial, \( \Delta \tau_0 = \frac{2\pi}{17 \times 360} \): a) \( g(\tau) \) and approx polynomials \( \Pi(\tau) \); b) Errors of \( \Pi(\tau) \).
• find for $t_s + i \Delta t, i = 0, N_t$ the time $\tau$ for which $g(t, \tau, r) = 0$, and if $M > 1$ search for 3 roots;
• if $t = t_e$ stop.

By using the steps described above, the search for multiple roots, when $M > 1$, will be performed in any case whether or not they exist. This will waste a lot of computational time in those intervals where only one single root is available. As can be seen from Figure 2, in the cases of supersonic motion there is a $t$ range where, increasing $\tau$ the observer time $t$ first increases then decreases and then finally increases again. Thus, for a positive increment of $\tau$ the corresponding increment in $t$ is not always positive.

This observation suggests an approach for the solution of the retarded time equation. The definition of the $\Delta t$ sign should not be constant and hardcoded in the algorithm but should lean on the behaviour of the retarded time function. An improvement in the efficiency of the standard retarded time algorithm can be obtained by using an increment $\Delta t$ which is not always positive but can also be negative or zero when required.

It is possible to do this by adding one more step to the base algorithm described above. During this step, given the approximating polynomial in the point $g(t, \tau^*, r)$, the algorithm verifies whether a new approximating polynomial computed in $g(t + \Delta t, \tau^*, r)$ can be solved. Then, the adjustments on $\Delta t$ sign are made based on the results from this query. The sign must change in order to sweep the $\tau(t)$ curve along the positive direction of $\tau$. The value $\Delta t = 0$ instead is necessary to take into account those instants when $g$ derivative, i.e. $1 - M_r$, is 0. $\Delta t$ will change sign just after these instants.

Exploiting the aforementioned idea it is possible to reduce the multiple roots search to a single root search. The other roots will be obtained by sweeping $\tau$ along its “S” shaped curve, i.e. varying $\Delta t$. Furthermore, it is not necessary to know the number of roots, and hence emission surface branches, a priori. The right number of roots in the $[t_s, t_e]$ will be obtained by the sweeping process. All these features make the improved algorithm more efficient and better suited to handle both subsonic and supersonic motions.

The aforementioned approach makes the solution of the Retarded time much faster when compared to the first order Newton method. Furthermore, the proposed approach has the capability of finding multiple roots in supersonic conditions without requiring the expensive roots bracketing process. This latter feature makes the algorithm efficient and less prone to failing
the search. In the following section the comparisons with the Newton’s and Brent’s algorithms are presented.

6. Comparison of Root finder algorithms

A rotating point source, or panel, represents an optimum case for comparing the performance of each of the different root finder methods. Considering a point \( P_1 \) which is in a Reference Frame \( Rf \) rotating with respect to the ground fixed frame, the kinematics of \( P_1 \) can be described with the equation:

\[
\mathbf{r} = (\mathbf{x}_{OB} - ([T_{GR}]) \mathbf{y}_{P_1})
\] (21)

Which is obtained by assuming \( \mathbf{V}_H = \mathbf{V}_{OB} = 0 \) in equation (10) and by considering only the rotational motion of \( P_1 \). Given the different behaviour of the retarded time roots in subsonic and supersonic regimes, the analysis will consider both regimes.

Although the above equation is much simpler with respect to the complete equation (7), it is still not possible to obtain an analytical solution for \( g(t, \tau, r) = 0 \). For this reason, the results from the different root finder algorithms must be compared with the numerical solution obtained via a Forward or “Advanced” time approach. The Forward time equation, \( t(\tau) \) can easily be solved numerically, and in the case of a stationary observer it is possible to obtain an analytical solution for \( t(\tau_{g=0}) \). Hence, the Advanced time numerical solution, could be considered equivalent to the analytical solution of \( \tau(t) \), through the solution of the inverse problem \( t(\tau) \).

Figure 6 illustrates the computational cost for each approach considered for the solution of the solution of rotating panels (HelicA identifies the approach proposed in this paper). The Mach number is evaluated at the centre of the panel and the computational time is normalised dividing by the computational time of the Advanced Time solution. The variation in Mach number is obtained by increasing the rotational speed \( \omega \). The number of intervals which is specified in Figure 6 represents the number of sub-intervals used in the bracketing step. This step is a requirement of the two classic methods, and while in subsonic conditions only 2 sub-intervals are used for both methods, in the supersonic regime the number of interval must be 2 orders of magnitude larger.

The computational time, plotted in Figure 6, refers to the solution of 500 panels. This is necessary in order to capture the average behaviour of each
Figure 6: Comparison of CPU times with different root finder algorithms, figures are shown with different number of intervals for the bracketing step required by Brent and Newton methods (the time is normalised dividing by the CPU time of the “ADVanced” time solution; 1P and 5P indicates the number of points per panel): a) 100 intervals; b) 200 intervals; c) 400 intervals; d) equivalent 400 intervals, i.e., all the codes solve 5P per panel.
algorithm for different panel geometries and observer positions. By considering 500 configurations the dependence on the aforementioned parameters is effectively averaged out from the results.

Observing the plots in subsonic regime, it is clear that all the algorithms require a similar computational time. Under these conditions, the Brent’s algorithm provides the faster solution, but it should be highlighted that both Newton and Brent’s methods consider only the panel centre in the solution. This is reported in the legend of Figure 6 with 1P, i.e. 1 point per panel. On the other hand the “Advanced Time” and the HelicA algorithms were executed considering 5P points per panel, the centre and the four panel vertices.

In Figure 6(d) the Newton’s and Brent’s algorithms were implemented resolving the same number of points per panel as the other two methods. The novel root finder algorithm performs faster than the classical methods, also in the subsonic regime; the computational time for the classical methods is comparable to the Advanced Time algorithm.

A more complex challenge arises when the sources are in supersonic motion, due to the existence of multiple retarded times $\tau$ and positions $y(\tau)$ corresponding to a single point source $y_0$ and observer time $t$. This increased complexity is visible in Figure 6, where a steep gradient and a sudden increase in computational time is evident in the curves representing the two classical methods for $M \approx 1$. This is due to the increase in the number of bracketing sub-intervals which is required in order to find all the multiple roots for a given observer time. The computational time increases proportional to the number of sub-intervals considered.

When a low number of sub-intervals is used during the bracketing step, the solutions obtained with the Newton’s and Brent’s algorithms do not capture the multiple $\tau$ roots for all the different Mach numbers. Hence, increasing the number of sub-intervals in the bracketing step has a positive effect on the search of multiple roots. In Figure 6, only the calculations performed with 400 sub-intervals could provide the multiple roots for all the supersonic conditions.

On the other hand, the Advanced Time and the root finder algorithm proposed in the present study do not show a strong dependence on the Mach number. The computational time required by the above method remains almost constant and around 10 to 20% higher with respect to the time required by the Advanced Time algorithm.

From a direct comparison between the HelicA root finder and the two
Figure 7: Solution of $\tau(t)$ via different root finder algorithms, $M = 1.6$ (non dimensional $t^* = (t - t_0)/T$ and $\tau^* = (\tau - \tau_0)/T$)
classical methods, it is evident the much higher computational time required by the latter two approaches, more than 5 times. Furthermore, in Figure 7 it is clear that both Newton’s and Brent’s algorithms do not capture the full range of multiple roots $\tau$, while the proposed algorithm follows closely the Advanced Time prediction. The two classical algorithms fail to identify the roots close to the local minimum and maximum of the inverse function $t(\tau)$, where the roots become so close to each other that they fall in the same sub-interval of the bracketing step. A possible solution to this problem could be to deploy an even finer sub-interval bracketing step, which in this case was executed with a value of 400 sub-intervals.

7. Conclusions

A novel approach for the search of the $\tau$ roots of the retarded time function has been presented in this paper. The approach is based on some considerations on the kinematics of rotating sources such as helicopter rotors, and on the bifurcation analysis of the retarded time function $g(t, \tau, r)$. From these ideas it was possible to define a novel root finder algorithm, which extends the Newton’s method, using a Taylor series truncated to the third order, and exploits the Nickalls method for the solution of third order polynomials.

The additional requirements in computational time, due to the calculations of the higher order terms in the Taylor series and to the solution of the third order polynomial, are overcome by the increased overall performance and efficiency of the proposed method. In fact, the algorithm was implemented numerically and its performance was compared to the Newton’s and Brent’s algorithms. From the comparisons it is clear that the proposed approach is faster and more efficient with respect to the two classical methods, especially in the presence of sources rotating supersonically. More precisely the overall computational time required by the proposed method is comparable to that required by a Forward time solution and can be up to 5 times faster than the classical root finders.


