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Abstract: The region merging algorithm is a widely used segmentation technique for very high resolution (VHR) remote sensing images. However, the segmentation of post-earthquake VHR images is more difficult due to the complexity of these images, especially high intra-class and low inter-class variability among damage objects. Herein two key issues must be resolved: the first is to find an appropriate descriptor to measure the similarity of two adjacent regions since they exhibit high complexity among the diverse damage objects, such as landslides, debris flow, and collapsed buildings. The other is how to solve over-segmentation and under-segmentation problems, which are commonly encountered with conventional merging strategies due to their strong dependence on local information. To tackle these two issues, an adaptive dynamic region merging approach (ADRM) is introduced, which combines an adaptive spectral-spatial descriptor and a dynamic merging strategy to adapt to the changes of merging regions for successfully detecting objects scattered globally in a post-earthquake image. In the new descriptor, the spectral similarity and spatial similarity of any two adjacent regions are automatically combined to measure their similarity. Accordingly, the new descriptor offers adaptive semantic descriptions for geo-objects and thus is capable of characterizing different damage objects. Besides, in the dynamic region merging strategy, the adaptive spectral-spatial descriptor is embedded in the defined testing order and combined with graph models to construct a dynamic merging strategy. The new strategy can find the global optimal merging order and ensures that the most similar regions are merged at first. With combination of the two strategies, ADRM can identify spatially scattered objects and alleviates the phenomenon of over-segmentation and under-segmentation. The performance of ADRM has been evaluated by comparing with four state-of-the-art segmentation methods, including the fractal net evolution approach (FNEA, as implemented in the eCognition software, Trimble Inc., Westminster, CO, USA), the J-value segmentation (JSEG) method, the graph-based segmentation (GSEG) method, and the statistical region merging (SRM) approach. The experiments were conducted on six VHR subarea images captured by RGB sensors mounted on aerial platforms, which were acquired after the 2008 Wenchuan Ms 8.0 earthquake. Quantitative and qualitative assessments demonstrated that the proposed method offers high feasibility and improved accuracy in the segmentation of post-earthquake VHR aerial images.
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1. Introduction

Rapid earthquake damage mapping of the affected areas is a fundamental and key task for earthquake damage assessment, relief, and mitigation [1,2]. The segmentation of post-earthquake images is particularly crucial in the process of mapping damaged areas as it directly reflects the locations that require urgent rescue efforts. The very high resolution (VHR) images, with a geometric positioning accuracy (spatial resolution) down to less than 1 m per pixel [3], such as those taken by IKONOS, Quickbird, GeoEye-1, Worldview-2 satellites, and aerial platforms, have been one of the most important sources of information required in timely disaster damage assessment. Such images have opened a door to a possibility of more objective and detailed damage description, however, efficient processing has long been a central issue [4,5]. Besides, the complex data properties in the form of heterogeneity and class imbalance in the post-earthquake VHR images constitute severe challenges for the segmentation.

In recent years, region-based methods, such as region merging, have become increasingly popular in the field of VHR remote sensing image segmentation [6]. Region merging is able to produce boundary-closed and spatial-continuous regions. Such ability renders it robust for broken patches and speckles. On the other hand, region merging can utilize the various features within a region segment to reflect its local structure characteristics [7]. Furthermore, in view of the scale variance of different natural objects, the availability of multiscale segmentation from the region merging method makes it highly appealing in VHR images [8]. However, in spite of the promising progress achieved in high-resolution imaging, the region merging methods are far from being well-studied in post-earthquake VHR images. These kinds of methods tend to produce a high degree of uncertainties in the resulting segmentations, which are derived from two key problems.

The first problem is that it is very difficult to measure the similarity of two regions without the prior knowledge due to the complexity of post-earthquake VHR images, i.e., high intra-class and low inter-class variability, especially for damage objects, such as landslides, debris flow, collapsed buildings, and dammed lakes. Many researches developed the similarity measures from either spectral or spatial features [5,9], which often lead to incomplete description of the image contents [10]. This insufficient delineation is unable to fully capture the spatial and structural patterns of damage objects, and thereby degrades their applicability in the post-earthquake environment. Over the decades, combining spectral and spatial features for region merging has attracted substantial interests from researchers. Several algorithms have been developed such as Markov random field [11], energy function based model [12], Gaussian mixture model [13] and graph cut [14]. However, these methods only address specific problems, and suffer from poor accuracy in the practical applications.

The second problem comes from the merging strategy, where the testing order is of crucial importance because it determines whether two regions should be merged [15]. Typically, the testing order of two candidate regions is defined according to their similarity. In the traditional methods, the similarity is strictly local because it only uses the features from the candidate regions themselves, without considering their surrounding regions. This makes the testing order highly dependent on local information and leads to incorrect segmentation. Also, the testing order is static, which is usually specified at the very beginning and remains unchanged during the merging process. As a result, it is unable to adapt to the changes of merging regions and often results in over-segmentation (where some regions can be merged) [16] and under-segmentation (where some regions can be split) [5], especially for post-earthquake VHR images where the damage objects are distributed in random order and spatially scattered. Many researchers attempt to resolve these problems by introducing dynamic strategies, such as dynamic region merging (DRM) [17] and dynamic statistical region merging (DSRM) [15]. These strategies can adjust the testing order dynamically and hence merge the most similar regions in a global style. However, these strategies are unable to obtain desirable global
properties when applied to the post-earthquake VHR images due to the fact that the testing order does not make full use of the information of the region segment. Therefore, it is reasonable to construct a dynamic merging strategy by considering the spectral and spatial features of each region.

To overcome the two problems above, we develop a new segmentation algorithm named adaptive dynamic region merging approach (ADRM) for VHR aerial post-earthquake images by integrating an adaptive spectral-spatial descriptor and a global optimal dynamic region merging strategy. The novel contributions of ADRM are twofold as highlighted below:

(1) An adaptive spectral-spatial descriptor is proposed to discriminate the complexity of different damage objects. First, the spectral/spatial histograms are extracted from each region in a segmented image. Then, for any two adjacent regions, the Bhattacharyya coefficients [18–20] between their corresponding histograms are calculated as their spectral and spatial similarities respectively. The adaptive spectral-spatial descriptor is obtained by automatically weighting these two similarities according to their homogeneity. The new descriptor gives an adaptive and semantic description for the inner similarity of geo-objects, and also explicitly captures the variations of different geo-objects.

(2) A globally optimal strategy for dynamic region merging is proposed to adapt to the complexity of post-earthquake VHR images. We first construct the region adjacency graph (RAG) [21] based on the segmented results and the proposed adaptive spectral-spatial descriptor, which effectively characterizes the spectral and local/global spatial features of the candidate regions. A nearest neighbor graph (NNG) [22] is built to define and dynamically adjust the testing order according to the RAG. After merging all similar regions, we repeat the previous two steps until the merging process is completed. Owing to the comprehensive utilization of spectral/spatial features and the dynamic testing order, the proposed merging strategy is a globally optimal dynamic solution. Therefore, this strategy is able to alleviate both the over-segmentation and under-segmentation simultaneously.

We demonstrate the feasibility of the proposed method on images from six subareas of the Wenchuan County, China, three days after the Ms 8.0 Earthquake on 12 May 2008. In this earthquake, almost 70,000 people died, and huge economic losses were caused in the damaged areas. It was one of the most destructive and largest earthquakes in China, even in the world. The experimental results have demonstrated that the proposed method offers high feasibility and improved accuracy in segmentation of post-earthquake VHR images.

The remainder of this article is structured as follows. Section 2 presents the proposed methodology for post-earthquake VHR image segmentation, which consists of an adaptive spectral-spatial descriptor and a dynamic region merging strategy. Experimental results of the proposed method and the comparisons with other segmentation methods are reported in Section 3. Discussions of the experiment results are given in Section 4. Finally, some conclusions are drawn in Section 5.

2. Methodology

In this work, an adaptive dynamic region merging (ADRM) segmentation method for VHR aerial images is proposed. As shown in Figure 1, the flow diagram of the ADRM includes three major components: (1) initial segmentation where over-segmentation is allowed; (2) histogram-based spectral and spatial feature extraction and adaptive region descriptors, and (3) dynamic region merging. The first component can be carried out using some well-known segmentation algorithms, such as mean shift [8,23], watershed [16,24], level set [25], and super-pixel [8]. In this paper, initial segmentation is obtained by using the mean shift method [23]. The second and the third components are the key parts of the ADRM and will be introduced in details in the next two subsections.
2.1. Feature Extraction and Adaptive Spectral-Spatial Descriptor

After initial segmentation, there are many over segmented regions available. The similarity between the adjacent regions is of great significance to guide the region merging. We propose an adaptive spectral-spatial descriptor to quantify the similarity between regions in this section. The descriptor considers both the spectral and global/local spatial features to delineate local damages with higher accuracy. Specifically, the spectral feature is derived from the RGB space quantization; while the spatial features consist of the local Gabor [26] texture quantization and global spatial color distribution [27].

2.1.1. Feature Extraction

(1) RGB space quantization (RGB) [8]. As a robust technique in characterizing the image spectral information, the RGB space quantization refers to a process that reduces the number of distinct colors used in an image, usually with the purpose that the new image should be as visually similar as possible...
to the original one. Let \( Z \) be the observed 8 bits image, and each color channel of \( Z \) is first uniformly quantized into \( Q \) grey levels. Let \( (r, g, b) \) and \( (r', g', b') \) be the color vector and the quantized color vector of a pixel \( z \) in the RGB color space, their relations can be defined by:

\[
\begin{align*}
    r' &= \text{floor}(r/(256/Q)) \\
    g' &= \text{floor}(g/(256/Q)) \\
    b' &= \text{floor}(b/(256/Q))
\end{align*}
\]

where \( \text{floor()} \) denotes the rounding operation toward negative infinity.

Let \( F_{\text{RGB}}(z) \) be the single-channel indexed color feature, it can be computed by [8]:

\[
F_{\text{RGB}}(z) = r'Q^3 + g'Q + b'  
\]

Thus a single-channel indexed image is produced where the intensity of pixels may have \( Q^3 \) different values. As the number of grey levels used in the quantized feature space is a trade-off between the discriminative power and the stability of the feature transform, empirical tests suggest to set \( Q \) to 16 [28].

2) Gabor texture quantization (GAB) [26]. The ability of 2D Gabor filter to clearly describe the local characteristics of both high- and low-frequencies in the imagery has facilitated its successful application in high-resolution remote sensing imagery segmentation [26,29]. An even-symmetric linear Gabor filter has the following form [30]:

\[
G_{\sigma,\theta}(x,y) = \exp\left\{-\frac{1}{2\sigma^2}[((x \cos \theta + y \sin \theta)^2 + (-x \sin \theta + y \cos \theta)^2)]\right\} \cos\left[\frac{2\pi}{\lambda}(x \cos \theta + y \sin \theta)\right]  
\]

where \( x, y \) are the coordinates of the pixel \( z \), \( \sigma \) determines the scale (window size), \( \theta \) specifies the orientation. \( \lambda \) is the frequency space wavelength, and \( \sigma/\lambda \) defines the half-response spatial frequency bandwidth [30]. The Gabor texture feature image in a specific scale and direction is the magnitude part of the convolution image between the image \( Z \) and the Gabor filter with the corresponding parameters \( \sigma \) and \( \theta \):

\[
F_{\gamma,\theta}(x,y) = G_{\gamma,\theta}(x,y) \ast Z(x,y)  
\]

Thus, we will have 24 Gabor texture feature images with \( \sigma = 0, 1, 2, 3 \) and \( \theta = \pi/3, 2\pi/3, \ldots, 2\pi \) which determine the four scales and six orientations of the Gabor filters. With the goal to improve the efficiency, three major components of the Gabor texture feature images can be extracted using principal component analysis (PCA) [31], and quantified into the Gabor texture quantization feature \( F_{\text{GAB}}(z) \) using Equations (1) and (2). By tuning to various scales and orientations in frequency space, the Gabor texture quantization feature \( F_{\text{GAB}}(z) \) gives a detailed and robust delineation of the information.

3) Spatial color distribution (SCD) [27]. SCD is a perceptual ancillary that reflects the spatial information in a global perspective regardless of noise, image degradations, changes in size, resolution and orientation [27]. SCD quantifies the spatial distribution of all specific colors by computing the spatial variance of the colors distribution, both horizontally and vertically. First, the Gaussian Mixture Models (GMMs) [32] are utilized to model the whole color composition of an image as \( \{a_c, u_c, \Sigma_c\}_{c=1}^{C} \), where \( \{a_c, u_c, \Sigma_c\} \) is respectively the set of weights, the mean color, and the covariance matrix for the \( c \)-th component, and \( C \) is the total number of color components. In this way, each pixel \( z \) in image \( Z \) is assigned to the \( c \)-th color component with a probability \( p(c|Z_z) \). The horizontal variance of the \( c \)-th color component \( V_{h}(c) \) is determined by

\[
V_{h}(c) = \frac{1}{|E|} \sum_{z} p(c|Z_z) \cdot |z_h - M_{h}(c)|^2  
\]
with
\[
p(c|Z_z) = \frac{a_c N(Z_z|u_c, \Sigma_c)}{\sum_c a_c N(Z_z|u_c, \Sigma_c)} \tag{6}
\]
\[
M_h(c) = \frac{1}{|E_c|} \sum_z p(c|Z_z) \cdot z_h \tag{7}
\]
where \(z_h\) is the \(x\)-coordinate of the pixel \(z\) and \(|E_c| = \sum_z p(c|Z_z)\). The vertical variance \(V_c(c)\) is defined by changing the \(z_h\) by \(z_v\), which is the \(y\)-coordinate of the pixel \(z\) according to Equations (5)–(7). The spatial variance of the \(c\)-th color component is a conjunction of the horizontal and vertical variances, i.e., \(V(c) = V_h(c) + V_v(c)\). Finally, the combination of the extracted global and spatial properties forms the final spatial color distribution feature \(F_{SCD}(z)\) as a weighted sum:
\[
F_{SCD}(z) \propto \sum_c p(c|Z_z) \cdot (1 - V(c)) \tag{8}
\]
which is unbiased and robust to non-perceptible color elements in both the spatial and color domains.

2.1.2. Adaptive Spectral-Spatial Descriptor

The similarity between each two adjacent regions is measured by using their corresponding histograms. The feature histograms of region \(R_i\) involve three aspects, namely RGB, GAB, and SCD, is defined as below:
\[
H^\mu_{k,R_i} = \frac{1}{N} \sum_{z \in R_i} \delta(F_k(z), \mu), \quad \mu = 1, 2, \ldots, Q^3, \quad k \in \{RGB, GAB, SCD\} \tag{9}
\]
where \(\delta(v, \mu)\) is the binary function defined by:
\[
\delta(v, \mu) = \begin{cases} 1, & \text{if } v = \mu \\ 0, & \text{else} \end{cases} \tag{10}
\]
where \(k\) denotes the features. The superscript \(\mu\) represents the \(\mu\)-th element of the histogram. The possible intensity value that \(F_k(z)\) could take is \(\mu = 1, 2, \ldots, Q^3\). \(N\) is the number of pixels in region \(R_i\). Note that the spectral histogram \(H_{spe,R_i}\) of region \(R_i\) is the RGB space quantization histogram \(H_{RGB,R_i}\), while the spatial histogram \(H_{spa,R_i}\) is obtained by concatenating the Gabor texture quantization histogram \(H_{GAB,R_i}\) and spatial color histogram \(H_{SCD,R_i}\):
\[
H_{spa,R_i} = [H_{GAB,R_i}, H_{SCD,R_i}] \tag{11}
\]

After obtaining spectral and spatial histograms for the regions, we use the Bhattacharyya coefficient [18–20] to measure the spectral and spatial similarities between the two adjacent \(R_i\) and \(R_j\). Their spectral similarity is defined as follows
\[
SIM_{spe}(R_i, R_j) = \sum_{\mu=1}^{Q^3} \sqrt{H^\mu_{spe,R_i} \cdot H^\mu_{spe,R_j}} \tag{12}
\]

From the perspective of the geometric interpretation, Bhattacharyya coefficient \(SIM_{spe}(R_i, R_j)\) actually measures the cosine of the angle between \((H^1_{spe,R_i}, H^2_{spe,R_i}, \ldots, H^{Q^3}_{spe,R_i})\) and \((H^1_{spe,R_j}, H^2_{spe,R_j}, \ldots, H^{Q^3}_{spe,R_j})\). The larger the Bhattacharyya coefficients of \(H_{spe,R_i}\) and \(H_{spe,R_j}\) are, the higher are their spectral similarities \(R_i\) and \(R_j\). Similarly, the spatial similarity \(SIM_{spa}(R_i, R_j)\) between adjacent regions \(R_i\) and \(R_j\) is defined by replacing spectral with the spatial counterparts \(H_{spa,R_i}\) and \(H_{spa,R_j}\).
Finally, the adaptive spectral-spatial descriptor that combines the spectral and spatial similarities to signify the similarity of adjacent regions is defined below:

$$SIM(R_i, R_j) = \overline{\omega}_{spe}SIM_{spe}(R_i, R_j) + \overline{\omega}_{spe}SIM_{spe}(R_i, R_j)$$

(13)

where $\overline{\omega}_{spe}$ and $\overline{\omega}_{spe}$ are the weights for spatial and spectral features respectively. To accommodate the individual structures at different local areas, we propose a fully automatic method for determining the weights. It is based on the principle that if the spectral data is homogeneous within both regions for a region pair, the weights should be adjusted to give the spectral information more importance [33,34]. Conversely, if there exists at least one region where the spectral data is heterogeneous, it is suggested that the texture is the dominant feature, and the algorithm allocates more weight to texture [33,34].

The homogeneity of each region is evaluated by the standard deviation calculated from $F_{RGB}(z)$. The weight of spectral similarity $\overline{\omega}_{spe}$ is defined in Equation (14) and that of spatial similarity $\overline{\omega}_{spe}$ in Equation (15):

$$\overline{\omega}_{spe} = \begin{cases} 
\max(S_{R_i}, S_{R_j}) / (S_{R_i} + S_{R_j}), & S_{R_i} < \psi_i \quad \text{and} \quad S_{R_j} < \psi_j \\
\min(S_{R_i}, S_{R_j}) / (S_{R_i} + S_{R_j}), & \text{otherwise}
\end{cases}$$

(14)

$$\overline{\omega}_{spe} = 1 - \overline{\omega}_{spe}$$

(15)

where $\psi_i = A_{R_i} + \beta_i S_{R_i}$. $A_{R_i}$ denotes the mean grey level of region $R_i$, $S_{R_i}$ is the standard deviation of grey level in region $R_i$, $\beta_i$ is a coefficient for combining the $A_{R_i}$ and $S_{R_i}$ of $R_i$ to measure the spectral homogeneity of the region, and $\beta_i \in [-2, 2]$ is recommended in Ref. [34].

2.2. Dynamic Region Merging Based on Graph Models

The proposed ADRM method addresses segmentation in an optimization framework aiming to find a global best solution for post-earthquake VHR aerial images. As illustrated in Figure 1, ADRM starts from the initially segmented image using mean shift, from which a graph-based representation is extracted. The initially segmented image is first represented by a graph structure. Then the region adjacency graph (RAG) is constructed by combining the graph structure with the region similarities. Conventionally, region merging is performed through a full scan of RAG, which is inevitably of high computational cost and low efficiency. To solve the problem, the nearest neighboring graph (NNG) is employed with its superiority in globally finding the most similar neighboring regions and dynamically updating the testing order. Therefore, the region merging in ADRM can be conducted in a dynamic style based on the graph models (e.g., RAG and NNG). Following that, the algorithm will head to the next iteration with the updated graph structure. The details are described as follows.

1. **Graph structure construction.** The graph structure of a segmented image is defined as $G = (V, E)$, where $V$ is a set of nodes corresponding to regions, and any two adjacent or neighboring nodes are connected with an edge $E$. Figure 3a,b shows an example of the constructed graph structure, where Figure 3a is a six-partitioned image and Figure 3b is the corresponding graph structure. As can be seen in Figure 3b, the edges of graph structure here express only the topology of the graph nodes without the similarity information.

2. **Region adjacency graph (RAG).** In order to guide the subsequent region merging, the similarity between any two adjacent regions ($SIM$) is required. As illustrated in Figure 3c, RAG is formed by assigning a weighted $SIM$ to each graph edge before it is used to guide the region merging process. The calculation of $SIM$ is discussed in Section 2.1.2.

3. **Nearest neighboring graph (NNG) construction.** Rather than scanning the whole RAG, region merging is expedited by searching only the priority queue in NNG. The NNG construction consists of three sub-steps [22].
**Building the directed edges.** NNG is defined as a directed graph, where the directed edge starts from one node in RAG and points to its most similar neighboring node (or nodes). The most similar pair of adjacent regions corresponds to the edge with the maximum weight (or weights). This process is illustrated in Figure 2, where for the given RAG in Figure 2a, Figure 2b shows the determined directed edges in NNG. The edge from R₁ to R₂ has the greatest weight among all edge weights connecting with R₁. Therefore, the directed edge from R₁ points to R₂. The other directed edges are defined similarly.

**Finding the cycle edges.** The cycle edges of NNG are formed when the edges of two nodes point to each other. As demonstrated in Figure 2b, the directed edges of R₁ and R₂ point to each other, and thus $cycle(R₁, R₂)$ is a cycle edge in NNG. Likewise, $cycle(R₄, R₅)$ is constituted. Note that the global best [35] pair of regions must belong to the region pairs connected by cycle edges. Hence, it is a significant advantage to search among cycle edges for the global best pair since it can reduce the number of candidate pairs significantly.

**Creating the priority queue.** All the cycle edges are recorded in a priority queue sorted by the edge weight, where the edge with the maximum weight is at the top of the priority queue. For example, in Figure 2b the edge weight in $cycle(R₁, R₂)$ is 0.8, which is larger than that 0.6 in $cycle(R₄, R₅)$, hence the priority queue is $(cycle(R₁, R₂), cycle(R₄, R₅))$.

(4) **Region merging.** Region merging is conducted according to the priority queue in NNG. For all cycle edges chosen from the priority queue, a threshold $ε$ is used to decide whether to merge the region pairs or not. Only the cycle edges whose edge weights are larger than $ε$ are considered for merging. Here $ε$ measures the similarity of regions, and it ranges from 0 to 1. For example, it is assumed that the threshold $ε$ is 0.7 to the priority queue $(cycle(R₁, R₂), cycle(R₄, R₅))$ obtained in Figure 2b. As illustrated in Figure 2c, regions are merged in the following process: $cycle(R₁, R₂)$ is on top of the priority queue thus R₁ and R₂ are first merged on account of the fact that $SIM(R₁, R₂)$ is larger than $ε$. On the contrary, although $cycle(R₄, R₅)$ is on the priority queue, R₄ and R₅ are not merged because $SIM(R₄, R₅)$ is smaller than $ε$.

(5) **Dynamic iteration.** Note that the regions are constantly changing during the merging procedure which consequently requires an updated testing order. Instead of the traditional static way, the ADRM adopts a dynamic strategy. Along the changing regions, the graph structure of region partition is updated accordingly, including the graph models RAG and NNG to find the globally most suitable solution. Correspondingly, the testing order is dynamically adjusted. In this way, region merging will continue until there is no new merging, that is, there is no cycle or no weight of cycle edge larger than $ε$ in NNG. It is noted that the parameter $ε$ serves as a scale parameter, which is application-dependent and can be set empirically or interactively.

![Figure 2. Illustration of region merging: (a) a given RAG; (b) the corresponding nearest neighboring graph (NNG) of the RAG and NNG circles; and (c) region merging based on NNG circles.](image-url)
2.3. Minor Object Elimination

Many small, perceptually less relevant regions remain after the dynamic region merging in the previous steps. These regions are usually contrasted sharply with their surroundings. Hence, they could not be merged into the more perceptually relevant neighbors. Nevertheless, these small regions, if not dealt with adequately, usually lead to an erroneous final segmentation full of broken patches. Therefore, we construct a minor object elimination strategy to reduce the influences of minor regions, especially the appearance of speckles.

The proposed minor object elimination strategy consists of two steps. First of all, any regions smaller than a given minimum area threshold $T_{\text{min}}$ are relabeled by its most similar adjacent region. Next, any speckles within a large region will be merged into that larger region if the area ratio of the speckle and its containing region is smaller than a threshold $T_{\text{rat}}$, and the similarity of them is larger than a threshold $T_{\text{sim}}$.

The advantage of the proposed minor object elimination steps is that it provides better control over the size of regions to be eliminated. In this context, small speckles can be removed without eliminating larger fine detail features, such as elongated regions. Therefore, the remaining regions are not distorted.

3. Experimental Setup and Results

3.1. Data Description

In this study, attention was directed to the area of Wenchuan, a county of Sichuan Province in south-western China stricken by a violent Ms 8.0 earthquake (centered at approximately 30.98°N and 103.36°E) on 12 May 2008. The focal depth of this earthquake was 14 km and the earthquake devastated a huge area in Wenchuan County. Figure 4 gives an overview of the study areas in this paper.

In this paper, the tested VHR aerial images (the spatial resolution is 0.67 m) were captured by the RGB sensors mounted on an aerial platform three days after the earthquake on 15 May 2008. To evaluate the proposed method sufficiently, six subareas images of the aerial images covering various damage objects, such as landslide, debris flow, and collapsed residential sites are chosen in this experiment, as highlighted in Figure 4, and detailed in Table 1. All of the study areas contain certain portions of collapsed residential buildings, and the intact houses which are partly covered by the collapsed structures. That is to say, the segmentation of the selected test areas is difficult and challenging.
Figure 4. Overview of study area and post-earthquake very high resolution (VHR) aerial imagery (natural color composite).

Table 1. The list of test images.

<table>
<thead>
<tr>
<th>Image</th>
<th>Platform</th>
<th>Size (Pixel)</th>
<th>Resolution</th>
<th>Landscape</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>Aerial</td>
<td>400 × 400</td>
<td>0.67 m</td>
<td>Rural collapsed residential area, forest, road</td>
</tr>
<tr>
<td>T2</td>
<td>Aerial</td>
<td>510 × 404</td>
<td>0.67 m</td>
<td>Rural collapsed residential area, debris flow, forest</td>
</tr>
<tr>
<td>T3</td>
<td>Aerial</td>
<td>600 × 600</td>
<td>0.67 m</td>
<td>Landslide, collapsed residential area, forest, road</td>
</tr>
<tr>
<td>T4</td>
<td>Aerial</td>
<td>556 × 474</td>
<td>0.67 m</td>
<td>Rural collapsed residential area and debris flow</td>
</tr>
<tr>
<td>T5</td>
<td>Aerial</td>
<td>475 × 416</td>
<td>0.67 m</td>
<td>Rural collapsed residential area, forest farmland</td>
</tr>
<tr>
<td>T6</td>
<td>Aerial</td>
<td>700 × 596</td>
<td>0.67 m</td>
<td>Debris flow, landslide</td>
</tr>
</tbody>
</table>

3.2. Evaluation Methods and Metrics

In order to verify the efficiency of the proposed technique, we carried out three groups of experimental validations, including visual assessment, quantitative evaluation, and Central Processing Unit (CPU) runtime. Four powerful and widely used segmentation algorithms, the fractal net evolution approach (FNEA) [36], the statistical region merging (SRM) [37], the classical region growing method (JSEG) [38], and the effective graph-based segmentation (GSEG) [39] were selected to benchmark with the proposed ADRM. FNEA has demonstrated exceptional performance in segmentation of high resolution remote sensing images [40]. SRM exhibits efficient performance in solving significant noise corruption and does not depend on the data distribution [41]. JSEG has a superior robustness in region growing based color-texture image segmentation [38]. GSEG can produce segmentations that obey the global properties of being neither too coarse nor too fine [39].
The proposed method has five parameters, including the coefficient $\beta$ for the adaptive spectral-spatial descriptor, the merging threshold $\epsilon$ for dynamic region merging, and three parameters for minor object elimination which are the area ratio $T_{rat}$, the minimal objects area $T_{min}$, and the minimum similarity $T_{sim}$. The coefficient $\beta_i = \beta_j = -1$ based on a large number of experiments, the merging threshold $\epsilon$ is a data dependent parameter, and the values of $\epsilon$ for test images T1–T6 are manually set to 0.86, 0.83, 0.88, 0.83, 0.84, and 0.85, respectively, as shown in Table 2. In the process of minor object elimination, the area ratio $T_{rat}$, the minimum similarity $T_{sim}$, and the minimal objects area $T_{min}$ are set to 20%, 0.15, and 150 as suggested in Ref. [35]. The FNEA is embedded in the commercial software eCognition [36,42] and ready to use for comparison, working on the same initial segmentations in ADRM. In addition, the estimation of the scale parameter (ESP-2) [43,44] method is employed to determine the optimal scale values. The selected scale values for all the six tested images are given in Table 2. After that, the multi-resolution segmentation approach is used to obtain the resultant segmentations with the estimated scale parameters. By many experiments, the shape parameter is set as 0.1 and the compactness parameter is set as 0.5. As for JSSEG, only the parameter “Nu” is chosen by experiments and other parameters are adopted as recommended in the original reference [6] since these parameters can obtain reliable results in various environments [7,8] as well as in our experiments. For SRM, to give a hierarchy of segmentations at different scales, a set of scale parameters ($Q_{level}$) are tuned according to the original reference [38], only the one which achieves the best segmentation is selected in this paper as listed in Table 2. In terms of the GSEG algorithm, there are three data dependent parameters, including the Gaussian smoothing parameter $\sigma$, the runtime parameter $K$ and the minimal objects area $Z_{min}$ (same as $T_{min}$). Following the trial and error experiments, the Gaussian smoothing parameter $\sigma$ is set to 0.5 and the minimal objects area $Z_{min}$ is set to 150 for the six test images. The settings of the runtime parameter $K$ are illustrated in Table 2.

The five methods were tested on the six post-earthquake VHR aerial images as described in Section 3.2. For quantitative performance assessment, ground truth is needed. Due to the diversity and complexity of the post-earthquake images, multiple acceptable ground truths of segmentations could be possible, i.e., there exists a large diversity in the perceptually meaningful ground truth maps for a given post-earthquake image. Considering the variety of ground truths, four different ground truth maps integrated by different empirical experts using the eCognition Software were collected for each of the six test images used in this study as shown in Figure 5. We can see that there is a high degree of consistency between different human subjects but a certain variance in the level of details.

In order to take full advantage of the geometric decomposition among multiple ground truths, the adaptive evaluation framework (AEF) [45] was implemented in this study for quantitative performance assessment. Instead of comparing directly the segmented results to the ground truth, the AEF assumes that a “good” segmentation can be constructed by pieces of the ground truth segmentations. For a given segmentation, a new ground truth can be adaptively constructed provided that it can be locally matched to the segmentation as much as possible whilst preserving the structural consistency in the ground truths. This newly constructed ground truth is called composite ground truth (CGT) [45]. The performance measures are conducted on the segmentation results and its corresponding CGT for comparison. Here, four well-known quantitative performance metrics were used for a detailed evaluation, including Variation of Information (VoI) [46], Global Consistency Error
(GCE) [47], Boundary Displacement Error (BDE) [48], and the Pratt’s Figure of Merit (FOM) [48]. The qualitative meanings of these four metrics are outlined in Table 3. A higher FOM value or lower BDE, GCE, and VoI values indicate a better result of segmentation. Additionally, the overall quality of the segmentation is evaluated as a segmentation score, which is an accumulated sum of similarity between the segmentation and its CGT, ranging from −1 to 1. A negative value indicates that the segmentation is to some extent over segmented comparing with its CGT, while a positive value signifies that the segmentation is under segmented. That is, the smaller the absolute value of the CGT is, the better the segmentation result becomes.

Figure 5. The ground truths of six test images interpreted by different experts. (a) Original images: from top to down are T1–T6; (b–e) Four expert interpreted ground truths.
Table 3. A brief summary of statistical measures employed in the performance analysis of methods.

<table>
<thead>
<tr>
<th>Metric</th>
<th>What Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>VoI</td>
<td>The VoI defines the distance between two segmentations as average conditional entropy of one segmentation given by the other segmentation, and thus measures the amount of randomness in one segmentation which cannot be explained by the other. The VoI metric is non-negative, with lower values indicating greater similarity.</td>
</tr>
<tr>
<td>GCE</td>
<td>The GCE measures the extent to which one segmentation can be viewed as a refinement of the other. Segmentations which are related in this manner are considered to be consistent, since they can represent the same natural image segmented at different scales.</td>
</tr>
<tr>
<td>BDE</td>
<td>The BDE measures the average displacement error of boundary pixels between two segmented images. Particularly, it defines the error of one boundary pixel as the distance between the pixel and the closest boundary pixel in the other image.</td>
</tr>
<tr>
<td>FOM</td>
<td>The Pratt figure of merit (FOM) corresponds to a measure of the global behavior of the distance between a segmentation and its reference segmentation; and it is a relative measure that varies in the interval [0, 1].</td>
</tr>
</tbody>
</table>

3.3. Comparative Evaluation of Experimental Results

3.3.1. Visual Inspection

The visual assessment is to evaluate the segmentation results by visual judgment in both global and detailed view. The image T1, T3, and T5 segmentation results were selected for visual inspection. These images cover a complicated area that consists of rural collapsed residential area or landslide landscape types. All the damage areas were characterized by severe landscape fragments varying in size and shape, which presented the sharp difference in local spectral and texture. Figures 6–8 show the segmentation results of the three images respectively for comparison. In each figure, the first to the fifth rows show the segmentation results of JSEG, FNEA, GSEG, SRM, and ADRM, respectively. In each row, the first column presents the segmentation results with borders. The second column is the colored segmentation results, to exhibit the entity of the obtained geo-objects. The third column illustrates the zoomed version of the yellow rectangles to correspond to the second column to show the difference of the compared algorithms in detail.

From the first column of Figure 6, we can find that for T1 GSEG produced under-segmentation for objects of low inter-class variability, such as intact buildings in the areas of the collapsed building ruins. Obviously, the results confused forest with both collapsed residential areas and naked land, see in the second column of Figure 6c. For T3 and T5, as shown in the first column of Figures 7 and 8, GSEG also suffered from serious under-segmentation problem. Moreover, GSEG generated speckles and noises as illustrated in the colored segmentation results in the second columns of Figure 7c. This is mainly due to the fact that GSEG only uses the spectral feature without considering the spatial information.

Compared with GSEG, JSEG can produce more detailed segmentation for the geo-objects with low inter-class variability, but tended to induce serious over-segmentation for both the collapsed building areas and the road, see in the second column of Figure 6a. Further, for T3 and T5 in which the geo-objects are varied in size, JSEG triggered under-segmentation for minor objects, such as individual buildings (circles in column 3 of Figures 7a and 8a). Additionally, JSEG suffered from severe boundary location errors, e.g., parts of the intact buildings were confused with the ruins as highlighted in column 3 of Figure 6a. This is because the relevant spatial information in JSEG generated from the image windows crosses multiple regions, and herein causes difficulty in localizing boundaries of objects. Also, GSEG and SRM have the difficulty of boundary location when dealing with T1 as exhibited in circles in column 3 of Figure 6c,d.

The SRM and FNEA achieved relatively more accurate segmentation results than GSEG and JSEG as displayed in the first two columns of Figures 6–8. However, they produced some broken
patches in the collapsed ruins and the homogeneous road and failed to extract the entity of large geo-objects as shown in the circles in columns 3 of Figures 6–8. This results from the static testing order in the merging processing adopted by these two methods which is unable to adapt to the changes induced by merging regions.

Owing to the combination of the adaptive spectral–spatial descriptor and the dynamic testing order, ADRM obtained more distinguished results than the other four compared methods in both high intra-class and low inter-class variability areas as presented in Figures 6–8. Furthermore, ADRM is the only algorithm that has completely extracted the areas of collapsed buildings (circles and rectangles in third column of Figures 6e and 8e). To conclude, all these experimental results have demonstrated the superiority and feasibility of the proposed ADRM for post-earthquake VHR image segmentation.

Figure 6. The segmentation results of T1 by (a) JSEG; (b) FNEA; (c) GSEG; (d) SRM; and (e) ADRM. From left to right are the segmentation results, the colored segmentation results, and the areas marked in yellow rectangles in the second column. (see Section 3.2 for abbreviations definitions).
Figure 7. The segmentation results of T3 by (a) JSEG; (b) FNEA; (c) GSEG; (d) SRM; and (e) ADRM. From left to right are the segmentation results, the colored segmentation results, and the areas marked in yellow rectangles in the second column.
Figure 8. The segmentation results of T5 by (a) JSEG; (b) FNEA; (c) GSEG; (d) SRM; and (e) ADRM. From left to right are the segmentation results, the colored segmentation results, and the areas marked in yellow rectangles in the second column.

3.3.2. Quantitative Evaluation

Figure 9 shows the composite ground truths (CGTs) of the five methods. We employed the following four metrics, GCE, Vol, BDE, and FOM, which are summarized in Table 1. The numerical values are shown in Table 4 with plotted results compared in Figure 10. In Table 4, Mean and Var represent the mean value and variance, respectively. For each performance metric, the best obtained results were shown in boldface. Moreover, Figure 9 shows the final segmentation scores of the five methods. Table 4 and Figure 10 show that ADRM obtained the best results, outperforming the powerful FNEA and taking substantial advantage over other state-of-the-art techniques, JSEG, GSEG, and SRM.
The supervised evaluation results of T1–T6 produced by JSEG, FNEA, GSEG, SRM, and ADRM were measured between the segmentation results and their respective CGTs. In terms of each experimental image, the CGTs of a segmentation method are obtained by combining the segmentation result and the four ground truths (as illustrated in Figure 5).

The BDE and GCE errors penalize the under-segmentation problem. As one can see in Table 4, the average BDE error for ADRM is 2.196, which is a significantly improvement over the error of 12.936 achieved by JSEG, 7.689 by FNEA, 8.243 by GSEG, and 7.969 by SRM. Yet for T2, the BDE of SRM is lower than that of ADRM. This is mainly due to the fact that T2 has relatively low-variability image regions, in which SRM can produce more edge details, resulting in lower BDE compared to ADRM. However, the other three metrics of ADRM are better than that of SRM which indicates its superior segmentation results. For T5, the GCE of JSEG is slightly superior than that of ADRM, i.e., JSEG performs higher refinement to its CGT than ADRM. In fact, T5 has significant noise corruption and occlusions in shadowed areas in which JSEG produced over-segmentation resulting in lower GCE compared to ADRM. However, ADRM offered smoother results as illustrated in Figure 8e. Moreover, the other three metrics of JSEG are worse than those of ADRM obviously, as presented in Table 4. This suggests that ADRM has higher location accuracy and more similar edges with its CGT than JSEG, which can be verified considering the circled areas in column 3 of Figure 8e.

Figure 9. The composite ground truths (CGTs) of the segmentations (a) by JSEG for T1–T6 test images, separately; (b) by FNEA for T1–T6 test images, separately; (c) by GSEG for T1–T6 test images, separately; (d) by SRM for T1–T6 test images, separately; (e) by ADRM for T1–T6 test images, separately.
Table 4. Quantitative evaluations of the segmentation results.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>Methods</th>
<th>Images</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
<th>Mean</th>
<th>Var</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCE</td>
<td>JSEG</td>
<td></td>
<td>0.189</td>
<td>0.141</td>
<td>0.351</td>
<td>0.010</td>
<td>0.158</td>
<td>0.199</td>
<td>0.175</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>FNEA</td>
<td></td>
<td>0.125</td>
<td>0.39</td>
<td>0.252</td>
<td>0.122</td>
<td>0.367</td>
<td>0.171</td>
<td>0.238</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>GSEG</td>
<td></td>
<td>0.402</td>
<td>0.122</td>
<td>0.388</td>
<td>0.396</td>
<td>0.451</td>
<td>0.217</td>
<td>0.329</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>SRM</td>
<td></td>
<td>0.442</td>
<td>0.254</td>
<td>0.395</td>
<td>0.248</td>
<td>0.448</td>
<td>0.198</td>
<td>0.331</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>ADRM</td>
<td></td>
<td>0.008</td>
<td>0.122</td>
<td>0.006</td>
<td>0.004</td>
<td>0.213</td>
<td>0.004</td>
<td>0.060</td>
<td>0.008</td>
</tr>
<tr>
<td>Vol</td>
<td>JSEG</td>
<td></td>
<td>5.289</td>
<td>4.015</td>
<td>3.413</td>
<td>5.515</td>
<td>5.535</td>
<td>2.742</td>
<td>4.418</td>
<td>1.438</td>
</tr>
<tr>
<td></td>
<td>GSEG</td>
<td></td>
<td>3.209</td>
<td>2.906</td>
<td>3.041</td>
<td>2.641</td>
<td>3.315</td>
<td>2.949</td>
<td>3.010</td>
<td>0.047</td>
</tr>
<tr>
<td></td>
<td>SRM</td>
<td></td>
<td>3.188</td>
<td>3.007</td>
<td>3.302</td>
<td>2.088</td>
<td>3.475</td>
<td>2.719</td>
<td>2.963</td>
<td>0.209</td>
</tr>
<tr>
<td></td>
<td>ADRM</td>
<td></td>
<td>0.745</td>
<td>2.448</td>
<td>0.853</td>
<td>0.354</td>
<td>1.605</td>
<td>1.259</td>
<td>1.211</td>
<td>0.553</td>
</tr>
<tr>
<td></td>
<td>FNEA</td>
<td></td>
<td>9.481</td>
<td>5.628</td>
<td>5.624</td>
<td>10.943</td>
<td>5.442</td>
<td>9.014</td>
<td>7.689</td>
<td>4.853</td>
</tr>
<tr>
<td></td>
<td>SRM</td>
<td></td>
<td>3.332</td>
<td>3.218</td>
<td>5.240</td>
<td>3.395</td>
<td>4.899</td>
<td>27.731</td>
<td>7.969</td>
<td>78.732</td>
</tr>
<tr>
<td></td>
<td>ADRM</td>
<td></td>
<td>0.594</td>
<td>4.379</td>
<td>0.677</td>
<td>1.257</td>
<td>2.157</td>
<td>4.113</td>
<td>2.196</td>
<td>2.839</td>
</tr>
<tr>
<td>FOM</td>
<td>JSEG</td>
<td></td>
<td>0.954</td>
<td>0.972</td>
<td>0.963</td>
<td>0.957</td>
<td>0.980</td>
<td>0.979</td>
<td>0.963</td>
<td>0.00012</td>
</tr>
<tr>
<td></td>
<td>FNEA</td>
<td></td>
<td>0.969</td>
<td>0.971</td>
<td>0.960</td>
<td>0.972</td>
<td>0.955</td>
<td>0.942</td>
<td>0.961</td>
<td>0.00011</td>
</tr>
<tr>
<td></td>
<td>GSEG</td>
<td></td>
<td>0.969</td>
<td>0.974</td>
<td>0.970</td>
<td>0.972</td>
<td>0.953</td>
<td>0.966</td>
<td>0.967</td>
<td>0.00005</td>
</tr>
<tr>
<td></td>
<td>SRM</td>
<td></td>
<td>0.959</td>
<td>0.974</td>
<td>0.968</td>
<td>0.974</td>
<td>0.964</td>
<td>0.963</td>
<td>0.967</td>
<td>0.00003</td>
</tr>
<tr>
<td></td>
<td>ADRM</td>
<td></td>
<td>0.995</td>
<td>0.986</td>
<td>0.994</td>
<td>0.991</td>
<td>0.987</td>
<td>0.997</td>
<td>0.992</td>
<td>0.00002</td>
</tr>
</tbody>
</table>

Figure 10. Performance comparison using (a) GCE; (b) Vol; (c) BDE; and (d) FOM.
The Vol errors seems to be more correlated with the extracted ground truth maps. Thus, it can be considered to be an objective indicator of the image segmentation performance. ADRM achieves the best average value of Vol errors on the six test images.

The FOM represents deviation of an actual (calculated) edge point from the ideal edge. ADRM achieved a percentage of 99 on the mean results in all the test images, over JSEG and FNEA which both had the percentage of 96.

In addition, almost all the variances of GCE, Vol, BDE, FOM over the entire test images of ADRM are lower than those of the other four methods, which demonstrates the robustness of the ADRM approach to some extent. Figure 10 illustrates the intuitive observation of the detailed information of supervised evaluation results by the four indicators. In addition, Figure 11 also shows that the ADRM achieved the best performance in terms of segmentation scores obtained by different methods.

![Figure 11. The segmentation scores of the five methods.](image)

### 3.4. Computational Load Analysis

The JSEG (The source code is available on Qinpei Zhao’s homepage in [http://cs.joensuu.fi/~zhao/Software/](http://cs.joensuu.fi/~zhao/Software/) (accessed on 11 August 2017)), SRM (The source code (version 1.3) is available at Mathworks in [https://cn.mathworks.com/matlabcentral/fileexchange/25619-image-segmentation-using-statistical-region-merging](https://cn.mathworks.com/matlabcentral/fileexchange/25619-image-segmentation-using-statistical-region-merging) (accessed on 11 August 2017)) and ADRM were implemented in a MATLAB program while GSEG (The source code is available at GitHub in [https://github.com/valhongli/PF_Segmentation](https://github.com/valhongli/PF_Segmentation) (accessed on 11 August 2017)) was operated in a MATLAB wrapper of the original C++ implementation, where C++ implementation run the main algorithm and MATLAB code was only utilized to show images and segmentation results. The FNEA was embedded in the commercial software eCognition for application. The segmentation time for the six test images, which were performed on a laptop computer with a single core 2.3 GHz CPU, is listed in Table 5.

As illustrated in Table 5, JSEG had the most expensive computational cost which is remarkably longer than that of the other four benchmarking algorithms. In contrast, the efficiencies of FNEA, GSEG, SRM, and ADRMs are much higher than JSEG. In particular, GSEG preceded all the other four methods due to not only its efficient C++ implementation but also its simple feature representation scheme. Additionally, ADRM ranked in third place in comparison with the other four methods. This is because ADRM accounted for the comprehensive combination of spectral and spatial features in the adaptive descriptor during the merging processing to achieve accurate segmentation results. Consequently, the proposed ADRM constantly achieved the best segmentation accuracy in all six tested images with high efficiency.
4. Discussion

The segmentation of post-earthquake VHR images is highly dependent on the similarity measure, which has shown a considerable degree of effect in characterizing the geo-objects [10,12–14]. Although the four compared algorithms, JSEG, FNEA, GSEG, and SRM, have demonstrated good performance in high resolution image segmentation, they fail to achieve satisfactory results in post-earthquake VHR images due to their complexity. In fact, FNEA defines the similarity of candidate regions by the features within themselves without considering their surrounding regions. Moreover, the testing order in FNEA is static and thus is unable to adapt to the changes of merging regions. Therefore, FNEA is overly dependent on local information and thereby leads to over-segmentation. Similar to FNEA, SRM and GSEG both adopt the static testing order in the merging strategy, and suffer from over-segmentation or under-segmentation or both when applied to the complex post-earthquake VHR image. For JSEG, it encounters difficulty in localizing boundaries of objects due to the relevant spatial information generated from the image windows crossing multiple regions [38].

In contrast, our results indicate that the proposed ADRM was able to delineate both small and large geo-objects, and alleviate both the over-segmentation and under-segmentation. This is because the proposed adaptive spectral-spatial descriptor can comprehensively utilize the spectral/spatial features and thus automatically gives an adaptive and semantic description for the inner similarity of geo-objects, and also explicitly captures the variations of different geo-objects. As a result, ADRM can successfully cope with damage objects and extract them as entities even in complex backgrounds, such as the intact buildings surrounded by the collapsed ruins.

In addition, the dynamic merging strategy can alleviate over-segmentation and under-segmentation because the combination of the proposed adaptive spectral-spatial descriptor and graph models can ensure the globally most similar regions are merged. As reported by the quantitative metrics, the dynamic merging strategy in conjunction with the descriptor greatly improves the detection effect for damage objects, especially for large-scale and spatial scattered post-earthquake damage objects, such as landslides. Moreover, it can be noted that these detected damage objects, from a single house to large-scale landslides, all have accurate boundary location regardless of their significant differences in size and shape.

Moreover, we find that the automatic weights strategy adopted in ADRM greatly reduced the human intervention with improved accuracy and less complexity. The overall CPU run time of ADRM is much less than that of JSEG, and very close to that of FNEA tested using the commercial software eCognition. This fact sheds light on the great potential of our algorithm in practical applications.

The main disadvantage of ADRM is that the threshold parameters for the stop criteria are application-dependent, which are usually determined empirically. However, there are also certain advantages. It provides users certain flexibility to interactively set different parameter values to obtain their desired segmentation results according to their own needs. Besides, due to the various characteristics of different disasters, we will further investigate the descriptor and merging strategy to improve the generality in our future work.

<table>
<thead>
<tr>
<th>Images</th>
<th>JSEG (s)</th>
<th>FNEA (s)</th>
<th>GSEG (s)</th>
<th>SRM (s)</th>
<th>ADRM (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>$2.034 \times 10^3$</td>
<td>15.147</td>
<td>4.125</td>
<td>7.948</td>
<td>12.231</td>
</tr>
<tr>
<td>T2</td>
<td>$1.713 \times 10^3$</td>
<td>16.131</td>
<td>4.344</td>
<td>10.209</td>
<td>26.771</td>
</tr>
<tr>
<td>T3</td>
<td>$3.362 \times 10^3$</td>
<td>53.337</td>
<td>4.717</td>
<td>13.600</td>
<td>32.671</td>
</tr>
<tr>
<td>T5</td>
<td>$2.145 \times 10^3$</td>
<td>23.619</td>
<td>4.538</td>
<td>10.644</td>
<td>21.511</td>
</tr>
<tr>
<td>Mean</td>
<td>$2.445 \times 10^3$</td>
<td>25.681</td>
<td>4.661</td>
<td>10.940</td>
<td>21.827</td>
</tr>
</tbody>
</table>
5. Conclusions

This paper presents a region merging method for post-earthquake VHR image segmentation by combining an adaptive spectral–spatial descriptor with dynamic region merging strategy (ADRM). The accuracy and efficiency of ADRM is analyzed in comparison with JSEG, FNEA, GESG, and SRM quantitatively and qualitatively, covering several damage objects in VHR aerial images acquired three days after Ms 8.0 earthquake on 15 May 2008, Wenchuan County, China. Although the features of damage objects, such as landslides, debris flow, collapsed buildings, and dammed lakes, vary considerably from case to case, the proposed adaptive descriptor achieves an effective and semantic description of them. Moreover, the dynamic strategy produces globally optimal merging, which alleviates over-segmentation and under-segmentation simultaneously. The experimental results demonstrated that the resultant segmentation relies on the combination of the fusion of spectral and spatial features and the dynamic testing order.

Moreover, the experimental results indicate that the average computational cost of ADRM is ranked 3 out of the 5 tested algorithms while it constantly achieves the best segmentation accuracy in terms of both four metrics Vol, GCE, BDE, and FOM for all six tested images. That is to say, compared to the other four state-of-the-art algorithms, the proposed ADRM can obtain the best performance with high efficiency. In addition, image classification will be investigated as future work for rapid earthquake damage mapping. Also, we will further investigate the descriptor and merging strategy with respect to multi-date and multi-sensor remote sensing images as well as extrapolate our findings to other remote sensing application domains beyond damage mapping.
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