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Summary
This paper puts forward a methodology for applying the frequency domain Factorisation Method to time domain experimental data arising from ultrasonic phased array inspections in a limited aperture setting. Application to both synthetic and experimental data is undertaken and a multi-frequency approach is explored to address the difficulty encountered in empirically choosing the optimum frequency at which to operate. Additionally, a truncated singular value decomposition (TSVD) approach is implemented in the case where the flaw is embedded in a highly scattering medium, to regularise the scattering matrix and minimise the contribution of microstructural noise to the final image. It is shown that when the Factorisation Method is applied to multi-frequency scattering matrices, it can better characterise crack-like scatterers than in the case where the data arises from a single frequency. Finally, a volumetric defect and a lack-of-fusion crack are both successfully reconstructed from experimental data, where the resulting images exhibit only 3% and 10% errors respectively in their measurement.
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1. Introduction

Ultrasonic nondestructive testing uses high frequency mechanical waves to inspect components of safety critical structures, ensuring that they operate reliably without compromising their integrity. It is routinely used within the non-destructive testing (NDT) industry due to the relatively inexpensive and portable equipment it requires and its potential for automation and real-time results. The production and implementation of ultrasonic phased array transducers (which are capable of simultaneously transmitting and receiving ultrasound signals across multiple array elements) has surged in the last ten years [1]. These multi-element transducers allow for greater coverage (and potentially faster inspection times) than that afforded by single probe inspections, and provide the possibility of performing inspections with ultrasonic beams at various angles and focal lengths, giving rise to a richer set of data.

When each of the N elements are fired sequentially, the \( N^2 \) time traces arising from each transmit-receive pair of elements (\( N \) being the number of elements, usually between 32 and 256) can be processed and stored in a 3D matrix (\( N \times N \times T \), where \( T \) is the number of sample points in the time domain), usually termed the Full Matrix Capture (FMC) [2].

The current industry benchmark for interpreting the FMC is the Total Focussing Method (TFM) [2]; a delay and sum imaging technique based in the time domain where the area of inspection is discretised into a grid and the signals from every transmit-receive pair are subsequently focussed at each pixel and summed. In its most basic form, the TFM can struggle with the detection and characterisation of flaws embedded in highly heterogeneous media. However, efforts have been made to improve the algorithm so that it can handle such environments. Modifications include the implementation of frequency filtering [3], the incorporation of the directional dependence of the ultrasonic velocity (caused by anisotropy) [4], and the consideration of multiple wave modes [5].

An alternative approach to analysing the FMC could be to operate in the frequency domain. Assuming that the location of the flaw is known \textit{a priori}, a discrete Fourier transform can be taken over the relevant time interval, allowing examination of the frequency spectrum of the wave scattered by the flaw. This information can be presented in the form of scattering matrices, and analysis of these matrices has become more prevalent in the non-destructive testing literature in recent years [6, 7, 8, 9]. One method which could be used to exploit this frequency domain information is the Factorisation Method [10, 11, 12, 13]. The Factorisation Method is the continuous analogue of the MUSIC algorithm [14, 15] and belongs to a class of non-iterative methods known as sampling methods, which deal with the inverse problem of shape identifi-
cation. Other such methods include the Linear Sampling Method [16, 17], the Probe Method [17, 18] and the Singular Sources Method [17, 19]. These sampling methods are so named since they work on the basis of determining whether sampled points within an imaging domain meet some criteria which determines whether they fall within the support of the flaw domain D.

The NDT community have yet to fully explore the potential of the Factorisation Method for improved flaw characterisation and this paper endeavours to put forward a framework for applying it to time domain experimental data arising from limited aperture phased array inspections. Some interesting work has already been carried out in [13, 20], where sampling methods were used to image cracks in acoustic waveguides, which of course has important implications for the NDT of pipelines. However this work showed only results from simulated data with Gaussian noise and is limited to the inspection of plate-like structures. One important contribution of the work shown in this paper is that it presents a framework for interrogating time domain ultrasonic phased array data arising from the inspection of welds, by the Factorisation Method. Application of sampling methods to time domain data has been studied before in [20, 21, 22, 23, 24] however the authors believe that this paper presents application of the Factorisation Method to experimentally collected time domain ultrasonic phased array data in a limited aperture setting for the first time. The case where the host medium is inhomogeneous (resulting in poor signal to noise ratio) is first considered via synthetically generated data. The phased array inspection of a weld with a highly scattering material microstructure (taken from experimental electron backscatter diffraction (EBSD) measurements) is modelled within a finite element package. This allows us to study noisy signals which closer resemble the data arising from experiment than those created when the simulation is run with a homogeneous host medium and then retrospectively perturbed by random noise. Note that the implementation of the factorisation methodology used in this paper assumes a homogeneous host medium and receives no information on the scattering host microstructure and so any inverse crimes are avoided. The reconstructions of both volumetric and crack-like scatterers embedded in this heterogeneous environment are presented. Crack-specific adaptations to the Factorisation method and the linear sampling method have been developed in [13, 25, 26, 27]. In the study by Boukari et al. [27], an expression for the far-field pattern of a smooth non intersecting open arc is presented and employed within the indicator function used to reconstruct the scatterer. However, in [25], an open arc scatterer with Dirichlet boundary conditions is reconstructed using the far-field pattern for a point source. In this paper, on the grounds of simplicity, we will take the second approach. To begin, a brief overview of the method is given. The truncated singular value decomposition (TSVD) is used to regularise the scattering matrices that arise from the FMC data in the cases where the flaw is embedded in a highly scattering host medium. It is well known that the largest scatterers can be associated with the largest eigenvalues of the scattering matrix [28] and so, by using the TSVD to set the smallest eigenvalues to zero, interference from microstructural heterogeneities (which can be thought of as noise) can be reduced, enhancing the signal to noise ratio of the resulting image.

Additionally, a multi-frequency approach, as previously explored in [29], is adopted. In taking a time windowed Fourier transform of collected time domain data, a range of scattering matrices spanning multiple frequencies is made available. Choosing the center frequency of the transducer does not necessarily give rise to the optimal reconstruction of the flaw and an empirical strategy to choose the most appropriate frequency requires a priori knowledge of the defect’s characteristics. To avoid this, a multi-frequency approach is proposed, where the scattering matrices are summed over the range of frequencies which span the bandwidth of the transducer. As this approach allows increased exploitation of the available data, improved characterisation is subsequently facilitated.

### 2. The Factorisation Method

The forward scattering problem states that there is an incident plane wave, $u^i(x, \theta) = e^{ikx \cdot \theta}, x \in \mathbb{R}$, travelling in direction $\theta \in S^2$, where $S^2 = \{x \in \mathbb{R}^3 : |x| = 1\}$ is the unit sphere in $\mathbb{R}^3$. On encountering a defect, in this case the region $D$ with boundary $\Gamma$, the wave scatters, giving rise to the scattered field $u^s$ (see Figure 1). The sum of the incident and scattered fields results in the total field $u$, which satisfies the Helmholtz equation

$$\Delta u + k^2 u = 0 \quad \text{outside } D, \quad (1)$$

subject to $u = 0$ on $\Gamma$,

where $k$ is the wavenumber. Although we are primarily interested in the elastodynamic case for the purposes of NDT, by considering only longitudinal waves (mode conversion does occur however the method we use to extract the scattering matrices is based on first times of arrival and so is dominated by the longitudinal waves – see Section 3) then it is sufficient to study the Helmholtz equation. The scattered field $u^s$ satisfies the Sommerfeld radiation condition

$$\frac{\partial u^s}{\partial r} - ik u^s = \mathcal{O}(r^{-1}) \quad \text{for } r = |x| \to \infty \quad (2)$$

Figure 1. Scattering problem geometry where $D$ is a volumetric scatterer with boundary $\Gamma$, $u^i$ is the incident plane wave and $u^s$ is the resulting scattered field.
uniformly in all directions $\hat{x} = x/|x|$, ensuring that the wave is radiating outwards and decays sufficiently fast so that there are no sources at infinity.

The scattered field $u^s$ also solves the exterior Dirichlet problem

$$\Delta v + k^2 v = 0 \quad \text{outside } D,$$

subject to $v = f$ on $\Gamma$, (3)

where $f = -u^o$ and $v$ satisfies the Sommerfeld radiation condition given in (2).

The Factorisation Method [10, 11, 12] attempts to solve the inverse problem of determining the shape of $D$ from the scattered field. The methodology exploits the relationship between the data-to-pattern operator $G$ and the shape of the scatterer. To begin with, let $u^{inh}(x, z)$ be the fundamental, radiating solution to the Helmholtz equation in $\mathbb{R}^3$ (a spherical wave generated at a point source $z$ and measured at point $x$, in a homogeneous host medium) given by

$$u^{inh}(x, z) = \frac{e^{ik|x-z|}}{4\pi|x-z|}, \quad x, z \in \mathbb{R}^3, \quad x \neq z. \quad (4)$$

As the distance between $x$ and $z$ gets large (far-field), the spherical wave begins to resemble a plane wave at point $x$. This can be approximated by

$$u^\infty(\hat{x}) = e^{-ik\hat{x} \cdot z}, \quad \hat{x} \in S^2.$$

where $u^\infty$ is the far-field pattern when we have an incident wave arising from a point source.

The Herglotz wave function describes the superposition of plane waves

$$(Hg)(x) := \int_{S^2} e^{ik\hat{x} \cdot \theta} g(\theta) d\theta, \quad x \in \Gamma, \quad (5)$$

with density $g \in L^2(S^2)$. The far-field pattern arising from an incident plane wave applied to some function $g$ is the far-field pattern of the Herglotz wave function with density $g$. By denoting the far-field pattern of the scattered field (obtained from our measured data), by $u^\infty$, we can define the far-field operator $F$ by

$$Fg(\hat{x}) = \int_{S^2} u^\infty(\hat{x}, \theta)g(\theta) d\theta \quad \text{for } \hat{x} \in S^2. \quad (6)$$

Note that $F$ is a normal operator and compact in $L^2(S^2)$. Deriving the following factorisation of the operator $F$ [10, Theorem 1.15].

$$F = -GP^*G,$$

is the basis for the Factorisation Method. Here $P^* : H^{1/2}(\Gamma) \rightarrow H^{1/2}(\Gamma)$ is the $L^2$ adjoint of the single layer boundary operator $P : H^{-1/2}(\Gamma) \rightarrow H^{1/2}(\Gamma)$

$$P\varphi = \int_{\Gamma} u^{inh}(x, y)\varphi(y) ds(y), \quad x \in \Gamma. \quad (9)$$

and effectively converts the incoming wave to an outgoing wave on the defect boundary. The operator $G^* : L^2(S^2) \rightarrow H^{-1/2}(\Gamma)$ is the $L^2$ adjoint of $G : H^{1/2}(\Gamma) \rightarrow L^2(S^2)$, the data-to-pattern operator, defined by

$$G \varphi = u^\infty.$$

Critically, the range $R(G)$ of the operator $G$ has a direct relationship to the shape of the domain $D$. For $z \in \mathbb{R}^3$, $\varphi \in L^2(S^2)$ is defined by

$$\varphi(\hat{x}) = e^{-ik\hat{x} \cdot z}, \quad \hat{x} \in S^2. \quad (11)$$

It follows that if $z \in D$, then, from equations (5) and (11), $\varphi \in R(G)$ and so, from equation (10), $\varphi \in R(G)$ when $z \in D$.

The converse is also true according to Theorem 1.12 in [10]. To gain an exact characterisation of $R(G)$ in terms of the known operator $F$, we can relate $G$ to $F$ by equation (8). To proceed, some further technical assumptions are required. It is assumed that $F$, for the Dirichlet boundary conditions (Equation 1), is normal, the operator $I + ikF/8\pi^2$ is unitary and $k^2$ is not a Dirichlet eigenvalue of $-\Delta$ in $D$ (these conditions are justified in [10]). It then holds that the range of $(F^*F)^{1/4}$ coincides with that of $G$. Hence, the sampling point $z \in \mathbb{R}^3$ lies in $D$ if and only if

$$(F^*F)^{1/4} g = \varphi \quad (12)$$

for some $g \in L^2(S^2)$.

By Picard’s criterion, equation (12) is solvable if and only if the condition $\varphi \in R((F^*F)^{1/4})$ is satisfied (this is shown to hold by equations (5)–(10)). It then follows that, $z \in D$ if and only if

$$\sum_{j=1}^{\infty} \left| \frac{(\varphi, \psi_j)_{L^2(S^2)}}{|\lambda_j|} \right|^2 < \infty, \quad (13)$$

where $\{\lambda_j, \psi_j\}$ forms an eigensystem of the normal operator $F$ such that the eigenvectors define a complete orthonormal system in $L^2(S^2)$ and the Fourier coefficients decay to zero faster than the eigenvalues. Using the spectral theory of a normal operator, [10, equation 1.74] it is observed

$$(F^*F)^{-1/4} \varphi = \sum_{j=1}^{\infty} \frac{1}{\sqrt{\lambda_j}} (\varphi, \psi_j)\psi_j \quad (14)$$

$$\Leftrightarrow \sum_{j=1}^{\infty} \left| \frac{1}{\sqrt{\lambda_j}} (\varphi, \psi_j) \right|^2 < \infty. \quad (15)$$

and so equation (13) does indeed hold. From equations (12) and (14), the solution $g$ is given by

$$g = \sum_{j} (\varphi, \psi_j)_{L^2(S^2)} \psi_j, \quad (16)$$

and the following result is obtained

$$z \in D \Leftrightarrow \varphi \in R((F^*F)^{1/4}) \quad (17)$$

$$\Leftrightarrow W(z) = \left[ \sum_{j} \left| \frac{(\varphi, \psi_j)_{L^2(S^2)}}{|\lambda_j|} \right|^2 \right]^{-1} > 0.$$
In practice, we use the $N \times N$ scattering matrix in place of our operator $F$ (where $N$ is the number of array elements). Assuming $F$ is normal (and thus diagonalizable), it holds that there exist $N$ linearly independent eigenvectors. Thus, when using this discrete, limited aperture, we truncate equation (17) to

$$w(z) = \left[ \sum_{j=1}^{N} \frac{|(\phi_z, \psi_j)_{L^2(S^2)}|^2}{|\lambda_j^2|} \right]^{-1} \epsilon, \quad z \in D,$$

(18)

where $\epsilon > 0$. By plotting $w(z)$ for all sampling points, $z$, it is possible to recover the shape and size of the defect.

### 2.1. The $F_\theta$ Operator

It was shown above that a sampling point $z$ lies within the domain $D$ of the scatterer if and only if there exists a solution in $L^2(S^2)$ to equation (12). However, this criterion only holds if the far-field operator $F$ is normal, which is not always the case when limited angles of inspection or heterogeneous host materials are present. To circumvent this, the positive, self-adjoint operator $F_\theta$ is introduced [10, 30] where

$$F_\theta = |\text{Re}(F)| + |\text{Im}(F)|,$$

(19)

and

$$\text{Re}(F) = \frac{1}{2}(F + F^*) \quad \text{and} \quad \text{Im}(F) = \frac{1}{2i}(F - F^*).$$

(20)

It is helpful to note here that for a given self-adjoint operator $J$, if

$$J = \int_{-\infty}^{+\infty} \chi \, dE_\chi,$$

then

$$d|J| := \int_{-\infty}^{+\infty} |\chi| \, dE_\chi,$$

(22)

where $E_\chi$ is the spectral family of the operator $J$ [13]. As $F$ is compact in $L^2(S^2)$ it follows that $F^*$ is compact in $L^2(S^2)$ and thus so is $F_\theta$ [31]. It can be subsequently shown that a sample point $z$ belongs to the domain $D$ if and only if the integral equation

$$F_\theta^{1/2} g = \phi_z$$

(23)

has a solution in $L^2(S^2)$ [10] (here $\phi_z$ is as defined in equation (11)). It follows, therefore, that by plotting

$$W(z) = \left[ \sum_{j=1}^{N} \frac{|(\phi_z, \psi_j)_{L^2(S^2)}|^2}{|\lambda_j^2|} \right]^{-1} \epsilon, \quad z \in \mathbb{R}^2,$$

(24)

where $\{\hat{x}_j, \psi_j\}_{j \in \mathbb{N}}$ forms an eigensystem of the self-adjoint operator $F_\theta$ such that the eigenvectors define a complete orthonormal system in $L^2(S^2)$, an image of the scatterer can be reconstructed.

### 2.2. Truncated SVD of the Scattering Matrix

From equation (24), we can see that $W(z)$ is large when $\phi_z$ is orthogonal to the eigenvectors of $F_\theta$, which occurs when the sampling point lies within the spatial domain occupied by the flaw. The other occasion when $W(z)$ could be large is when $x_j$ is large for some $j = 1, \ldots, N$, even when $z \notin D$ and so $(\phi_z, \psi_j)_{L^2(S^2)} \neq 0$.

To minimise the contribution of these cases, an artificial nullspace is created. This is achieved by taking the singular value decomposition (SVD) of the $N \times N$ scattering matrix, $F^*$, and approximating it using the $m$ largest singular values via

$$F^* = \sum_{n=1}^{m} \sigma_n u_n v_n,$$

(25)

thus creating a nullspace with dimension $N - m$. In the case of subwavelength non-isotropic scatterers, the largest eigenvalue is associated with the spherically symmetric part of the scattering amplitude and there are three eigenvalues associated with the directional part [32, 33]. Where the scatterer is larger than the wavelength, there exist many singular values associated with it. And so, in the work below we make the constraint that $m \geq 4$. Aside from this lower bound, we typically assume that the singular values which are greater than 10% of the largest singular value correspond to scattering by the defect and those below this threshold correspond to noise and scattering by the microstructure [15, 34]. However, by studying the distributions of the singular values it can be observed that this threshold may not always be optimal and may require some tuning subject to the system parameters.

### 3. Application to NDT

The results in this paper arise from application of the Factorisation Method to data collected (or modelled) in the time domain. To interrogate the data using the Factorisation Method, we require a frequency domain representation of the scattered signals over a time interval corresponding to the wave’s interaction with the flaw. To ensure that the flaw scattering dominates in the frequency domain and that other experimental artifacts (such as the back wall of the sample) don’t obscure the flaw’s scattering signature, the time domain FMC data must be processed. Firstly the location of the flaw is required a priori (it must be remembered that the Factorisation Method is being applied here as a post-imaging tool for flaw characterisation). In this paper, the defect is located using an image generated by the standard TFM [2]

$$I(x, z) = \sum_{j, r} A_{j, r} \left( \sqrt{(x - x_j)^2 + (z - z_j)^2} + \sqrt{(x - x_j)^2 + (z + z_j)^2} \right),$$

(26)

where $I(x, z)$ is the image intensity at the pixel with coordinates $(x, z)$. $A_{j, r}$ denotes the A-scan (that is, the time
Figure 2. Processing of time domain FMC data for extraction of scattering matrices. Firstly the flaw is located using the standard TFM. Then, the distance of the defect from the array coupled with the estimated wave speed gives rise to a time interval pertaining to scattering by the defect. The Fourier transform is applied to the FMC data in this interval. Then, the amplitude at a specified frequency is plotted for each transmit-receive pair to generate the scattering matrix.

series data) when a wave is emitted at location $x_s$ and received at location $x_r$ and $c$ is the estimated constant wave speed throughout the host medium. When the distance of the defect from the array is known, it can be coupled with the estimated wave speed $c$ to give rise to a time pertaining to scattering by the defect. Some interval is taken around this value and a discrete Fourier transform is applied. From the resulting spectral data a scattering matrix can be generated at a chosen frequency by plotting the amplitude of the power spectrum at that frequency for every transmit-receive pair. The scattering matrix is then assigned as the operator $F$ and the Factorisation Method can be applied accordingly. This process is depicted in Figure 2 and can be summarised in four key steps:

1. Apply the TFM algorithm (see equation (26)) to the raw FMC data to find the location of the defect.
2. For each pair of transmit-receive elements, calculate the distance from the transmitter $x_s$ to the centre of the defect in the TFM image and back to the receiver $x_r$. Coupled with the wavespeed in the material, $c$, calculate the point of interest in time, $t_{s,r}$. Take an interval centered round $t_{s,r}$ on each set of time series data $A_{s,r}$.
3. Take a discrete Fourier transform over this interval to obtain the frequency spectrum $Y_{s,r}$.
4. The amplitude of $Y_{s,r}$ at a specific frequency $f$ is assigned as the element $F_{s,r}$ of the scattering matrix $F$ at that frequency.

Note that the size of the time interval depends on the size of the defect and its proximity to other scatterers (we would ideally not incorporate data arising from other scatterers within the interval). It is clear that, for every FMC dataset there exists a set of scattering matrices, each one at a different frequency. Choosing a frequency at which to operate is not straightforward: the best reconstructions rarely arise from the scattering matrix generated at the center frequency of the transducer. Identifying which single frequency results in the optimal reconstruction of the flaw requires a priori knowledge of the defect dimensions. Hence, a multi-frequency approach (where scattering matrices spanning at least the $-6$ dB bandwidth of the transducer are summed at regular intervals) is introduced, exploiting more of the information made available by the bandwidth of the transducer whilst removing the subjective aspect of identifying the frequency which affords the best flaw reconstruction.

3.1. Simulated and Experimental Data Sets

In this paper, the Factorisation Method is applied to data arising from two sources. Firstly, the scattering of an ultrasonic wave by a flaw is simulated using a time domain finite element method in the software package PZFlex [35]. In this paper, three FMC datasets generated using this method are examined (the parameters are listed in Tables I and II). Firstly the scattering by a 5 mm crack with 40° orientation (relative to the horizontal axis) embedded in a homogeneous medium was simulated. The same flaw was then placed in a heterogeneous environment where the locally anisotropic microstructure of an austenitic steel weld (derived from experimental electron backscatter diffraction measurements [36]) was embedded in the simulation (see Figure 3). In both instances the domain was meshed with elements of dimension $\lambda/15$, where lambda is the wavelength. The 1.5 MHz sinusoidal excitation used thus gave rise to elements approximately 200 µm square, which is sufficient to accurately model the wave propagation. In the heterogeneous case, the weld structure consisted of grains where contiguous crystallites with similar orientations were grouped together to form locally anisotropic regions. The correlation length [37] was estimated as $\lambda/8$ and the RMS longitudinal velocity through this heterogeneous medium was estimated as 5758 m/s with a standard deviation of 146 m/s (calculated using the times corresponding to the backwall echo in the A-scans where transmission and reception took place on the same element). The location of the flaw and this estimated average wave speed were then used to isolate the time interval pertaining to the flaw and the relevant scattering matrices were thus obtained (see Section 3 and Figure 2). Note that by isolating the time interval using the estimated longitudinal velocity, shear wave scattering (which should occur at a later time) is neglected, as is secondary scattering which occurs after the wave has reflected off the back wall and interacts with the defect on its return journey. The third simulated dataset examines an alternative scenario where a 2.5 mm side-drilled hole is embedded in an austenitic weld microstructure. The 128 element 2.25 MHz array is placed directly above the flaw over the weld material. The white box depicts the sampling domain.

Table I. Parameters used in the FE simulation of an ultrasonic phased array inspection of an embedded 5 mm crack. H.M.: Homogeneous Medium, M.I.: Microstructure Included.

<table>
<thead>
<tr>
<th></th>
<th>H.M.</th>
<th>M.I.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Array Elements</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>Pitch</td>
<td>2 mm</td>
<td>2 mm</td>
</tr>
<tr>
<td>Transducer Center Frequency</td>
<td>1.5 MHz</td>
<td>1.5 MHz</td>
</tr>
<tr>
<td>Depth of Flaw</td>
<td>50 mm</td>
<td>50 mm</td>
</tr>
<tr>
<td>Depth of Sample</td>
<td>78.4 mm</td>
<td>78.4 mm</td>
</tr>
<tr>
<td>Material Density</td>
<td>7874 kg/m$^3$</td>
<td>7874 kg/m$^3$</td>
</tr>
<tr>
<td>Estimated wave speed</td>
<td>5900 m/s</td>
<td>5758 m/s</td>
</tr>
</tbody>
</table>

Table II. Parameters used in the FE simulation of an ultrasonic phased array inspection of an 2.5 mm diameter side-drilled hole.

<table>
<thead>
<tr>
<th></th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Array Elements</td>
<td>128</td>
<td>-</td>
</tr>
<tr>
<td>Pitch</td>
<td>0.7 mm</td>
<td></td>
</tr>
<tr>
<td>Transducer Center Frequency</td>
<td>2.25 MHz</td>
<td></td>
</tr>
<tr>
<td>Sample Rate</td>
<td>25 MHz</td>
<td></td>
</tr>
<tr>
<td>Depth of Sample</td>
<td>50 mm</td>
<td></td>
</tr>
<tr>
<td>Depth of Flaw from Array</td>
<td>30 mm</td>
<td></td>
</tr>
<tr>
<td>Flaw diameter</td>
<td>2.5 mm</td>
<td></td>
</tr>
<tr>
<td>Estimated wave speed</td>
<td>5801 m/s</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3. Geometry input to the finite element simulation where a 5 mm crack with 40° orientation (relative to the horizontal axis) is embedded in an austenitic weld microstructure. The 128 element 2.25 MHz array is placed directly above the flaw over the weld material. The white box depicts the sampling domain.
Table III. System parameters for the experimental phased array inspection of a 3 mm diameter side-drilled-hole embedded next to an ultrasonically noisy MMA weld.

<table>
<thead>
<tr>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Array Elements</td>
<td>128</td>
</tr>
<tr>
<td>Pitch</td>
<td>0.7 mm</td>
</tr>
<tr>
<td>Transducer Center Frequency</td>
<td>2.25 MHz</td>
</tr>
<tr>
<td>Sample Rate</td>
<td>25 MHz</td>
</tr>
<tr>
<td>Depth of Sample</td>
<td>50 mm</td>
</tr>
<tr>
<td>Depth of Flaw from Array</td>
<td>30 mm</td>
</tr>
<tr>
<td>Flaw diameter</td>
<td>3 mm</td>
</tr>
<tr>
<td>Estimated wave speed</td>
<td>5580 m/s</td>
</tr>
</tbody>
</table>

Table IV. System parameters for the experimental phased array inspection of a 7.8 mm lack-of-fusion crack on the boundary of an austenitic double V weld.

<table>
<thead>
<tr>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Array Elements</td>
<td>128</td>
</tr>
<tr>
<td>Pitch</td>
<td>0.7 mm</td>
</tr>
<tr>
<td>Transducer Center Frequency</td>
<td>5 MHz</td>
</tr>
<tr>
<td>Sample Rate</td>
<td>100 MHz</td>
</tr>
<tr>
<td>Depth of Sample</td>
<td>22 mm</td>
</tr>
<tr>
<td>Depth of Flaw from Array</td>
<td>16 mm</td>
</tr>
<tr>
<td>Estimated wave speed</td>
<td>5820 m/s</td>
</tr>
</tbody>
</table>

Secondly, the Factorisation Method was applied to experimental data. The first test sample considered in this paper is a steel block containing an ultrasonically noisy manual metal arc (MMA) weld. The defect of interest is a 3 mm diameter side drilled hole lying to the left of the weld, 30 mm from the front face of the 50 mm thick sample, as shown in Figure 5. The inspection was carried out by a 2.25 MHz linear array (Vermon, France) as specified in Table III combined with the Zetec DYNARAY® (Zetec, Canada) array controller. The RMS longitudinal velocity through this heterogeneous medium was estimated as 5580 m/s with a standard deviation of 192 m/s. Note that these values differ from the comparable simulation described in Table II as the weld geometry used in the simulation does not come from this particular sample and provides only an estimate of the effects of multiple scattering in the ultrasonically noisy MMA weld present in the experiment. TFM images were constructed using this experimentally derived phase velocity to identify the location of the defect before scattering matrices were generated as discussed in Section 3.

The second experimental test sample considered was manufactured from welded austenitic steel plates with implanted defects. The defect of interest is a 7.8 mm lack-of-fusion crack between the weld and steel plate, lying at a 50° angle, relative to the horizontal axis, in close proximity to the back surface of the sample (see Figure 6). The inspection was carried out by a 5 MHz linear array (Vermon, France) as specified in Table IV, combined with the Zetec DYNARAY® (Zetec, Canada) array controller. The RMS longitudinal velocity through this heterogeneous medium was estimated as 5820 m/s. As before, relevant time intervals were isolated using TFM imaging and scattering matrices were thus generated.
3.2. Application to FMC Data Generated by the Finite Element Method

In [10] it is indicated that in the case of limited aperture data, where the far-field pattern \( u^0(\hat{x}, \theta) \) is known only for \( \hat{x}, \theta \in U, U \subset S^2 \) (that is, where there is a limited angle of inspection), the far-field operator \( F \) is not normal. As the FMC data used in this paper arises from ultrasonic inspections by a linear phased array, the Factorisation Method is applied to the \( F_F \) operator here (see Section 2.1).

Figure 7 depicts reconstructions of a 5 mm crack oriented at 40° to the horizontal axis, embedded in a homogeneous medium, using FMC data generated by the time domain finite element method (see Section 3.1, Table I). Note that the sampling domain is a 20 mm² region centered on the flaw (see Figures 3 and 4) and this remains constant for all reconstructions shown in this paper. As discussed in Section 3, only a subset of the FMC dataset (arising from the central 44 elements) has been considered in order to exclude scattering by the backwall. This offers an angular aperture of only 83°, less than one quarter of the full aperture (360°) at which the Factorisation Method performs optimally. No TSVD has been taken here as the flaw is embedded in a completely homogeneous medium and the null space of the scattering matrix already exists. The image is plotted over a 6 dB dynamic range (a standard threshold for measuring defects larger than one wavelength) where the outermost contour is aligned to this limit. Figure 7a shows the known geometry and size of the defect. Image (b) depicts the reconstruction generated by applying the Factorisation Method to the single frequency (1.5 MHz) scattering matrix. Although the resulting image is oversized (11.7 mm in length) and includes two lower amplitude artefacts, the method has identified the defect as a tilted ellipse-like scatterer. As discussed in Section 3, it is possible that improved reconstructions of the flaw may be achieved at different frequencies. However, without a priori knowledge of the flaw’s dimensions, the optimal frequency cannot be deduced. Thus the multifrequency approach was adopted to generate image (c) where scattering matrices were generated over the range 0.75 MHz–2.25 MHz, at intervals equal to the sampling frequency \( f_s \), and then summed. Again, the result is a tilted ellipse although this time the additional artefacts have disappeared and an improved crack length estimate of 9.6 mm is achieved.

To further assess the suitability of the Factorisation Method for application in NDT, it has been applied to data arising from the FEM simulation of an ultrasonic wave scattered by a 5 mm crack with 40° orientation embedded in a homogeneous medium. Image (a) depicts the known defect size and geometry. This was reconstructed by (b) the Factorisation Method applied to the scattering matrix arising at 1.5 MHz and (c) the Factorisation Method applied to the multi-frequency scattering matrix.

Figure 7. Crack reconstructions from FMC data arising from finite element simulation of the scattering of ultrasonic waves by a 5 mm crack with 40° orientation embedded in a homogeneous medium. Image (a) depicts the known defect size and geometry. Image (b) demonstrates the result when only the first four largest singular values are used to approximate a smoother single frequency scattering matrix at 1.5 MHz \((m = 4)\). Although the measurement is 9 mm, the method has correctly determined that we are dealing with a crack-like flaw. Image (c) arises from the multi-frequency (spanning the range 0.75 MHz–2.25 MHz at intervals of \( f_s \)), non-regularised \((m = 44)\) scattering matrix, and the 6 dB contour measures 5.03 mm across. Unfortunately, the fact that the crack is tilted is almost entirely lost in this reconstruction. When the multi-frequency approach is combined with the TSVD \((m = 4)\),
image (d) is obtained which better represents the nature of the tilted crack defect. However, at the $-6$ dB threshold, the diameter of the reconstructed flaw is 8 mm and its orientation is 69°, both presenting significant errors when compared to the known 5 mm length and 50° orientation.

A final simulated dataset where a 2.5 mm diameter disc was embedded in the parent material to the left of the weld was also interrogated. Here data arising from the central 64 elements of the 128 element linear array was used to generate the scattering matrices for inspection by the Factorisation Method, affording an angular aperture of 112°. The exact defect geometry is shown in Figure 9 (a). Image (b) shows the results from interrogation of the scattering matrix arising at 2.25 MHz whilst image (c) arises from the multi-frequency scattering matrix generated over the frequency range 1.125 MHz-3.375 MHz. In this case, taking the TSVD of the scattering matrix inhibited the method’s ability to characterise the flaw. This can be attributed to the fact that the flaw is embedded in a homogeneous medium and since its scattering has been successfully isolated from that of the weld by limiting the aperture of inspection, taking the TSVD only serves to remove data relevant to the flaw. Additionally, the question of how many singular values should be considered can be avoided (although we have a suggested a thresholding technique in Section 2.2, how to optimally truncate the SVD remains an open question). The diameters of the disc (measured along the longest dimension) are 3.4 mm and 2.8 mm respectively. By using the multi-frequency scattering matrix, not only is the flaw size estimate improved but a lower aspect ratio ellipse is yielded and thus the disc nature of the defect is better defined.

To comment on the potential of the Factorisation Method as a tool for improved flaw characterisation, the standard time domain imaging algorithm, the Total Focussing Method (TFM) [2], has been applied to the datasets which gave rise to the reconstructions shown in Figures 8 and 9, and the results are plotted in Figure 10. On initial examination, it can be observed that the image of the crack in 10a better captures the 40° orientation of the defect. However, the $-6$ dB threshold gives rise to a crack length estimation of 9.8 mm, which compares poorly to the measurements obtained by each version of the Factorisation Method presented in Figure 8. Additionally, we observe two distinct peaks, a side effect which is inherent to the TFM imaging algorithm. This effect can also be observed (to a lesser extent) in plot 10 (b), which shows the reconstruction of the side-drilled hole embedded to the left of the austenitic weld. The reconstructed defect measures 6.7 mm along the horizontal, which compares poorly to the 2.8 mm measurement obtained using the multi-frequency factorisation method (recall the flaw has a diameter of 2.5 mm). Through further comparison of Figures 8, 9 and 10, it is also observed that the Factorisation Method better distinguishes between the crack defect and disc defect when the multi-frequency data are interrogated (images 8b...
3.3. Application to Experimental FMC Data

Figure 11 depicts reconstructions of the 3 mm disc from the experimental data as detailed in Table III. Once again, the aperture had to be cropped to exclude interference of the flaw scattering by that of the back wall and so the scattering matrix used arises from the central 64 elements placed directly above the flaw (again affording an angular aperture of 112°). Image (a) shows the known defect geometry and size. Image (b) arises from application of the factorisation method to the single frequency scattering matrix.

and 8d and 9c). This improved flaw identification complements previous work on flaw classification [38, 39] where the primary objective is to distinguish between crack defects and volumetric scatterers.

Figure 10. Reconstructions plotted at the −6 dB threshold of (a) the 5 mm crack embedded within the anisotropic steel weld and (b) the 2.5 mm diameter disc embedded to the left of the weld (see Tables I and II respectively) by the Total Focussing Method.

Figure 12 depicts reconstructions of the 7.8 mm crack from the experimental data as detailed in Table IV. Once again, the aperture had to be cropped to exclude interference of the flaw scattering by that of the back wall and so the scattering matrix used arises from the 42 elements placed directly above the flaw. This gives rise to an angular aperture of 122°. Note that due to the close proximity of the flaw to the backwall, it was not possible to entirely separate the scattering by the flaw from that of the backwall. Image (a) shows the known defect geometry and size. Image (b) arises from the single frequency scattering matrix at 5 MHz and image (c) arises from the multi-frequency scattering matrix generated by summing over the range 2.5 MHz–7.5 MHz at intervals equal to the sampling frequency, $f_s$. Measuring the defects along their longest dimension gives rise to defect measurements of 9.3 mm and 8.6 mm respectively, exhibiting relative errors of 19% in the case where the scattering matrix at a single

Figure 9. Reconstructions of a 2.5 mm diameter disc as shown in image (a) from FMC data arising from finite element simulation (see Table III) by the Factorisation Method applied to (b) the scattering matrix arising at 2.25 MHz and (c) the multi-frequency scattering matrix.
Figure 11. The geometry of the 3 mm diameter disc is plotted in (a). Reconstructions from FMC data arising from the phased array inspection of a steel block (see Table II) by the Factorisation Method applied to (b) the scattering matrix arising at 2.25 MHz and (b) the multi-frequency scattering matrix.

4. Conclusions

This paper has put forward a framework for using the Factorisation Method as a tool for flaw characterisation in the ultrasonic NDT industry. A brief derivation was provided to introduce the algorithm and subsequent application to synthetic time domain data as modelled in the software package PZFlex was carried out. Every case considered in this paper arose from limited aperture inspections with angles of inspection ranging between 83° and 122° (compared to the ideal 360° full aperture cases at which this method optimally performs). A method for isolating flaw scattering in the time domain before converting it to frequency domain scattering matrices was presented. Due to the time domain nature of the data, information was then made available for a range of frequencies at which scattering matrices could be generated and subsequently interrogated by the Factorisation Method. Initial implementation of the algorithm was carried out at the center frequency...
of the transducer array before a multi-frequency approach was adopted. In the case where the flaw was embedded in highly scattering medium it was shown that by using only a subset of the singular values, interference by noise could be minimised. Additionally, the method outperformed the standard imaging algorithm (the total focussing method, TFM) in sizing and differentiating between two different types of flaws: a volumetric side-drilled hole and an angled crack-like scatterer. The algorithm was applied to two experimental data sets, one in which a side-drilled hole lay next to a weld and the other where a lack-of-fusion crack lay on the boundary of the weld. In both cases, taking the TSVD inhibited the Factorisation Method’s performance (this can be attributed to the exclusion of valuable data). However, the multi-frequency approach yielded good flaw size estimates with errors of 0.1 mm for the 3 mm diameter side drilled hole and 0.7 mm for the 7.8 mm crack. And so, there remains much work to be done in order for the Factorisation Method to be adopted by end-users. However, this paper proposes a framework in which time domain, limited aperture data can be brought into the Factorisation Method domain. One natural direction to extend this work would be to consider the elastodynamic equations (rather than the Helmholtz equation). Also, it would be of interest to investigate the use of the Factorisation Method in the time-frequency domain [40].
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