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An alternative theoretical approach for the derivation of analytic and numerical solutions to thermal Marangoni flows

Marcello Lappa

Abstract: The primary objective of this short work is the identification of alternate routes for the determination of exact and numerical solutions of the Navier-Stokes equations in the specific case of surface-tension driven thermal convection. We aim to introduce a theoretical approach in which the typical kinematic boundary conditions required at the free surface by this kind of flows can be replaced by a homogeneous Neumann condition. More precisely, the novelty of the present framework lies in the adoption of a class of ‘continuous’ distribution functions by which no discontinuities or abrupt variations are introduced in the model. The rationale for such a line of inquiry can be found 1) in the potential to overcome the typical bottlenecks created by the need to account for a shear stress balance at the free surface in the context of analytic models for viscoelastic and other non-Newtonian fluids and/or 2) in the express intention to support existing numerical (commercial or open-source) tools where the possibility to impose non-homogeneous Neumann boundary conditions is not an option. Both analytic solutions and (two-dimensional and three-dimensional) numerical “experiments” (concerned with the application of the proposed strategy to thermocapillary and Marangoni-Bénard flows) are presented. The implications of the proposed approach in terms of the well-known existence and uniqueness problem for the Navier-Stokes equations are also discussed to a certain extent, indicating possible directions of future research and extension.
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1. Introduction

Gravitational and surface-tension driven convection in fluid-filled enclosures has received considerable attention over the past several years due to its extensive background applications in engineering design of advanced technology. These applications (of practical or prototypical natures, too many to be cited here) span such diverse fields as electronic industry, cooling plants, coating processes, organic and inorganic crystal growth, etc (Melnikov et al. [1], Melnikov and Shevtsova [2], Li et al. [3], Xun et al. [4], Henry et al. [5]).

Leaving aside for a while applicative aspects, such subjects have also attracted significant academic interest. Indeed, the instabilities of these flows and related hierarchy of bifurcations do exert an appeal to researchers and scientists because of the variety of patterns and related spatio-temporal evolution. Such features are often aesthetically pleasing and “philosophically” challenging (because of their implications in the development of a general theory for non-linear systems), which make
them irresistible to theoretical physicists. Much interest also comes from the well-known inherent difficulties in elaborating a general theory able to predict such characteristics “a priori”.

One way to mitigate this drawback is to introduce a preliminary classification of the possible regimes and related solutions on the basis of the thermal and mechanical boundary conditions affecting the considered problem. A mathematical formulation of all such conditions leads to the so-called initial-boundary value problem (IBVP) where the governing balance equations for mass, momentum and energy have to be solved together with the related initial and boundary conditions. In turn, this requires implicitly the adoption of a given solution strategy, be it analytical, approximate or “numerical”.

By analytical approach we mean one of the standard methods for classical partial differential equations (the obvious outcome of such a process being an algebraic expression relating the dependent variables to the independent variables, see, e.g., Ostroumov [6], Birikh [7,8], Gershuni and Zhukhovitskii [9], Belghazi et al. [10], Lappa [11], Lappa and Ferialdi [12]). An approximate method results when the governing boundary value problem is solved using a series-expansion-based technique (see, e.g., Jane [13], Jebari et al. [14], Al-Saif et al. [15]) or a transformation is used, based on the introduction of a similarity variable, by which the original partial differential equations are replaced by a set of coupled nonlinear ordinary differential equations (e.g., Makinde and Olanrewaju [16]). Finally, by numerical solution here we refer to the discrete set of nodal values that is obtained when the IBVP is integrated numerically (by discretizing the equations over a computational grid, see, e.g., [17-33]).

Unlike the analytical approach, however, none of these approximate numerical methods is able to yield a closed expression for the velocity in the flow in terms of driving forces involved and conditions at the system boundary.

This is the main reason for which analytic solutions of Marangoni convection have enjoyed a widespread use in the literature as a paradigm model for establishing (in general) a theoretical foundation to the field of surface-tension driven flows and (in particular) for explaining some of the typical manifestations of this kind of convection in practical situations. These flows are known to undergo a variety of instabilities when the characteristic parameter (the so-called Marangoni number) exceeds one or more thresholds. Analytic solutions have allowed gaining outstanding insights into such behaviors due to their natural “ability” to be used as initial conditions (the so-called “basic flow”) for straightforward application of linear-stability-analysis (LSA) techniques.

By contrast, when such a flow has to be determined numerically, the typical protocols of LSA require the solution of an eigenvalue problem of very high order (in practice, the order of this problem is equal to the amount of scalar unknowns used to represent the solution numerically, namely, a number given by the product of the number of unknown functions and the number of discretization elements, i.e. grid points, control volumes or finite elements effectively used).

Given such premises, it is really difficult to imagine how our understanding of these flows and their instabilities could have flourished without the availability of analytic solutions. Indeed, studies of
buoyancy and Marangoni flow have historically progressed through the introduction of a precise hierarchy of models with increasing complexity where new knowledge was iteratively produced on the basis of the intuition developed on the basis of earlier simpler models. As an example, this approach proved extremely useful in the development of a general theory of flow bifurcation and turbulence (Lin [34], Rosenbluth and Simon [35], Drazin and Howard [36], Hart [37,38], Gill [39], Smith and Davis [40], Laure and Roux [41], Gershuni et al. [42], Parmentier et al. [43], Priede et al. [44], Priede and Gerbeth [45], etc.).

Before being impressed by the power of this idea, however, we have to warn that the derivation of analytical solutions to the Navier-Stokes equations is an extremely hard task. Indeed, only a very limited set of exact solutions is known (most of such solutions were originally published in a number of Soviet-Union journals, hardly accessible in the western world, and for this reason many of them have been ignored for a long time, see, e.g., Ostroumov [6]).

Technically speaking, in general, it is possible to find or “build” analytical solutions when the convective terms in the governing equations, namely the main sources of non-linearity, vanish naturally. Towards this end, some specific simplifications can be considered such as a reduction of the number of space dimensions involved or the “removal” of physical boundaries along certain directions (ideally assumed to be located at an infinite distance where they are not able to influence the “core” flow).

Despite these assumptions, however, significant drawbacks opposing to the straightforward determination of results in analytical form persist. For Marangoni flow an additional bottleneck is represented by the need to satisfy a non-homogeneous kinematic boundary condition at the free interface, which should be regarded as the main motivation for which further developments in this field have been relatively limited. This is especially true for the case of non-Newtonian fluids, for which such a boundary condition (a shear stress balance) becomes particularly complex and cumbersome because of the presence of other (e.g., viscoelastic) stresses in the fluid (in addition to the standard Newtonian and thermocapillary ones). Among other things, the non-homogeneous nature of this boundary condition has acted in many circumstances as a kind of “barrier” limiting the utilization of widespread commercial or open-source CFD tools (such as Open-Foam). Though many of such computational tools are equipped with a variety of functions and models (including the possibility to simulate viscoelastic fluids), often they lack the possibility to implement kinematic boundary conditions such as those that would be required to simulate thermal Marangoni convection.

Motivated by this observational tide, the main aim of the present analysis is to propose widening the range of methodologies to be potentially used to treat this kind of flows. In particular, we further develop and expand the approach originally introduced by Tiwari and Nishino [46] about the possibility to turn the stress-balance Marangoni condition at the liquid-gas interface into an equivalent condition or source term to be added directly to the momentum equation as it was a force of buoyancy nature.
2. Governing equations

For simplicity, we build our framework on the assumption that the flow is laminar, steady and incompressible with constant properties.

2.1 Nondimensional form

In order to derive analytic solutions in the most general form, obviously, the governing equations have to be put in a non-dimensional shape. Here we consider the typical (most general) choice of characteristic reference quantities for thermal convection ([47,48]); namely, we scale lengths, velocity, time and pressure by \( d \), \( V_\alpha = \alpha / d \), \( d^2 / \alpha \) and \( \rho \alpha^2 / d^2 \), respectively, where \( d \) is a reference distance, \( \alpha \) is the fluid thermal diffusivity (and \( \rho \) its density), and \( V_\alpha \) is the energy diffusion velocity. Moreover, we subtract a reference value \( T_o \) to the temperature, and scale it by a reference temperature difference \( \Delta T \). This approach leads to cast the mass, momentum and energy balance equations as:

\[
\nabla \cdot \mathbf{V} = 0
\]

\[
\frac{\partial \mathbf{V}}{\partial t} + \nabla \cdot [\mathbf{V} \mathbf{V}] + \nabla p = \text{Pr} \nabla^2 \mathbf{V} + \mathbf{F}_b
\]

\[
\frac{\partial T}{\partial t} + \nabla \cdot [T \mathbf{V}] = \nabla^2 T
\]

where, \( \mathbf{V} \), \( p \) and \( T \) are the non-dimensional velocity, pressure and temperature respectively (the so-called “primitive variables”), \( \mathbf{F}_b \) is a generic body force (e.g., buoyancy), and \( \text{Pr} \) is the Prandtl number (\( \text{Pr} = \nu / \alpha \) and \( \nu \) is the constant kinematic viscosity \( \nu = \mu / \rho \)).

To put the work in perspective, in the next two sections we illustrate the differences between classical approaches implemented in the past and the present one.

2.2 Classical Analytic Solutions for Marangoni Flows

As the resulting framework is not restricted to a specific geometry or model, without loss of generality we concentrate on the classical case of parallel flows [7,40].

As shown in Fig. 1, initially we consider a laterally unbounded horizontal layer of liquid delimited from below by a solid wall and from above by a liquid-gas interface. The horizontal boundaries are assumed to be located at \( y = -1/2 \) and \( 1/2 \), respectively. Moreover, there are no velocity components along \( y \) and \( z \) (\( v = w = 0 \)) while the component along \( x \) depends on the vertical coordinate \( y \) only, i.e. \( u = u(y) \). The temperature undergoes a linear increase along the horizontal coordinate \( x \) (with a constant rate of increase \( \gamma \)), and as a result of fluid being transported with velocity \( u(y) \), it also displays a dependence on the vertical coordinate (in other words, these analytic solutions are...
essentially two-dimensional). Moreover, we define the Rayleigh and Marangoni numbers as $Ra=GrPr=g\beta_T d^4/\nu \alpha$ and $Ma=RePr=\sigma_T d^2/\mu \alpha$, respectively (where $d$ is the distance between the boundaries, $\beta_T$ is the thermal expansion coefficient, $\sigma_T$ is the surface tension derivative with respect to temperature, $Gr$ and $Re$ are the Grashof and Reynolds numbers, respectively).

![Figure 1: Sketch of layer of infinite extent subject to horizontal heating.](image)

In the presence of a free liquid/gas interface, obviously, equations (1)-(3) must be considered together with the so-called Marangoni boundary condition. If viscous stresses in the gas are neglected (in general such assumption is reliable because the dynamic viscosity of the gas surrounding the free liquid surface is much smaller than the viscosity of the considered liquid) such condition reads:

$$\frac{\partial V_s}{\partial h} = -Ma \nabla_s T$$

where $n$ is the direction perpendicular to the free interface (planar in our case), $\nabla_s$ the derivative tangential to the interface (the x direction) and $V_s$ the surface velocity vector.

This condition enforces a flow through the variation of the surface tension. Typically, this variation leads fluid located in proximity to the gas-liquid interface to move from regions of higher temperature towards relatively cold areas. The viscosity then transfers this motion to the underlying fluid, thereby turning an initial surface effect into bulk fluid motion.

For the case considered here (steady flow with $u=u(y)$, $v=w=0$ and perfectly flat and horizontal interface, as shown in Fig. 1) eqs. (1)-(3) reduce to:

$$\frac{\partial p}{\partial x} = Pr \frac{\partial^2 u}{\partial y^2}$$

$$\frac{\partial p}{\partial y} = Pr RaT$$

$$u \frac{\partial T}{\partial x} = \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2}$$

while eq. (4) can be rewritten as:
\[ \frac{\partial u}{\partial y} = -Ma \frac{\partial T}{\partial x} \]  

(8)

representing the aforementioned non-homogeneous Neumann boundary condition.

Assuming solutions in the general form (with \(Ma=0\) or \(Ra=0\) for pure thermogravitational or pure thermocapillary flows, respectively):

\[
V = \begin{bmatrix} u \\ v \\ w \end{bmatrix} = \begin{bmatrix} Ra & g_1(y) + Ma & g_2(y) \\ 0 \\ 0 \end{bmatrix}
\]  

(9)

\[ T = x + Ra \, f_1(y) + Ma \, f_2(y) \]  

(10)

\(f_1, f_2, g_1\) and \(g_2\) can be “built” as polynomial expressions, provided the related (polynomial) coefficients satisfy the alternate set of equations that can be obtained by substituting eqs. (9) and (10) into eq. (7) and into the equation resulting from cross-differentiation of eqs. (5) and (6) (i.e. \(\frac{d^2 u}{dy^2} = Ra \frac{\partial T}{\partial x}\)).

For the case of interest here, i.e. pure Marangoni flow (\(Ra=0\)), such system of equations reduces to:

\[ g_2 = \frac{d^2 f_2}{dy^2} \]  

(11)

\[ \frac{d^3 g_2}{dy^3} = 0 \]  

(12)

to be supplemented with the proper boundary conditions:

**Kinematic conditions:**

solid boundary: \(u=0 \rightarrow g_2(y)=0\) \hspace{1cm} (13)

free surface: eq. (8) \(\rightarrow \frac{dg_2}{dy} = -1\) \hspace{1cm} (14)

**Thermal conditions:**

Adiabatic boundary: \(\frac{\partial T}{\partial y} = 0 \rightarrow \frac{df_2}{dy} = 0\) \hspace{1cm} (15)

Conducting boundary: \(T=x \rightarrow f_2=0\) \hspace{1cm} (16)
An additional equation constraining the “shape” of the final polynomial expressions for $g_2$ can be obtained by imposing that the net flux of fluid at any cross section of the slot must be zero to satisfy mass conservation, i.e.:

$$\int_{-\frac{1}{2}}^{\frac{1}{2}}udy = 0 \rightarrow \int_{-\frac{1}{2}}^{\frac{1}{2}} g_2 dy = 0$$  \hspace{1cm} (17)

Known exact solutions ([7]) for such a system of equations (eqs. (11)-(17)) can be cast in compact form as:

$$u = -\frac{Ma}{4} \left(3y^2 + y - \frac{1}{4}\right)$$  \hspace{1cm} (18)

with:

$$T = x - \frac{Ma}{48} \left(3y^4 + 2y^3 - \frac{3}{2}y^2 - \frac{3}{2}y - \frac{5}{16}\right)$$  \hspace{1cm} (19a)

for adiabatic interface and conducting bottom wall and

$$T = x - \frac{Ma}{48} \left(3y^4 + 2y^3 - \frac{3}{2}y^2 - \frac{1}{2}y + \frac{3}{16}\right)$$  \hspace{1cm} (19b)

for both boundaries behaving as conducting surfaces.

### 2.3 Alternative formulation

In some circumstances it is convenient to replace the original balance governing equations with alternate forms displaying some advantages with respect to the initial formulation. In general, these equivalent formulations can be obtained from the “primitive” equations via specific mathematical manipulations such as differentiation (or other artifices). Here, in particular, as stated in the introduction, the focus is on the possibility to replace the boundary condition at the free surface, namely, eq. (14), with a homogeneous boundary condition, that is, $dg_2/dy=0$ at $y=1/2$.

It needs no demonstration that, in principle, this would be feasible by formally inserting the surface force directly in the momentum equation via an impulse function, i.e:

$$\frac{\partial V}{\partial t} + \nabla \cdot [VV] + \nabla p = Pr \nabla^2 V + F_{Ma}$$  \hspace{1cm} (20a)

with $F_{Ma} = -Ma \left[ \hat{e}_x \cdot \nabla T \right] \beta_s$  \hspace{1cm} (20b)
where \( \hat{i}_x \) is the unit vector along the x direction and \( \delta_s \) is the just-mentioned “impulse” function (which takes value 1 on the interface and is zero elsewhere). Such approach, for instance, was successfully used by Tiwari and Nishino [46], who expressly modelled the surface tension effect as a body-force term acting on a very thin layer on the surface of a liquid bridge, namely

\[
F_{body} = \sigma_T \frac{\partial T}{\partial x} \frac{1}{\delta r} 
\]

(21)

where \( \delta r \) is the thickness of the thin layer. These authors had to develop this method since their commercial software (STAR-LT) could not properly treat the Marangoni type boundary condition. Most recently, a similar implementation is due to Yano et al. [49]. Very thin volume elements (thickness about 5x10^{-4} mm) were placed next to the surface to simulate axisymmetric steady thermocapillary flows in a liquid bridge with a radius of 15 mm (which would correspond to a non-dimensional amplitude of the thin layer \( \delta r \approx 10^{-5} \)).

Though such a representation is correct from a mathematical point of view (and “appealing” given its simplicity), its usefulness, however, tends to be limited by the discontinuity intrinsically present in it.

Here we wish to show that this bottleneck can be circumvented if the ideal interface separating the two (gas and liquid) phases as a mathematical boundary of zero thickness, is replaced with a phase-field \( \phi \) varying from 0 to 1 (a “distribution” function) through a region of the liquid whose thickness, though relatively small with respect to characteristic size of the domain, is not zero (\( -1/2 \leq y \leq 1/2 \) where \( -1/2 \leq h < 1/2 \)).

Indeed, by this artifice, it is possible to recast the surface force seen in eq. (20) into a corresponding volume force spread over a region of finite thickness, which no longer relies on the formal use of the impulse function (or the need to concentrate a volume force entirely into a layer with vanishing thickness). The required theoretical basis to this modus operandi can be found in the mathematical equality:

\[
\int_{-1/2}^{1/2} \hat{n} \cdot \nabla \phi \ dy = 1 
\]

(22)

where \( \hat{n} \) is obviously the unit vector locally perpendicular to the free interface (\( \hat{i}_y \) in our case). Accordingly, eq. (21) can be rewritten as:

\[
F_{Ma} = -Ma \left[ \hat{i}_x \cdot \nabla T \right] |\nabla \phi| 
\]

(23)

This condition, which can be seen as a peculiar implementation of the ideas at the basis of the so-called Continuum Surface Stress (CSS) models [50,51], in the present conditions for which the flow depends on the vertical coordinate only, reduces to
\[ F_{Ma} = -Ma \phi' \]  

(24)

\( \phi' \) being the first derivative of the function \( \phi(y) \). Accordingly, eq. (12) can be reformulated as

\[ \frac{d^3 g_2}{dy^3} = -\phi'' \]  

(25)

3. Solution

In the following, we concentrate on a class of \( \phi \) functions having the form:

\[ \phi = \left( y + \frac{1}{2} \right)^n \]  

(26)

with the exponent \( n \) being an arbitrary integer number in the interval \((1, +\infty)\), such that \( \phi = 0 \) at \( y = -1/2 \) and \( \phi = 1 \) at \( y = 1/2 \).

![Fig. 2: Function \( \phi \) as a function of \( y \) for different values of the exponent \( n \).](image)

As shown in Fig. 2, this class is particularly interesting and relevant because the exponent can be used as an input parameter to set the effective amplitude of the region of finite thickness over which the volume force is spread (the limit \( n \to \infty \) representing the ideal condition in which such a thickness becomes zero).

The derivative of this function yields the distribution function:
\[ \phi' = n \left( y + \frac{1}{2} \right)^{n-1} \]  

(27)

from which the reader will easily verify that

\[ \int_{-1/2}^{1/2} \phi' \, dy = \int_{-1/2}^{1/2} n \left( y + \frac{1}{2} \right)^{n-1} \, dy = 1 \]  

(28)

and (see again Fig. 2)

\[ \lim_{n \to \infty} \left( y + \frac{1}{2} \right)^{n-1} = \begin{cases} 1 & \text{for } y = 1/2 \\ 0 & \text{for } y < 1/2 \end{cases} \]  

(29)

Moreover, by integration of eq. (25), one gets:

\[ \frac{d^2 g_2}{dy^2} = -\phi' = -n \left( y + \frac{1}{2} \right)^{n-1} + C_1 \]  

(30)

\[ \frac{dg_2}{dy} = \left( y + \frac{1}{2} \right)^n + C_1 y + C_2 \]  

(31)

\[ g_2(y, n) = -\frac{1}{n+1} \left( y + \frac{1}{2} \right)^{n+1} + \frac{1}{2} C_1 y^2 + C_2 y + C_3 \]  

(32)

where the constants \( C_1, C_2 \) and \( C_3 \) can be determined considering the conditions:

solid boundary: \( u = 0 \rightarrow g_2(y) = 0 \)  

(33)

free surface: stress free condition \( \rightarrow \frac{dg_2}{dy} = 0 \)  

(34)

no net mass flow: \( \int_{-1/2}^{1/2} g_2 \, dy = 0 \)  

(35)

Solution of the related system of algebraic equations yields:

\[ C_1 = 3 \left[ \frac{1}{2} - \frac{1}{(n+1)(n+2)} \right] \]  

(36a)
\[ C_2 = \left[ 1 + \frac{3}{2(n+1)} \right] \]  
\[ C_3 = \left[ 1 + \frac{1}{8(n+1)} - \frac{1}{16} \right] \]  

![Equation graphs](image)

**Fig. 3:** Comparison among the velocity profiles for different values of the exponent \( n \) (Fig. 3a), and the classical analytical solution by Birikh (1966) (Fig. 3b).

This class of solutions has been plotted in Fig. 3a for different values of the exponent and in Fig. 3b for \( n=10^3 \) in conjunction with the canonical analytic solution by Birikh [7] derived in Sect. 2.2.

As the reader will easily realize, the difference between the present solution and eq. (18) can be considered negligible when \( n \) exceeds a given threshold (\( n \geq 200 \), as an example, for \( n=100 \) some departure can be still noticed in proximity to the top wall as evidenced by the small circle in Fig. 3a). The corresponding analytic solutions for the temperature profile can be determined by substituting \( g_2(y) \) into eq. (11) and considering the relevant boundary conditions for the temperature, namely, eqs. (15) or (16) according to whether one is interested in an adiabatic or conducting surface. Straightforward integration of Eq. (11) leads to \( T = x + Ma \ f_2(y) \) where

\[ f_2(y, n) = -\frac{1}{(n+1)(n+2)(n+3)} \left( y + \frac{1}{2} \right)^{n+3} + \frac{1}{24} C_1 y^4 + \frac{1}{6} C_2 y^3 + \frac{1}{2} C_3 y^2 + C_4 y + C_5 \]  

with

\[ C_4 = \frac{1}{2^4} \left[ \frac{5}{(n+1)(n+2)} - \frac{1}{2} \right] \]  

\[ C_5 = \frac{1}{2^7} \left[ \frac{7}{(n+1)(n+2)} - \frac{5}{6} \right] \]
for adiabatic interface and conducting bottom wall (Fig. 4), and

\[
C_4 = \frac{1}{(n+1)(n+2)(n+3)} - \frac{1}{3} \frac{1}{2^5} \left[ 1 + \frac{6}{(n+1)(n+2)} \right] \tag{39a}
\]

\[
C_5 = \frac{1}{2(n+1)(n+2)(n+3)} - \frac{1}{2^7} \left[ \frac{17}{(n+1)(n+2)} - \frac{1}{2} \right] \tag{39b}
\]

for both boundaries behaving as conducting surfaces (Fig. 5).

---

**Fig. 4:** Comparison among the temperature profiles for different values of the exponent \( n \) (Fig. 4a), and the classical analytical solution by Birikh (1966) (Fig. 4b) in the case of adiabatic surface and conducting bottom wall.

---

**Fig. 5:** Comparison among the temperature profiles for different values of the exponent \( n \) (Fig. 5a), and the classical analytical solution by Birikh (1966) (Fig. 5b) in the case of both boundaries behaving as conducting surfaces.
Additional meaningful information can be gathered from Fig. 6 in which we have plotted the following integral quantity:

$$\theta = \int_{-\frac{1}{\sqrt{2}}}^{\frac{1}{\sqrt{2}}} \left| f_z(y, n+1) - f_z(y, n) \right| dy$$

(40)

Fig. 6: Integral quantity $\theta$ defined by eq. (40) as a function of the parameter $n$: a) adiabatic surface and conducting bottom wall; b) both boundaries behaving as conducting surfaces.

The most remarkable and intuitive consequence of such plots is that even though the proposed approach makes the analytical solution dependent on the parameter $n$, the “difference” (measured by a proper integral quantity such as $\theta$) between the solutions corresponding to two close values of $n$, $(n)$ and $(n+1)$, decreases as $n$ increases (becoming exactly zero in the limit as $n \to \infty$, which from a physical point of view would be equivalent to the size of the region with the volume force tending to zero). From an engineering (or “practical”) point of view, this means that once a family of $n$-dependent solutions has been determined through the process of analytic integration, in order to filter out the indetermination produced by the process of replacing a surface force with a volume force, it would be sufficient to consider the value of $n$ for which the quantity $\theta$ becomes smaller than a given threshold or desired precision.

In order to test the general effectiveness of the overall approach based on the replacement of the surface force with an equivalent “dilute” volume force spread over a region of finite thickness (such that its integral over such a region is mathematically equal to the original surface force), we also performed some numerical simulations based on a collocated method (finite differences).

Though, as stated in the introduction, the problem related to the stability of Marangoni flow largely relies on the theory of stability and the theory of bifurcation as relevant strategies of attack, computational fluid dynamics (CFD) should also be regarded as a valid means to address it. Indeed,
direct numerical discretization and solution of the Navier-Stokes equations in their original non-linear and time-dependent form can provide useful information [17-33].

In particular, we used a projection method, that is, a classical numerical technique having its theoretical foundation in the Ladyzhenskaya decomposition theorem [52,53] (see, e.g., Harlow and Welch [54], Chorin [55] and Temam [56]). As usual with such a class of methods, some staggered arrangement of the variables is required (typically the fluxes and velocities are computed on the cell faces whereas other scalar variables such as temperature and pressure, occupy the center). In such implementation, we used centered finite-difference schemes with second-order accuracy for the spatial discretization of both diffusive and convective terms in the momentum equation, replacing it with a third-order accurate (quick) scheme for the convective term of the temperature equation.

These simulations have been specifically devoted to assess whether the resulting approach with the surface force spread over a region of finite thickness can provide reliable information on the typical instabilities of the Marangoni parallel flow that emerge when the characteristic number (Ma) exceeds a given threshold.

In order to mimic numerically the conditions corresponding to a parallel flow, we have considered initially two-dimensional Marangoni convection in a shallow rectangular layer of silicone oil (Pr=15) with aspect ratio (length/depth) A=20 for which the flow occurring in the “core” of the cavity is sufficiently far away from the end regions (where the fluid turns around), not to be influenced significantly by such edge effects.

Though we recommend the reader to consult [31] for additional information about our algorithm and its reliability, the main results of a validation and grid refinement process are summarized here as follows. Mesh independence has been obtained with a mesh 600 × 30 (see Table I) to be considered as the “minimum” requirement to be satisfied in terms of grid density.

<table>
<thead>
<tr>
<th>Grid $N_x \times N_y$</th>
<th>$\Omega_{HTW}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>200 × 20</td>
<td>49.5</td>
</tr>
<tr>
<td>400 × 20</td>
<td>47.3</td>
</tr>
<tr>
<td>300 × 30</td>
<td>46.2</td>
</tr>
<tr>
<td>400 × 30</td>
<td>45.4</td>
</tr>
<tr>
<td>600 × 30</td>
<td>45.3</td>
</tr>
</tbody>
</table>

Table I: Grid Refinement Study: Angular frequency of the Hydrothermal Wave as a function of mesh resolution (Pr=15, A=20, $Ma=\sigma T d^2/\mu\alpha=10^3$, Marangoni effect implemented as boundary condition).

Validation has been achieved through comparison with the numerical results of Xu and Zebib [21] for pure Marangoni flow in a rectangular cavity with A=20, Pr=10 and Ma=525. Using the same grid density that, according to the refinement study shown in Table I, guarantees a mesh-independent solution (for even larger values of the Prandtl and Marangoni number), we have
obtained a traveling-wave angular frequency $\omega \approx 36$ matching with a reasonable approximation ($\pm 2\%$) the value (35.17) reported by these authors.

The results of the simulations for $Pr=15$, $A=20$ and $Ma=10^3$ reported in Figs. 7 and 8 in terms of thermocouple signals measured at a selected point and velocity fields (in terms of streamfunction maps), do confirm that the problem is self-consistent, i.e. the oscillatory solution emerging as a result of a Hopf bifurcation (the “first” flow bifurcation in the general hierarchy of instabilities of this kind of flow) and the related frequency correctly tend, when $n$ increases, to those obtained with the classical algorithm with the Marangoni force accounted for as a boundary condition (see also Fig. 9). These figures also reveal that in the opposite limit in which $n \to 1$ (namely, relatively small values of the exponent $n$) numerical simulation are not able to capture correctly the dynamics.

It is known that the typical supercritical state of Marangoni flow for high-$Pr$ fluids should consist of a series of convective rolls which travel continuously from the cold side to the hot side, i.e. in the upstream direction (upstream travelling wave [40]).

As shown in Fig. 8, though for $n \geq 10$ such phenomena can be correctly reproduced by the numerical simulation, for $n=3$ the emerging flow is steady with a single elongated cell along the horizontal direction, similar to that that is typically established in subcritical conditions.

Moreover, though the convection amplitude obtained for $n=50$ (Fig. 8c) differs by less than 2% with respect to the classical case in which the Marangoni effect is implemented via the shear stress...
balance boundary condition (reported for completeness in Fig. 8f), for n=10 (Fig. 8b) some non-negligible difference can be noticed.

The opposite limiting condition $n \to \infty$, however, also deserves some attention. Indeed, the effect of the exponent n in a numerical environment (or framework) where the equations are discretized and solved by a numerical technique is not as straightforward as one would imagine.

![Streamlines for different values of the exponent n](image)

**Fig. 8:** Streamlines for different values of the exponent n ($N_x \times N_y = 600 \times 55$, layer with aspect ratio $A=20$, $Pr=15$, $Ma=\sigma T d^2/\mu \alpha=10^3$, adiabatic surface, conducting bottom): a) $n=3$, b) $n=10$, c) $n=50$, d) $n=200$, e) $n=300$, f) Marangoni effect implemented via the classical shear stress balance boundary condition.
Fig. 9: Numerically determined maximum value of the streamfunction (a) and angular frequency (b) as a function of the exponent n (resolution used $N_x \times N_y = 600 \times 55$, layer with aspect ratio $A=20$, $Pr=15$, $Ma=\frac{\sigma \gamma d^2}{\mu \alpha}=10^3$, adiabatic surface, conducting bottom).
Even though the distribution-function approach in the limit as $n \to \infty$ is still conservative in the mean, however, (as explained before) the numerical simulations have been conducted with a collocated method, which makes the algorithm not conservative in a ‘discrete’ sense (as a result, e.g., the flow experiences a weaker driving for $n = 300$ than for $n = 200$, see Fig. 9a). This limit becomes particularly evident in Fig. 7 where the temperature signal for $n=300$ shows no obvious evidence of the expected oscillatory flow (just as in the case $n=3$). Similarly, Figs. 8d and 8e reveal a notable “deficiency” in terms of flow amplitude for $n=200$ and $n=300$, respectively (which definitely proves that excessively high values of the exponent $n$ can be the source of problems as well).

Additional insights into these apparently counter-intuitive behaviors can be obtained by taking into account at the same time the dependence (on the exponent $n$) displayed by both the angular frequency $\omega$ of the emerging hydrothermal wave and its “strength” (as measured by the maximum value of the streamfunction $\psi_{\text{max}}$). As illustrated in Fig. 9 for the case of a mesh $N_x \times N_y = 600 \times 55$, while $\omega$ undergoes a smooth monotone increase with $n$ until it drops abruptly to zero when $n=300$, the corresponding trend of the streamfunction is not monotone. Starting from a value $\psi_{\text{max}} \approx 12$ for $n=3$ it raises until it attains a maximum for $n=50$ and then its magnitude decreases again if $n$ is further increased (because when such a threshold is exceeded sub-grid scales being related to the steep variations of $\phi$ can no longer be transferred to the collocated grid).

Such observations lead to the important conclusion that for a given mesh, in general, an “optimal” value of the exponent $n$ can be identified providing the best agreement between the solutions obtained with the Marangoni effect modeled as a surface or volume force, respectively.

For the considered grid $N_x \times N_y = 600 \times 55$ such an exponent is $n \approx 50$, as witnessed by the percentage differences between the values of $\omega$ and $\psi_{\text{max}}$ and the corresponding values obtained with the standard boundary condition, which drop below 3% for such a specific value of $n$.

Remarkably, the above considerations imply that, with the present approach, an additional requisite of numerical nature must be satisfied with respect to the situation in which the determination of analytic solutions is attempted: namely the region where the driving force is spread must be properly “resolved”. Following up on the previous point, similar criteria can be introduced by fixing the value of $n$ and allowing the number of points $N_y$ used to discretize the equation along the direction perpendicular to the liquid-gas interface to change in order to capture previously unresolved sub-grid scales. Indeed, in general, for each value of $n$ a limit value of $N_y$ can be identified such that if $n$ is increased while keeping constant $N_x$, the resulting solution underestimates the flow amplitude. Such a value would correspond to the optimal (minimum) number of points to be used in the vertical direction to make the numerical solution based on the spread-force approach mesh independent.

Another way to think about the above requirement is to consider that the number of grid points in the region where the variable $\phi$ undergoes significant changes (Fig. 2) must not be smaller than a given “minimum”. As such a region undergoes significant shrinkage as $n$ is increased, the number of points in the vertical direction has to be increased accordingly (this being equivalent to a minimum of $N \geq 5$ points uniformly distributed in such a region for the values of the Prandtl and
Marangoni number considered here). Obviously, such a requirement would lead to the need of an infinite number of grid points in the vertical direction in the limit as $n \to \infty$. Practically speaking, this means a critical aspect being related to the application of the present framework is the just discussed identification of a compromise between the two opposite needs to put the code in a condition to capture qualitatively and quantitatively (with an acceptable approximation) the dynamics of interest and not increase excessively the related computational cost.

As the reader might have realized at this stage, keeping in mind the above considerations and general criteria, these sample results might be seen as the required basis to exploit the suggested approach to model surface-tension effects in existing commercial or open-source CFD codes for which a major shortcoming is represented by the inability of the software to accept non-homogeneous Neumann conditions for the velocity.

As an additional example, the ability of the present framework to reproduce typical dynamics of surface-tension driven flows even in circumstances for which the temperature gradient is perpendicular to the free surface (the classical three-dimensional Marangoni-Bénard problem) is illustrated in Figs. 10 and 11.
Fig. 10: Three-dimensional isosurfaces of temperature and velocity field (vector plot) at the free liquid-gas interface for Marangoni-Bénard convection in a layer of silicone oil of 1 cSt (Pr=15) covered by an equal layer of air, having nondimensional depth $L_z=1$ and horizontal dimensions $L_x=15$ and $L_y=15$ ($Ma \approx 180$, $Ma$ defined as $\sigma_1 \Delta T d/\mu \alpha$ where $d$ is the layer depth and $\Delta T$ the temperature difference along the vertical direction; zero-g conditions, $N_x \times N_y \times N_z = 300 \times 300 \times 40$): a) Marangoni effect implemented via the classical shear stress balance boundary condition; b) Marangoni effect implemented as volume force with $n=40$.

Figure 10 shows the classical steady hexagonal cells at the free liquid-gas interface that are typical of this kind of convection in relatively shallow layers of fluids for not too high values of the Marangoni number.

The isosurfaces of temperature in Fig. 11 provide some additional insights into the coupling between the velocity and temperature fields showing that (as expected) a rising current of hot fluid is established beneath the core of each hexagonal cell. Unlike the traveling wave solution that develops on an initially steady underlying unicellular shear flow, this type of convection originates from purely quiescent and thermally diffusive conditions when the applied temperature difference exceeds a critical value.
Fig. 11: a) Enlarged view of the central region of the layer (5 ≤ x ≤ 10, 5 ≤ y ≤ 10) and b) related lateral view, for the same conditions corresponding to Fig. 10b (Marangoni effect implemented as volume force with n=40).

Comparison between Fig. 10a and 10b, obtained using the classical shear stress balance condition at the interface and the equivalent formulation in terms of volume force, respectively, indicates that the latter approach can capture both quantitatively and qualitatively the typical features of Marangoni-Bénard convection. Indeed, apart from some minor qualitative differences between the two patterns (essentially due to the intrinsically “random nature” of the infinitesimal disturbances leading to the onset of convection starting from purely quiescent conditions), the two solutions display the same number of cells (flow wavelength) and maximum value of velocity (intensity or strength of the flow when the initial perturbations saturate their amplitude).
4. Discussion and Conclusions

The advantages resulting from the approach proposed here would be relevant to all those circumstances in which taking into account the Marangoni effect via a boundary condition might play the role of a bottleneck for further advancements.

Stripped to its basics, the proposed scheme envisions the replacement of such a boundary condition with a source term in the momentum equation properly “weighted” by means of a “phase” function: 1) having the shape of a polynomial term of order \( n \), 2) varying between 0 and 1 over the considered domain (1 corresponding to the location of the interface) and 3) ideally tending to an impulse function in the limit as the exponent becomes infinite.

Even if the formalism developed in the present paper has been mainly based on the assumption of parallel flows, the resulting ideas, however, are not restricted to such a specific case as demonstrated by the examples related to the case of three-dimensional Marangoni-Bénard convection. It is likely that the intrinsic flexibility of the resulting framework will allow this research to branch out and model or simulate a whole array of different dynamics. As mentioned in the introduction, this could indeed be the case of future attempts directed to the determination of analytic solution for the case of non-Newtonian fluids. Moreover, by removing the bottleneck that the shear stress balance at the interface represents, the present research might also support the utilization of existing numerical tools where the possibility to impose non-homogeneous Neumann boundary conditions is not an option or would require substantial (non-straightforward) modifications of the tool (a typical example being represented by the Open-Foam platform).

The differences between the proposed alternate approach and the earlier implementation attempted by [46] have been illustrated and its advantages and drawbacks discussed critically.

Apart from these rather technical facts, our analysis might also have remarkable unexpected connections on a much more conceptual level with the so-called existence and uniqueness problem for the Navier-Stokes equations (Galdi [57]).

In its general form this very popular problem can be stated as follows: “Given the body force \( F_b \) and the initial distribution of velocity \( V_0 = V(r, 0) \) (no matter how smooth), to determine a corresponding unique regular solution of velocity and pressure for all times \( t>0 \)”.

This dilemma has not yet been satisfactorily settled (this one of the reasons for which sometimes it is also referred to as the “millennium problem”). Some valuable efforts towards the solution of it, however, can be found in the literature since 1933 (Leray [58-60] and [52]).

Most of these theoretical studies have been directed to the case in which the driving force is a volume force (as implicit in the problem statement per se). For the case of buoyancy flow, as an example, the interested reader may consider [61-79].

Surprisingly, however, no results specific for the case of Marangoni flow have been obtained or presented so far.

As the interplay between available numerical and analytic solutions and theoretical arguments has been particularly fruitful in the development of the above theory, pursuing a much more speculative
impact of our ideas, it might be argued that the approach elaborated in the present short work might stimulate investigators operating in the above field to consider the possibility to reformulate the general existence and uniqueness problem for Marangoni flow solutions (regardless of the solution representation approach used, be it analytical or numerical) in the same theoretical framework already developed in the past for the case of buoyancy flow (in which the driving force is treated as a canonical “volume force”).

Though the price for the process of replacing a surface force with a volume force (namely, a boundary condition with a source term in the momentum equation) is the emergence of an evident indetermination (as witnessed by the multitude of analytic solutions satisfying the governing equations when \(0<n<\infty\) or the need to attain a satisfactory balance between the polynomial degree of the distribution function and the mesh space resolution when the problem is approached numerically), it could be argued that the uniqueness of the considered solution would/could be recovered in the limit as \(n\to\infty\) (or in an equivalent way, the thickness of the region of existence of \(F_{\text{Ma}}\to0\)). This could be a relevant way to address the general existence and uniqueness problem for the case of Marangoni convection resorting to already existing approaches and attempts for the case of buoyancy flow, such as those described in the works cited above [57-79].

Future work of the present author will be concerned with the application of the present models to the case of non-Newtonian (viscoelastic) fluids for the determination of both new analytic and numerical solutions. By turning the Marangoni stress into a force volume, both viscoelastic and Marangoni forces reduce to source terms to be added to the momentum equation (with the ensuing possibility to set homogeneous boundary conditions at the free interface for both the momentum and viscoelastic stress transport equations).
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