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Variable-Weight Optical Code Division Multiple Access System Using Different Detection Schemes
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Abstract — In this paper a Variable Weight OCDMA (VW-OCDMA) system using KS code with Direct Decoding (DD), Complementary Subtraction (CS) and AND subtraction detections is proposed. System performance is analyzed using mathematical approximation and software simulation. In mathematical analysis the effects of Phase-Induced Intensity Noise (PIIN), shot noise and thermal noise are taken into account. Bit Error Rate (BER) of different users is plotted as a function of received optical power per chip with varying the bit rates and number of active users. It has been shown that for different bit rates and number of users, system using DD has better performance than the system applying CS and AND detection. Using DD scheme, the number of active users are 100 while this value is 27 and 25 in case of using CS and AND detection, respectively, when the received optical power per chip is -10dBm.
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1. Introduction

Recently, Optical Code Division Multiple Access (OCDMA) system has been considered for fiber optic communication as it provides asynchronous access, privacy, secure transmissions and service differentiation capability in metro network where applications such as video streaming and voice over IP require different amount of bandwidth portion [1]. In OCDMA system each user has a unique signature code which distinguishes one user from the others. OCDMA systems have also received attention in optical sensor networks [2, 3], free space optical communication [4].

Among the advantages of OCDMA systems, the ability to support application with various data rates and Quality of Service (QoS) requirements made it an attractive solution for metro networks as it deals with heterogeneous traffic [5]. Physical layer QoS was achievable using OCDMA by several means such as varying weight [6, 7, 8], length [9, 10] or both weight and length [11]. QoS differentiation with fixed weight and varying the number of existing users in matrix construction was also represented [12, 13].

Spectral Amplitude Coding (SAC) system has been considered as a candidate to provide QoS by varying the code weights for different users [14]. This is due to the fact that SAC does not require a complicated protocol or control. Wavelength components of optical pulses are encoded at the spectral encoder by obstructing or transmitting specific wavelength components in accordance of a signature code. In receiver side a sort of filters are deployed to extract the desired signal for each user. SAC was first introduced by Zaccarin and Kavehrad [15] which eliminates the Multiple Access Interference by applying the right detection techniques. Experimental demonstration of QoS differentiation using SAC-OCDMA for three different services have been recently reported [16]. Three SAC detection techniques had been developed to decode the users data, which are Direct Decoding (DD) [17], Complementary Subtraction (CS) detection [15] and AND subtraction detection [18].

VW-SAC system is proposed in this paper and comparison of such system using three different detection techniques is presented. VW-SAC supports service differentiation by varying the wavelength components where users with higher priority are assigned higher weights in order to have lower Bit Error Rate (BER).

First VW-OCDMA system is described in detail and VW-code construction is demonstrated. Then AND subtraction, CS and DD techniques are explained in terms of their architecture and mathematical representation. Numerical analysis is proposed to calculate approximate Signal-to-Noise Ratio (SNR) and BER of users of different weights. Finally results are presented to evaluate the performance of the proposed system based on number of active users, received optical power and bit rate.

2. System description

The architecture of a VW-SAC OCDMA system for $k$ number of users with code weight of $w$ is depicted in Fig. 1. For simplification purpose, only a pair of transmitter and receiver is shown in the figure.

At the transmitter side, power from a broadband source (BBS) spectrum is split among $k$ users. A series of fiber Bragg gratings (FBGs) filter different wavelengths of $\lambda_1, \cdots, \lambda_w$ from the spectrum to form the different signature code with weight of $w$.

A Mach-Zehnder modulator (MZM) is used to modulate the users’ binary data, which formed as Non-Return-to-Zero (NRZ) signal to the optical carrier. Modulated signals from all users are then combined using a power combiner, and transmitted over the single mode fiber (SMF) based on ITU G.652.
At the receiver part, one of the detection techniques developed for SAC-OCDMA may be applied to extract the desired data for each user. FBGs were used to filter the signals for all detection techniques. Each technique will be discussed in detail subsequently.

Among different codes developed for service differentiation in SAC-OCDMA systems are Integer Lattice OOC (IL-OOC) [6], Variable Weight Random Diagonal (VW-RD) [19] and Variable Weight code using Khazani-Syed (VW-KS) code [5]. In this analysis VW-KS is used due to its ability to maintain a tolerable code length compared to others.

Table 1 presents the advantages and disadvantages of VW-KS against its counterparts in terms of code design. In terms of codes performance, the evaluation in terms of mathematical analysis will be presented and elaborated in Fig. 6 of section 5, subsequently. In this example all code families support 50 users with four different weights. IL-OOC and VW-RD has shorter code length as compared to VW-KS code, however $R_{max}$ can reach up to 7 and 5, respectively, which might lead to poor Multiple Access Interference (MAI) cancellation. Although VW-KS has longer code length than IL-OOC and VW-RD, yet it guarantees the maximum cross-correlation of 1 between different users.

Three weights of 6, 4 and 2 are used to support QoS in VW-OCDMA system which can be referred to voice, data and video signals, respectively.

### 3. SAC OCDMA Detection Techniques

The detection techniques AND, CS and DD are described in detail in this section. These three techniques will then be mathematically analyzed and the results are compared.

#### 3.1. AND subtraction technique

AND subtraction uses balanced detection to eliminate the effect of MAI. In this technique, two decoders are required in a single receiver which are the upper and lower decoders. The upper decoder detects the desired code, $x(\lambda)$ while the lower decoder detects binary logical AND of desired and interfering code, $x(\lambda) \cap y(\lambda)$, with $y(\lambda)$ being the interferer signal of other codes having overlapping chip with desired user.

### 3.2. Complementary Subtraction Detection

Most conventional SAC systems deploy CS using balanced detection as well as AND. In this technique, the upper decoder has the same structure as the encoder at the transmitter side $x(\lambda)$, while the lower decoder is the complement of the upper decoder $\bar{x}(\lambda)$. The decoded signals are then detected by a balanced receiver, which performs MAI cancellation.

#### 3.3. Direct decoding technique

DD is another subtraction technique, developed for SAC systems, where it only deploys one decoder unlike AND detection, which reduces the number of filters and receiver complexity. DD only detects the non-overlapping code of the desired signal, which can be represented by $x(\lambda) - x(\lambda) \cap y(\lambda)$.

### 4. VW-Code Construction

VW-KS code will be explained as it is adopted in this research. This code was developed based on the single weight KS code [20]. Firstly, a brief description of KS code and its construction is presented, then variable weight implementation are described in detail.

#### 4.1. Khazani-Syed Code

KS code is based on matrix construction, where the two subcodes $A = [110]$ and $B = [011]$ are used to construct the basic matrix. The structure of this code is causing that the cross-correlation $R$ between each pair of different users’ codes is zero or one which results in reduction of MAI effect. The size of basic matrix $C_N$ for KS code ($K \times N$) is depending on the code weight $W$ ($W = 2, 4, 6, \ldots$), where $K$ and $N$
Table 1

<table>
<thead>
<tr>
<th>Code</th>
<th>No. of code weights</th>
<th>No. of users</th>
<th>Code length</th>
<th>$R_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>IL-OOC</td>
<td>4 {5,4,3,1}</td>
<td>49</td>
<td>28</td>
<td>7</td>
</tr>
<tr>
<td>VW-RD</td>
<td>4 {6,5,4,3}</td>
<td>50</td>
<td>74</td>
<td>5</td>
</tr>
<tr>
<td>VW-KS</td>
<td>4 {8,6,4,2}</td>
<td>50</td>
<td>168</td>
<td>1</td>
</tr>
</tbody>
</table>

are the number of users and code length respectively. 

**Construction of basic matrix for KS code** is summarized as following steps [21]:

1. **Step 1:** Fill the first row with sub-code $A$ until number of chips equal to $W$.
2. **Step 2:** Starting from second row, diagonally fill the matrix with sub-code $B$ until last existing column.
3. **Step 3:** Fill the empty spaces with 0s.
4. **Step 4:** Repeat steps 1 to 3 starting from the second user until all code sequences get their weight.

The combination of every three columns needs to be [121] in order to be assured that the $R_{xy}$ of one between each pair of codes will be obtained. An example of KS code construction with code weight of 4 is depicted in Fig. 2. It is seen that with code weight of 4, number of users and code length are 3 and 9 respectively.

The number of rows $K_B$, also known as basic number of users and number of columns $N_B$ or basic code length are calculated by following equations:

$$K_B = \frac{W}{2} + 1$$

and

$$N_B = 3 \sum_{i=1}^{W/2} i$$

Using mapping technique, a large number of users $K$ can be obtained from basic matrix, $C_B$. This is carried out by repeating the basic matrix diagonally by $M$ times, where $M$ is the mapping sequence. This increases the maximum number of users by $MK_B$. The new large matrix resulted from applying mapping technique is shown below

$$C(M) = \begin{bmatrix} C_{B,1} & 0 & 0 & 0 \\
0 & C_{B,2} & 0 & 0 \\
0 & 0 & C_{B,3} & 0 \\
0 & 0 & 0 & C_{B,A} \end{bmatrix}$$

where $C_{B,m}$ is $C_B$ at the $m$th mapping sequence, $m = 1, 2, \ldots, M$.

Each 0 is a sequence of zeros with the same size of $C_B$ and $C(M)$ is the code at certain mapping number, $M$. Mapping of the basic matrix, $C_B$ of weight two is depicted in Fig. 3, with $M = 3$.

In the mapped matrix, as shown in the Fig. 3 the cross-correlation between each pair of users within the same mapping sequence is one; in the meantime, $R_{xy}$ between two distinct codes in different mappings is zero.

The maximum number of users, $K_{\text{max}}$ and the corresponding code length, $N_{\text{max}}$ obtained with mapping sequence, $M$ can be derived as follow

$$K_{\text{max}}(M) = M\left(\frac{W}{2}\right)$$

and

$$N_{\text{max}}(M) = 3M \sum_{i=1}^{W/2} i$$

Mapping sequences, $M$ needed for any specific number of users, $K(M)$ is given by

$$M = \left\lceil \frac{K(M)}{W/2} \right\rceil$$

**4.2. Construction of Variable Weight KS code**

A mapping technique can be used to combine users of different service requirements. In this method, codes of different weights is ordered so that the $R_{xy}$ of one is obtained. This method is using the mapping techniques which was used for extension of single weight KS code. However in the VW-code each mapping sequence is devoted for a specific weight. Hence, the number of supportable users of a specific weight should first to be determined to generate sufficient codes. These generated codes of specific weight will
later be mapped together to form a set of codes with variable weights. The general form of the constructed variable weight code, $C_V$ is given by

$$C_V = \begin{bmatrix} C_{W_1,M_1} & 0 & 0 & 0 \\ 0 & C_{W_2,M_2} & 0 & 0 \\ 0 & 0 & \ddots & 0 \\ 0 & 0 & 0 & C_{W_J,M_J} \end{bmatrix}$$

$C_{W_j,M_j}$ is the specific group of codes generated from the $j$th weight and mapping, and $J$ is the number of different weights in a system with $j = 1, 2, \ldots, J$. Each 0 is a sequence of zeros with the same size of $C_{W_j,M_j}$.

5. Mathematical Analysis of VW-OCDMA System

In mathematical analysis, the effects of Phase-Induced Intensity Noise (PIIN), shot noise and thermal noise is considered. The noise variance of a photocurrent due to the detection of an ideally unpolarized thermal light, which is generated by spontaneous emission, can be written as [22]:

$$\langle I^2 \rangle = \langle I_{\text{shot}}^2 \rangle + \langle I_{\text{PIIN}}^2 \rangle + \langle I_{\text{thermal}}^2 \rangle$$

where $I_{\text{shot}}$ denotes the shot noise, $I_{\text{PIIN}}$ represents the PIIN and $I_{\text{thermal}}$ is the thermal noise. The coherence time of the thermal source, $\tau_c$, is given by [23]:

$$\tau_c = \frac{\int_{0}^{\infty} G^2(v)dv}{\int_{0}^{\infty} G^2(v)dv}$$

where $G(v)$ is the source power spectral density (PSD). The crosstalk from adjacent optical channels is ignored as chips spacing is assumed to be sufficiently wide [24]. This method gives an upper bound for the system performance [23], means the simulation and hardware results must be better than the numerical results calculated with this method. This analysis is made with the following assumptions:

a) Each power spectral component has identical spectral width.

b) Each user receives equal power per chip at the receiver.

c) Each bit stream from each user is synchronized.

The PSD of the received signals can be written as [25]:

$$r(v) = \frac{P_{sr}}{\Delta v} \sum_{k=1}^{K} d_k \sum_{i=1}^{N} c_k(i) \Pi(i)$$

where $P_{sr}$ is the effective power of source at receiver, $\Delta v$ is the bandwidth of optical source, $K$ and $N$ are number of users and code length respectively, $d_k$ is the information bit of $k$th active user which is either 1 or 0 ($d_k \epsilon \{0, 1\}$), $c_k(i)$ is the $i$th element of the $k$th KS code sequence and $\Pi(i)$ is a function defined as:

$$\Pi(i) = u \left[ v - v_0 - \frac{\Delta v}{2N} (-N + 2i - 2) \right] - u \left[ v - v_0 - \frac{\Delta v}{2N} (-N + 2i) \right]$$

and $u[v]$ is the unit step function expressed as:
The following subsections explain and expand the analysis with respect to three different detection schemes, AND, CS and DD schemes.

### 5.1. AND Subtraction Detection

The VW-KS code properties for upper and lower arms of AND subtraction technique can be written as:

\[
\sum_{i=1}^{N} c_k(i)c_l(i) = \begin{cases} 
W_k, & k = l \\
1, & k \neq l, W_k = W_l \\
0, & k \neq l, W_k \neq W_l 
\end{cases}
\]

and

\[
\sum_{i=1}^{N} c_k(i)(c_l(i) \cdot c_k(i)) = \begin{cases} 
W_k/2, & k = l \\
1, & k \neq l, W_k = W_l \\
0, & k \neq l, W_k \neq W_l 
\end{cases}
\]

respectively, where \(W_k\) is the weight of \(k\)th user. The number of users with same weight in a basic matrix, \(K_{Bw}\) is given by

\[
K_{Bw} = \frac{W}{2} + 1
\]

Substituting (11) and (12) in (8) and integrating them results into the total power incident at the upper and lower photodetectors, PIN 1 and PIN 2, respectively which can be written as:

\[
\int_{0}^{\infty} G_1(v)dv = \int_{0}^{\infty} \left[ \frac{P_{sr}}{\Delta v} \sum_{k=1}^{K} d_k \sum_{i=1}^{N} c_k(i)c_l(i) \times \left\{ u \left[ \frac{\Delta v}{N} \right] \right\} \right] dv
\]

\[
= \frac{P_{sr}}{N} \left( W_k d_l + \sum_{k=1, k \neq l}^{K} d_k \right)
\]

and

\[
\int_{0}^{\infty} G_2(v)dv = \int_{0}^{\infty} \left[ \frac{P_{sr}}{\Delta v} \sum_{i=1}^{N} d_i \sum_{k=1}^{K} c_k(i)(c_l(i) \cdot c_k(i)) \times \left\{ u \left[ \frac{\Delta v}{N} \right] \right\} \right] dv
\]

\[
= \frac{P_{sr}}{N} \left( \frac{W_k}{2} d_l + \sum_{k=1, k \neq l}^{K} d_k \right)
\]

Let \(I_1\) and \(I_2\) be the photocurrent at PIN 1 and PIN 2, respectively. The photocurrent \(I\) therefore, is given by:

\[
I = I_1 - I_2 = \Re \left[ \int_{0}^{\infty} G_1(v) - \int_{0}^{\infty} G_2(v) \right]
\]

\[
= \frac{P_{sr}W_k}{2N_v} d_l
\]

where \(\Re = \eta e/hv\) is the photodiode responsivity. Here \(\eta\) is quantum efficiency, \(e\) is the electron charge, \(h\) is Planck’s constant, and \(v\) is the central frequency of optical source’s spectra. \(k\) in eq (16) represents the desired user, with respect to the occurrence of other users of different weights. Users of different weights is denoted by \(j = 1, 2, \ldots, J\) where \(J\) is the total number of different weights in the system and \(N_v\) is the code length of variable weight users defined as [21]:

\[
N_v = \sum_{j=1}^{J} N_{B_j} m_j
\]

where \(N_{B_j}\) and \(m_j\) is the number of user in basic matrix and the number of sequence with weight \(j\).

The noise power of shot noise can be written as:

\[
\langle I_{shot}^2 \rangle = 2eB(I_1 + I_2)
\]

\[
= 2eBR \left( \int_{0}^{\infty} G_1(v) + \int_{0}^{\infty} G_2(v) \right)
\]

\[
= \frac{5eBRP_{sr}W_k}{N_v}
\]

where \(B\) is half of the bit rate, which denotes the noise-equivalent electrical bandwidth of the receiver.

In order to calculate the variance of PIN, the mean squared power of both PIN 1 and PIN 2 is first obtained by integrating \(G_1^2(v)\) and \(G_2^2(v)\), such as [23]:

\[
\int_{0}^{\infty} G_1^2(v)dv = \int_{0}^{\infty} \left[ \frac{P_{sr}}{\Delta v} \sum_{k=1}^{K} d_k \sum_{i=1}^{N} c_k(i)c_l(i) \times \left\{ u \left[ \frac{\Delta v}{N} \right] \right\} \right]^2 dv
\]

\[
= \frac{P_{sr}^2}{\Delta vN} \sum_{j=1}^{K} c_j(i) \sum_{k=1}^{K} d_k c_k(i) \left[ \sum_{m=1}^{K} d_m c_m(i) \right]
\]
\[
\int_0^\infty G_2(v)dv = \int_0^\infty \left[ \frac{P_{tr}}{\Delta \nu} \sum_{k=1}^K \sum_{i=1}^N d_k c_k(i)(c_k(i) \cdot c_k(i)) \cdot \left\{ u \left[ \frac{\Delta \nu}{N} \right] \right\}^2 d
\]
\[
= \frac{P_{tr}^2}{\Delta \nu N} \sum_{k=1}^N \left\{ c_k(i) \cdot c_k(i) \cdot \left[ \sum_{k=1}^K d_k c_k(i) \right] \right\}
\]
\[
= \frac{P_{tr}^2}{\Delta \nu N} \sum_{k=1}^N \left\{ c_k(i) \cdot c_k(i) \cdot \left[ \sum_{m=1}^K d_m c_m(i) \right] \right\}
\]
\[
(20)
\]

In VW-KS code when all users are transmitting bit ‘1’, the code sequence \( c_k \) can be approximated as:

\[
\sum_{k=1}^K c_k \approx \frac{1}{N_v} \sum_{j=1}^J K_j W_j
\]

Using approximation in (21), the variance of PIIN can be written as:

\[
\langle I_{\text{PIN}}^2 \rangle = B\Re \left( \int_0^\infty G_1^2(v) + \int_0^\infty G_2^2(v) \right)
\]
\[
\approx \frac{5B^2R^2P_{tr}^2 W_k}{2\Delta \nu N_v^2} \sum_{j=1}^J K_j W_j
\]

(22)

The thermal noise is given as:

\[
\langle I_{\text{thermal}}^2 \rangle = \frac{4K_b T_n B}{R_L}
\]

(23)

where \( K_b \) is Boltzmann’s constant, \( T_n \) is received noise temperature and \( R_L \) represents the receiver load resistor.

Noting that the probability of sending bit ‘1’ at any time for each user is 1/2, the SNR of the VW-KS system deploying AND technique for users with weight \( k \) can be expressed as:

\[
\text{SNR}_k = \frac{(I_1 - I_2)^2}{I_2^2}
\]
\[
= \frac{9R^2P_{tr}^2 W_k^2}{4N_v^2} + \frac{5B^2R^2P_{tr}^2 W_k}{4\Delta \nu N_v^2} \sum_{j=1}^J K_j W_j + \frac{4K_b T_n B}{R_L}
\]

(24)

Therefore, using Gaussian approximation, the BER of users with weight \( k \) for a multiple weight system is given by:

\[
P_{e_k} = \frac{1}{2} \text{erfc} \left( \sqrt{\frac{\text{SNR}_k}{8}} \right)
\]

(25)

5.2. Complementary Subtraction Detection

The correlation properties of the VW-KS code based on CS detection scheme users can be written as:

\[
\sum_{i=1}^N c_k(i)c_i(i) = \begin{cases}
W_k, & k = l \\
1, & k \neq l, W_k = W_i \\
0, & k \neq l, W_k \neq W_i
\end{cases}
\]

(26)

\[
\sum_{k=1}^N c_k(i)\tilde{c}_k(i) = \begin{cases}
W_k - 1, & k \neq l, W_k = W_i \\
W_i, & k \neq l, W_k \neq W_i
\end{cases}
\]

(27)

In order to achieve proper cancellation of MAI, the complement cross-correlation \( \sum_{i=1}^N c_k(i)\tilde{c}_k(i) \) is needed to be multiplied by \( 1/W_k - 1 \). This is because weight of the complement signal (27) is \( 1/W_k - 1 \) times of the actual signal (26) when \( c_k \) is different with \( c_i \).

Therefore, the subtraction can be written as:

\[
\sum_{i=1}^N c_k(i)c_i(i) - \frac{1}{W_k - 1} \sum_{i=1}^N c_k(i)\tilde{c}_k(i) = \begin{cases}
W_k, & k = l \\
0, & k \neq l, W_k = W_i \\
0, & k \neq l, W_k \neq W_i
\end{cases}
\]

(28)

Equation (28) shows that a strong autocorrelation of the intended user’s code weight \( W_k \) is obtained. The MAI is also eliminated as the weight zero is attained when the code sequences is unmatched.

The total power incident at the upper photodetector \( W_k \) is calculated in (14). PIN 2 can be derived by substituting (27) in (8) as:

\[
\int_0^\infty G_2(v)dv = \int_0^\infty \left[ \frac{1}{W_k - 1} \sum_{k=1}^K d_k \sum_{i=1}^N c_k(i)c_i(i) \cdot \left\{ u \left[ \frac{\Delta \nu}{N} \right] \right\} \right] dv
\]
\[
= \frac{P_{tr}}{N_v} \left( \sum_{k=1}^K d_k \right)
\]

(29)

Let \( I_1 \) and \( I_2 \) be the photocurrent at PIN 1 and PIN 2, respectively. The photocurrent \( I \), therefore, is given by:

\[
I = I_1 - I_2 = B\Re \left[ \int_0^\infty G_1(v) - \int_0^\infty G_2(v) \right]
\]
\[
= \frac{9R^2P_{tr}^2 W_k}{N_v}
\]

(30)

The variance of shot noise in the photocurrent can be calculated as:

\[
\langle I_{\text{shot}}^2 \rangle = 2eB(I_1 + I_2)
\]
\[
= 2eB\Re \left( \int_0^\infty G_1(v) + \int_0^\infty G_2(v) \right)
\]
\[
= \frac{4eB^2R^2P_{tr} W_k}{N_v}
\]

(31)
The mean squared power of PIN 1 is obtained in (19) and the mean squared power of PIN 2 is calculated by integrating $G^2_2(v)$:

$$
\int_0^\infty G^2_2(v) dv = \int_0^\infty \frac{1}{W_k} \frac{P_s}{\Delta v} \sum_{k=1}^K \sum_{i=1}^N c_k(i)c_l(i) \frac{dN}{N} dv
$$

$$
= \frac{P_s^2}{(W_k - 1)^2} \frac{dN}{\Delta v N} \sum_{k=1}^K \sum_{i=1}^N \left\{ c_l(i) \left[ \frac{K}{\sum_{m=1}^K d_m c_m(i)} \right] \right\}
$$

(32)

Using approximation equation (21), power of PIN can be written as:

$$
\langle \hat{I}_{PIN} \rangle = B R \left( \int_0^\infty G^2_1(v) dv + \int_0^\infty G^2_2(v) dv \right)
$$

$$
\approx B R P_s \frac{dN}{\Delta v N} \sum_{j=1}^J K_j W_j \left( \frac{3}{2} W_k + \frac{W_k}{2 (W_k - 1)} + \frac{\sum_{l=1}^J K_l W_l - \frac{W_k}{2 (W_k - 1)} + 1}{(W_k - 1)^2} \right)
$$

(33)

Noting that the probability of sending bit ‘1’ at any time for each user is 1/2, SNR of system using CS can be written as:

$$
SNR_k = \frac{(I_1 - I_2)^2}{(I^2)}
$$

$$
= \frac{4 e B R P_s W_k}{N_c} + \frac{B R P_s^2 W_k^2}{2 \Delta v N_c} \sum_{j=1}^J K_j W_j \left( \frac{3}{2} W_k + \frac{W_k}{2 (W_k - 1)} + \frac{4 K_k T_n B}{R_L} \right)
$$

(34)

BER of users can be calculated by substituting $SNR_k$ in (34) into (25).

### 5.3. Direct decoding

DD scheme only detects the non-overlapping spectra using a single receiver, thus only half of the weight assigned for a particular user is detected ($W/2$). It is assumed that $c_k(i)$ denotes the $i$th element of the $k$th KS code sequence, therefore the code properties for the KS code using this technique can be written as:

$$
\sum_{i=1}^N c_k(i)c_l(i) = \begin{cases} W_k/2, & k = l \\ 0, & k \neq l \end{cases}
$$

(35)

Using the same mathematical analysis as in section 5.1 the PSD at the input of the photodetector $G_{dd}(v)$ can be expressed as:

$$
G_{dd}(v) = \frac{P_s}{\Delta v} \sum_{k=1}^K \sum_{i=1}^N c_k(i)c_l(i) \times \left\{ u \left[ \frac{\Delta v}{N} \right] \right\}
$$

(36)

The photocurrent of the desired users signal is therefore

$$
I_{dd} = R \frac{\Re}{\Delta v} \int_0^\infty G_{dd}(v) dv
$$

$$
= \frac{9R P_s W_k}{2 N_c} d_k
$$

(37)

Since only the non-overlapping chip is filtered for DD technique, PIN is negligible. The total noise here is considered to be only the sum of shot noise and thermal noise such as:

$$
\langle I^2 \rangle = 2 e B I_{dd} + \frac{4 K_k T_n B}{R_L}
$$

$$
= e B R P_s W_k \frac{2 K_k T_n B}{N_c} + \frac{4 K_k T_n B}{R_L}
$$

(38)

Noting that the probability of sending bit ‘1’ at any time for each user is 1/2, the SNR of the VW-KS system deploying DD technique for users with weight $k$ can be expressed as

$$
SNR_k = \frac{(I_{dd})^2}{\langle I^2 \rangle}
$$

$$
= \frac{e B R P_s W_k}{N_c} + \frac{4 K_k T_n B}{R_L}
$$

(39)

BER of users can be derived using (25).

### 6. Results and Discussion

The parameters used in mathematical analysis are listed in Table 2, as published by other researchers [18, 23]. In all analyses the number of active users with different weights are almost the same, i.e. each service (voice, data and video) has the same portion of total users.

Fig. 4 illustrates the probability of error for users with different weights versus number of active users using IL-OOC, VW-RD and VW-KS, respectively, where CS is applied as detection technique. The SNR equation for multi-wavelength IL-OOC and VW-RD are extracted from [26, 27] and [19, 28], respectively. It is shown that even the code weights of VW-KS users (8, 6 and 2) are less than IL-OOC and VW-RD (22, 13 and 5), KS still outperform them. This shows that although the code length of KS code families are longer than others, performance of the code is better due to smaller cross-correlation.

Fig. 5 shows the probability of errors for users with different weights versus number of active users, employing CS, AND and DD techniques. The total code length is increased by the increase of total number of users in the system which reduces BER of all users. Moreover, performance of system
deploying AND and CS is decreased further because of PIIN which have significant effect for lower weights. It is shown that performance of system deploying DD is much better than the system with AND and CS. The performance of users with different weights is much more differentiated employing DD technique. With reference to the BER of $10^{-3}$, $10^{-9}$ and $10^{-12}$ for voice, data and video, respectively, the maximum number of active users that can be supported in a VW-OCDMA is 27, 25 and 100 deploying CS, AND and DD, respectively.

Fig. 6 illustrates the probability of error as a function of probe optical received power per chip when number of active users is 11 and bit rate is 1.25 Gbps. The number of users with weight 6, 4 and 2 is 4, 3 and 4, respectively and the total code length is 33. Fig. 6 reveals that performance of systems with AND and CS detections is limited even with increase of received optical power. This is due to the PIIN noise, as performance of system with DD dramatically increases with gaining more power because DD detects only non-overlapping signals and avoid the PIIN.

Fig. 7 shows the plot of probability of error for the system using DD detection versus number of simultaneous users for bit rates of 2.5, 5 and 10 Gbps, where $P_{sr}$ is -10 dBm. It is shown in Figs 5 and 7 that the number of supportable users for VW-OCDMA system using DD technique is 46, 30, 24 and 20 for bit rates of 1.25, 2.5, 5 and 10 Gbps, respectively, for BER of $10^{-9}$ and all users with different weights. Performance of a VW-OCDMA system with 11 active users is also analyzed using OptiSystem® version 11 simulation software. The performance of system is investigated based on received optical power. In software simulation the parameters used are the same as parameters used in numerical analysis. The chip spacing is chosen as 0.8 nm to avoid crosstalk between channels.

Fig. 8 shows the BER of users with different weights for the CS, AND and DD techniques. As mentioned, mathematical analysis approximates the upper bound for system per-
performance. The simulation results proves this fact and also supports the numerical analysis. As depicted in Fig. 8, DD outperforms the other detections using balanced receiver in which PIIN significantly reduces the system performance.

7. Conclusion

In this paper performance of a VW-OCDMA system using AND, CD and DD techniques was numerically analyzed and compared to simulation result. Effects of different parameters including number of users, optical received power and bit rate was investigated. It has been shown that performance of system employing DD technique is much better than system with CS and AND subtraction. The obtained results showed that when received power per chip is -10 dBm, system deploying DD can support up to 100 users while this amount is 25 and 27 for the system with CD and AND detections, respectively. The difference between number of supportable users using CS, AND and DD becomes further differentiated by the increase of received power. VW-OCDMA with DD technique with reduced complexity and number of filters offers a great potential in service differentiation in physical layer.
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