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ABSTRACT
A statistical analysis has been undertaken to determine the statistical and formative times associated with breakdowns along a polymer-oil interface under impulse conditions. Early analysis was based on an assumption that the breakdown data followed the von Laue Distribution. However, it was found that in the Laue plots there were deviations from the expected straight line behavior at short times to breakdown, which may be due to a normal distribution in values of the formative times. In addition, the plots showed multiple straight line sections, which suggested that changes were occurring to the breakdown processes during the experimental run, or that more than one mechanism of breakdown was occurring. Values of the statistical time \( t_s \) and the formative time \( t_f \) were determined from the data by making choices on the straight line section to be considered, and ignoring the effects of the normal distribution on the derived values of \( t_s \) and \( t_f \). The present paper is focused on further development of this statistical method, including a rigorous analysis of the experimental data, taking into account the effect that a normal distribution of the formative times has on the derived values of \( t_s \) and \( t_f \). Optimal fits in terms of three parameters: \( t_s \), \( t_f \), and \( \sigma_f \) (the standard deviation of the formative time) have been derived using Kolmogorov-Smirnov statistics to quantify the quality of fit. The quality of these fits and the applicability of this approach is discussed.

Index Terms — Dielectric breakdown, flashover, pulsed power supplies, statistical analysis.

1 INTRODUCTION
To design and manufacture pulsed power machines with higher energy densities, either by increasing the output voltage or making the machine’s footprint more compact, information on the time to breakdown of system components is required. This behavior will be affected by the peak value of the impulse voltage experienced by the components, and also by the rate of voltage rise.

In previous work [1], the authors used data on the impulse breakdown of a polymer-oil interface [2, 3] to derive values of the mean statistical time \( \bar{t}_s \) and the formative time \( t_f \) for breakdown, assuming that the behavior of the system followed the von Laue distribution [4], as shown in Figure 1.

In the basic von Laue approach, it is assumed that: \( \bar{t}_s \) is associated with the initiation of the discharge across the gap and has an exponential distribution, while \( t_f \) describes the progress of the discharge across the gap and collapse of the gap voltage and is constant. For such behavior, a plot of minus the natural log of the survival function \( S(t) \) vs. \( t \) should produce a linear plot with gradient equal to the inverse of the value of \( \bar{t}_s \), and which crosses the time axis at the value of \( t_f \). Such plots are referred to as Laue plots or Lauegrams.

When experimental data is plotted on a Laue plot in practice, it is frequently observed to deviate from the expected linear behavior at short breakdown times. This has been ascribed to the
influence of a distribution in the formative time which is assumed to be normal and independent of the distribution in the statistical time [5, 6]. When dealing with such plots, it is assumed that the values of $t_f$ and $t_s$ derived from the linear sections of the graph are valid as long as the standard deviation assumed that the values of the statistical time is much smaller than the value of the statistical time $t_s$.

Figure 1. Plot of statistical and formative times derived from von Laue analysis for different polymers [1].

Although this approach was used by the authors [1] to analyze the data for breakdown along the interface between polymer and liquid insulation, upon reflection the authors consider that there are weaknesses in the approach: Firstly, although error bars are shown in Figure 1, these only reflect the uncertainty in the fit to the straight line section of the graph, and give no information in terms of the confidence in the fit; secondly, no value had been determined for $\sigma_f$, so that it was not possible to determine if the criterion that $\sigma_f < t_s$, required to derive valid values of $t_i$ and $t_f$ had been met; finally, either certain points from the data sets had been excluded, or a limited number of points had been used to achieve straight line plots. The justifications for the decisions on which data points were included were reported in [1]. Therefore, this paper reports a more rigorous approach to fitting the data, assuming that the data is a result of an exponential distribution of the statistical time, as assumed by von Laue, coupled with a normally-distributed formative time.

2 EXPERIMENTAL DATA USED FOR FITS

The experimental data was obtained using a 1/6.5 µs wave-shape, with a peak voltage of $\sim$350 kV. The polymer samples were cylindrical with a height of 11.5 mm and a diameter of 25 mm. Five different types of polymer were used as samples: Polypropylene; LDPE; UHMWPE; Rexolite; and Torlon. The samples were machined to the required shape and size as described in [2, 3] using a lathe. No additional polishing or surface roughening treatments were performed after machining. Before use the samples were cleaned and dried following the protocol described in [2]. For tests, samples were held between two stainless steel plane electrodes (50 mm diameter) and immersed in L10B mineral oil (EOS Ltd.) for testing at ambient pressure and temperature ($\sim$-22°C). In order to reflect industrial conditions, the oil was used as received from the supplier, i.e. no degassing or de-humidifying was conducted. The high-voltage electrode included a collar to encourage breakdown across the surface of the polymer. The form of this electrode, a full description of the experimental system, the test protocol, and typical waveforms are reported in [2, 3].

The electrical properties of the materials used, based on [7-11] and the measured surface impulse breakdown fields from [2] are shown in Table 1. Note the bulk breakdown data is based on short time tests rather than on impulse tests.

Table 1. Electrical Properties of Polymer Materials Used

<table>
<thead>
<tr>
<th>Material</th>
<th>$\varepsilon_r$</th>
<th>Surface Resistivity ($\Omega \cdot \text{sq}$)</th>
<th>Volume Resistivity ($\Omega \cdot \text{cm}$)</th>
<th>Bulk Dielectric Strength (kV/cm)</th>
<th>Surface Dielectric Strength (kV/cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PP</td>
<td>2.25</td>
<td>$10^{13}$</td>
<td>$10^{16}$-$10^{18}$</td>
<td>200-260</td>
<td>637±58</td>
</tr>
<tr>
<td>LDPE</td>
<td>2.2</td>
<td>$10^{13}$</td>
<td>$10^{15}$-$10^{18}$</td>
<td>180-270</td>
<td>631±146</td>
</tr>
<tr>
<td>UHMWPE</td>
<td>3.0</td>
<td>$10^{13}$</td>
<td>$10^{15}$-$10^{18}$</td>
<td>350</td>
<td>483±64</td>
</tr>
<tr>
<td>Rexolite</td>
<td>2.5</td>
<td>$&gt;10^{14}$</td>
<td>$&gt;10^{16}$</td>
<td>200</td>
<td>503±70</td>
</tr>
<tr>
<td>Torlon</td>
<td>4.2</td>
<td>$&gt;10^{13}$</td>
<td>$&gt;10^{14}$</td>
<td>230</td>
<td>450±38</td>
</tr>
</tbody>
</table>

3 INFLUENCE OF A NORMALLY-DISTRIBUTED FORMATIVE TIME ON THE VON LAUE DISTRIBUTION

To determine the influence of a normal distribution of the formative time on the values of $t_f$ and $t_s$ derived from a Laue plot, simulations were run in the Maple 15 mathematics and modeling software produced by MapleSoft. This package includes the functionality to produce random samples of defined distributions. A 200-point sample of predicted time to breakdown initiation was formed using an exponential distribution governed by a value $t_{sm}$. A 200-point sample of predicted time between initiation and completion of breakdown was then formed using a normal distribution governed by a mean value of $t_{pm}$ and a standard deviation value $\sigma_{pm}$. The time values in these two samples were then added to produce a 200-point sample modelling a total time to breakdown. This sample was then sorted into ascending order and the corresponding values of:

$$-\ln(S(t)) = -\ln\left(\frac{N(t)}{N}\right)$$ (1)
were calculated for each breakdown time in the sample. This process produced a data set equivalent to that which would be used to produce a Laue plot. To simulate finding the line of best fit using longer times to breakdown, where the influence of the distribution of formative times is assumed to be small, the equation of the straight line of best fit for the 20 pairs of values of \( t, -\ln(S(t)) \) with the highest values of \( t \) was then determined. The equation of this fit was then used to calculate values for the derived statistical time \( \bar{t}_{sd} \) and the formative time \( t_{fd} \) using the standard Laue plot approach.

This process was repeated 1000 times for any given set of values of the modeling parameters \( \tau_{sm}, \tau_{fm}, \sigma_{fm} \), resulting in 1000 pairs of values for \( \bar{t}_{sd} \) and \( t_{fd} \). Examining the distributions of values derived for \( \bar{t}_{sd} \) and \( t_{fd} \), it was found that they failed the Shapiro-Wilk normality test, therefore instead of describing the derived data using the mean and standard deviation of the distribution, the median value and the median average deviation (MAD) were calculated. By deriving the cumulative probability function \( F(t) \) for the distribution, it was also possible to identify two additional parameters: \( t_{16} \) and \( t_{84} \), the values of \( t \) where \( F(t) \) was equal to 0.16 and 0.84, respectively. For a normal distribution, the parameters \( t_{16} \) and \( t_{84} \) would approximate to the values one standard deviation below and above the mean value. The “jitter” in breakdown and switching operations is frequently defined by the standard deviation of breakdown times, assuming that the distribution is normal. For the non-normal distributions observed in these simulations, the parameters \( t_{16} \) and \( t_{84} \) would approximate to the values one standard deviation below and above the median to provide an equivalent representation of the “jitter” for the distributions.

Figures 2a and 2b show the behavior of the derived statistical and formative times based on data generated for a statistical time \( \tau_{sm} = 50 \) and formative time \( \tau_{fm} = 100 \), as the standard deviation of the formative time \( \sigma_{fm} \) was varied between 0 and 90.

It can be seen in Figure 2a that there is little change in the behaviour of the derived statistical time \( \bar{t}_{sd} \) as the standard deviation associated with the actual formative time increases, while \( \tau_{sm} \geq \sigma_{fm} \). However, the median value for the distribution of derived values for the statistical time falls below the value of statistical time used to generate the data sets.

As the value of \( \sigma_{fm} \) increases and exceeds \( \tau_{sm} \), the derived values for \( \bar{t}_{sd} \) start to show an upward trend. The derived values of the formative time \( t_{fd} \) show a different behaviour where the median value increases steadily as the value of \( \sigma_{fm} \) is increased, Figure 2b.

![Figure 2a](image1.png)  
**Figure 2a.** Effect of standard deviation of formative time \( \sigma_{fm} \) on derived values of statistical time \( \bar{t}_{sd} \) for: \( \tau_{sm} = 50; \tau_{fm} = 50 \). Error bars MAD, dotted lines \( t_{16} \) and \( t_{84} \).

![Figure 2b](image2.png)  
**Figure 2b.** Effect of standard deviation of formative time \( \sigma_{fm} \) on derived values of formative time \( t_{fd} \) for: \( \tau_{sm} = 50; \tau_{fm} = 50 \). Error bars MAD, dotted lines \( t_{16} \) and \( t_{84} \).

![Figure 2c](image3.png)  
**Figure 2c.** Plot of derived values of statistical time \( \bar{t}_{sd} \) and formative time \( t_{fd} \) as standard deviation of formative time \( \sigma_{fm} \) varied between 0 and 90 for: \( \tau_{sm} = 50; \tau_{fm} = 100 \). Error bars MAD.

The effect of the change in the behaviour of the derived statistical time can be seen more clearly in Figure 2c. A similar behaviour has been observed for a large range of values of \( \tau_{sm} \).
and $t_{fm}$, with the derived statistical time remaining relatively constant, but below the true value, while $\sigma_{fm}$ is less than $t_{sm}$, while the derived formative time increases with $\sigma_{fm}$.

4 FITTING TO EXPERIMENTAL DATA

The appearance of the Laue plots of the experimental data reported in [1] and [2] indicated that the formative time was not constant but had a distribution of values, assumed to be normal. This, coupled with the results of the simulations reported in Section 3, indicated that the simple approach of using a linear fit would not result in an accurate estimation of the value of the formative time, and it was possible that errors would also occur in the derived value of the statistical time. To derive values for $\bar{\tau}_s$ and $\bar{\tau}_f$ with a known degree of confidence, it was therefore decided to use the Kolmogorov-Smirnov (KS) statistical approach to fit the data to a von Laue distribution, modified with a normally-distributed formative time. This approach was selected as the KS approach permits tests on arbitrary distributions.

4.1 FITTING APPROACH BASED ON KS STATISTICS

Kolmogorov-Smirnov statistics allow the comparison of a data set with an arbitrary distribution function or a second data set. The approach compares the cumulative probability distribution functions (CDF) of the two data sets, and the KS statistic is the maximum difference between the values of the two cumulative distributions.

In the case of fitting a simple von Laue distribution where the CDF is defined at times $t \leq t_f$ by:

$$F_t(t) = \frac{N(t)}{N_0} = 1 - \exp\left(-\frac{t-t_f}{t_s}\right)$$  \hspace{1cm} (2)

The effect of the formative time $t_f$ is to displace the CDF without changing its shape. Therefore, if both the CDF for the experimental data $F_{Exp}(t)$ and the CDF of the test function $F_{Test}(t)$ are shifted in time so that:

$$F_{Exp}'(0) = F_{Test}'(0) = 0.5$$  \hspace{1cm} (3a)

where:

$$F_t'(t) = F_t(t + \tau)$$  \hspace{1cm} (3b)

this allows the fit for the value of $\bar{\tau}_s$ to be performed independently of the value associated with $t_f$. Once the optimal value of $\bar{\tau}_s$ has been derived, the value of $t_f$ can then be obtained, by calculating the difference between $t_{s0}$ for the experimental distribution $F_{Exp}(t)$ and a distribution derived from the optimal values of $\bar{\tau}_s, F_{Fit}(t)$:

$$F_{Fit}(t) = 1 - \exp\left(-\frac{t}{t_s}\right)$$  \hspace{1cm} (3c)

This approach has the advantage of reducing the search-space for the fitting parameters to a one-dimensional space in statistical time $(\bar{\tau}_s)$.

When dealing with a system where the formative time is not constant, but is normally distributed around a mean value $\bar{\tau}_f$ with a standard deviation $\sigma_f$, the distribution of formative times is the normal distribution with mean 0 and standard deviation $\sigma_f$, shifted in time by the mean value of the formative time $t_f$. This allows the approach described above, where the KS tests are performed on time-shifted CDFs following equation 3b, to again be performed, reducing the search-space for the fitting process to two dimensions $(\bar{\tau}_s$ and $\sigma_f)$. Once the optimal values have been derived for these two parameters, the required value of $\bar{\tau}_f$ can then be calculated.

4.2 DERIVING PARAMETER VALUES

Software was developed in Maple 15 to allow the generation of test fit data based on either a simple exponential von Laue distribution, or on a distribution where the exponential von Laue distribution was combined with a normally-distributed formative time, following the procedure described in Section 3. The goodness-of-fit of this test data could then be assessed using the KS approach through Maple functions based on those available within the KSNSStat package [12]. The code in this package was based on a Fortran GSMIRN algorithm [13]. For each set of experimental data, a search-space of possible values of $\bar{\tau}_s$ and $\sigma_f$ for the combined exponential and normal fit.

Due to the relatively small number of samples in the experimental data sets (35), generally a cluster of data points in the search space would return the maximum value of the KS $p$ parameter indicating closeness of match. Therefore, the median values and the median average deviation were calculated for this cluster.

Figure 3a. CDF for optimal fit to polypropylene data using combined exponential and normal distributions: points experimental data; line optimal fit.

b. Corresponding von Laue plot: points experimental data; solid lines median values; dotted lines $\tau_{16}$ and $\tau_{94}$.
Figure 3a shows the CDF of the experimental data for polypropylene and that of the optimal fit based on median values of $\bar{t}_s$ and $\sigma_f$ from the fitting cluster and the subsequently-calculated value of $\bar{t}_f$. Figure 3b shows the von Laue plot for this data. To derive the von-Laue behavior based on the parameters derived from the fitting process, 1000 random samples, each containing 35 points, were generated in Maple using the median values of $\bar{t}_s$, $\bar{t}_f$ and $\sigma_f$ derived from the fitting process. For each value of $-\ln(S(t))$, the median value for the time to breakdown $t_{bd}$ (shown as the solid line in Figure 3b) and the values of $t_{16}$ and $t_{84}$ (shown as dotted lines in Figure 3b) were calculated. It was not possible to achieve acceptable fits to the experimental data using only an exponential distribution combined with a constant formative time. Therefore, in this paper, the results of fits to combined exponential and normal distributions are reported only.

4.3 FITS OF EXPERIMENTAL DATA

From the plots in Figure 3, it can be seen that a reasonable fit to the experimental data has been achieved for polypropylene. The maximum value of the KS $p$ parameter returned by the fitting process for polypropylene was 0.921 for parameter values in the range: $\bar{t}_s = 34 \pm 3.0 \, ns$, $\bar{t}_f = 408 \pm 3.8 \, ns$ and $\sigma_f = 44 \pm 1.4 \, ns$. Here the quoted value is the median and the range represents the MAD value calculated for the parameter from the cluster in the search space.

Figure 4 shows the corresponding plots for the breakdown data for LDPE. In this case, the KS $p$ parameter reached a maximum of 0.707 during fitting, and the optimal parameters of the fits were derived as: $\bar{t}_s = 34 \pm 1.5 \, ns$, $\bar{t}_f = 353 \pm 3.5 \, ns$ and $\sigma_f = 26 \pm 3.1 \, ns$. However, from Figure 4b, it can be seen that while the data for times less than 400 ns fits the combination of exponential and normal distributions well, there is a significant deviation occurring with the results at longer times, with experimental data falling below the $t_{16}$ boundary derived for the fit parameters. In the previous analysis [1], it was noted that these points were associated with the initial measurements of breakdown behavior, and it was felt that some type of conditioning may have been occurring.

Figure 5 shows the fitting results for UHMWPE, where the KS $p$ parameter for the optimal fit returned a value of 0.707. The derived values for the optimal fit parameters were: $\bar{t}_s = 34 \pm 1.4 \, ns$, $\bar{t}_f = 374 \pm 3.4 \, ns$ and $\sigma_f = 9.0 \pm 2.3 \, ns$. Although the value of the KS $p$ parameter is similar to that obtained for LDPE, the data points in general fall within or close to the $t_{16}$ and $t_{84}$ boundaries. However, the CDF plot suggests that the fit is poor for values at times greater than 400 ns. On the von Laue plot in this range, all but one of the experimental points fall below the line derived for the median behavior of the fitted data. The combination of the value of $p$ and the appearance of the von Laue plot suggests that it is possible that more than one breakdown mechanism is occurring.

Figure 6 shows the fitting plots for the breakdown of Rexolite where the value of the KS $p$ parameter is again 0.707. The optimal fitting parameters for Rexolite are: $\bar{t}_s = 108 \pm 6.8 \, ns$, $\bar{t}_f = 100 \pm 6.9 \, ns$ and $\sigma_f = 59 \pm 4.2 \, ns$. For this material, again the majority of the experimental data lies within or close to the $t_{16}$ and $t_{84}$ boundaries. However, the relatively low value of the parameter $p$ and the appearance of both the CDF and the von Laue plot at breakdown times greater than 250 ns suggest that again perhaps more than one breakdown mechanism may be occurring.
Figure 6a. CDF for optimal fit to Rexolite data using combined exponential and normal distributions: points experimental data; line optimal fit. b. Corresponding von Laue plot: points experimental data; solid line median values; dotted lines \( t_{16} \) and \( t_{94} \).

Table 2. Derived Values of Fit Parameters.

<table>
<thead>
<tr>
<th>Material</th>
<th>Simple Laue fit to selected data [1]</th>
<th>Laue fits with standard deviation in formative time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \bar{t}_\text{s} ) (ns)</td>
<td>( \bar{t}_\text{f} ) (ns)</td>
</tr>
<tr>
<td>PP</td>
<td>55.0 ±2.8/−2.6</td>
<td>343 ±39/−35</td>
</tr>
<tr>
<td>LDPE</td>
<td>38.7 +1.5/−1.4</td>
<td>356 +30/−26</td>
</tr>
<tr>
<td>UHMWPE</td>
<td>28.0 +1.7/−1.5</td>
<td>392 +49/−45</td>
</tr>
<tr>
<td>Rexolite</td>
<td>53.9 +7.5/−6.2</td>
<td>237 +72/−57</td>
</tr>
<tr>
<td>Torlon</td>
<td>16.3 +0.6/−0.5</td>
<td>277 +21/−20</td>
</tr>
</tbody>
</table>

Figure 7 shows the fitting plots for the Torlon experimental data. The derived parameters were: \( \bar{t}_\text{s} = 71 \pm 4.8 \text{ ns} \), \( \bar{t}_\text{f} = 171 \pm 6.4 \text{ ns} \) and \( \sigma_\text{f} = 55 \pm 4.5 \text{ ns} \). The value of the KS \( p \) parameter of 0.281 for this data indicates that the data cannot be fitted to a combination of exponential and normal distributions. This is supported by the fitting plots of the data.

The derived values of the parameters for this fitting process are shown in Table 2, which also summarizes the values derived using simple Laue plots, reported in [1].

**5 DISCUSSION**

It can be seen that, for LDPE and UHMWPE, the values of \( \bar{t}_\text{s} \) derived using the combined exponential and normal distributions are similar to the values reported in the earlier analysis [1]. This is consistent with the analysis of the influence of a normal distribution of the formative time on the derived values of statistical time in Section 3 of this paper, as the derived values of standard deviation in the formative time \( \sigma_\text{f} \) for these polymers is less than the statistical time \( \bar{t}_\text{s} \). For polypropylene, the value of \( \bar{t}_\text{s} \) derived in [1], ignoring the effect of the normal distribution in the formative time, is considerably larger than that derived taking into account the normal distribution; this is, again, consistent with the analysis in Section 3, as the value of the standard deviation of the formative time \( \sigma_\text{f} \) is larger than the value of the statistical time \( \bar{t}_\text{s} \).

The values for the statistical times derived taking into account a normal distribution of the formative time are very similar in value for polypropylene, LDPE and UHMWPE. Compared to the results reported in [1], there is also a clear separation in the behavior of the statistical time for polypropylene, LDPE and UHMWPE and that for the remaining two polymers: Rexolite and Torlon. A clear separation in the behavior of the formative time is also clearly observable between these two groups of polymers with longer formative times associated with polypropylene, LDPE and UHMWPE. There is also a suggestion that the standard deviation of the formative time is larger for Rexolite and Torlon as compared with the other polymers.

The fits of the experimental data to an exponential distribution of statistical times combined with a normal distribution of formative times may not be adequate for the majority of the polymers considered. This supports the suggestion made in [1] that more than one breakdown mechanism each associated with a formative and statistical time may have occurred during the experimental tests. In preliminary simulations of the expected behavior of time to breakdown in a system where two different breakdown mechanisms occurring,
each with a separate statistical and formative time, von Laue plots with a similar form to those shown for UHMWPE in Figure 5b and Rexolite in Figure 6b have been observed.

The authors have considered fitting their experimental data to simulated data based on two combinations of an exponentially-distributed statistical time and a normally-distributed formative time. The difficulties with this approach would be determining the relative frequency of occurrence of the two breakdown mechanisms, coupled with an expansion of the search-space from three dimensions \((\bar{t}_s, \bar{t}_f, \sigma_f)\) reduced to two dimensions by offsetting the CDF to eliminate \(\bar{t}_f\), to a five-dimensional search-space \((\bar{t}_{s1}, \bar{t}_{f1}, \bar{t}_{s2}, \bar{t}_{f2}, \sigma_f)\), where: \(\bar{t}_{s1}\) and \(\bar{t}_{f1}\) are the mean statistical and formative times for the first breakdown mechanism; \(\bar{t}_{s2}\) and \(\bar{t}_{f2}\) are the mean statistical and formative times for the second breakdown mechanism; and \(\sigma_f\) is the standard deviation in the formative time distributions, assumed to be the same for each distribution. This expansion in the dimension of the search-space will lead to a significant increase in the computational time required to optimize the fitting parameters. As there will be two parameters associated with formative times, the offsetting of the CDF used to reduce the dimension of the search-space in this paper will not be possible. This problem may be addressed by defining the formative time for the second breakdown mechanism \(\bar{t}_{f2}\) in terms of:

\[
\bar{t}_{f2} = \bar{t}_{f1} + \Delta t_f
\]

This approach would allow the offsetting of the CDF approach to again be used, eliminating \(t_0\) and allowing the use of a four-dimensional search space \((\bar{t}_{s1}, \bar{t}_{s2}, \Delta t_f, \sigma_f)\), with the values of \(t_1\) and \(t_2\) being calculated after the fit has been optimized.

However, fitting this double distribution based on only 35 data points will lead to a very large number of combinations of possible values of the five parameters considered, producing fits with equivalent confidence levels. This would result in very large clusters of equivalent optimal fits in the five-dimensional search space. In addition, the value for the relative frequencies of occurrence of the two breakdown mechanisms is effectively another parameter for the fit, and is likely to increase the size of the cluster in the search-space. It was, therefore, decided that there would be no benefit in attempting the double distribution fits with the data available.

6 CONCLUSIONS

A method for determining the values for the statistical and formative times for breakdown across the interface between polymer and oil insulators from experimental data has been implemented. In this method, it was assumed that the statistical time was exponentially distributed and the formative time was normally distributed.

It was shown that the presence of a normal distribution in the formative time should not significantly affect values of the statistical time derived from the straight-line section of a Laue plot, as long as the statistical time was larger than the standard deviation in the formative time. However, a reduction in the median value derived for the statistical time from fits to randomly generated samples was observed when compared to the underlying value used to generate the random distributions. Values for the formative time derived from the straight-line section of the Laue plots based on randomly generated samples were affected by the presence of any normal distribution in the formative time.

It was seen that fits to experimental data could be made in terms of a single breakdown mechanism, described by an exponentially-distributed statistical time and a normally-distributed formative time, for the majority of the materials examined. However, the values for the confidence of the fit and the appearance of the experimental and fitted Laue plots does not eliminate the possibility that more than one breakdown mechanism is occurring.
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