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Abstract: This paper presents a detailed experimental wavelength modulation spectroscopy approach and demonstrates its applicability to various types of semiconductor lasers in the near infrared and mid-infrared. A 5250 nm continuous-wave distributed feedback quantum cascade laser, a 2004 nm vertical cavity surface emitting laser, and a 1650 nm distributed feedback edge-emitting laser are used to extract the concentration and pressure values of nitric oxide, carbon dioxide, and methane, respectively, using the 2f wavelength modulation spectroscopy (WMS) technique under controlled conditions. The generality of the technique is demonstrated by extending it to 3f WMS for the three different kinds of lasers used in this study. The methodology required to provide in-situ real-time measurements of both gas parameters and operating characteristics of the laser are described in detail. Finally, the advantages and limitations of the technique are discussed in view of the fact that the characteristic behavior of the laser sources is significantly different. We specifically discuss the issue of targeting non-absorbing wavelength regions and the choice of modulation frequency and modulation amplitude of the laser, as well as the choice of the detection harmonic.

Index Terms: Calibration-free gas measurement, absorption spectroscopy, wavelength modulation spectroscopy, tunable diode laser absorption spectroscopy (TDLAS), continuous-wave distributed feedback quantum cascade laser (cw-DFB-QCL).

1. Introduction
Tunable diode laser absorption spectroscopy (TDLAS) based gas sensors have transitioned in the past few decades from a laboratory based gas sensor into a practical sensor for field applications, such as combustion monitoring [1]–[4], flow measurement [5], [6], fuel cell monitoring [7] and environmental monitoring [8]–[15]. In TDLAS, the emission wavelength of a frequency-agile
narrow-linewidth diode laser is current-tuned using a low frequency current waveform across a strong and ideally well-isolated rotational-vibrational absorption line of a target gas. Accurate recovery of the absorption line shape is performed by detecting the spectral variation of the transmitted light intensity. Important properties of the gas such as concentration, pressure and temperature can then be extracted by fitting a simulated line shape to the experimental line shape. This method known as direct detection is simple to implement and is particularly attractive because faithful recovery of the absolute line shape makes this measurement absolute in nature. Direct detection however has low sensitivity and is therefore not useful in many applications. Wavelength modulation spectroscopy (WMS) is a variant of the TDLAS technique that is most widely used to achieve high sensitivity. In WMS, the diode laser is modulated with a high frequency sinusoid superimposed on a low frequency ramp or a sinusoidal waveform that is used to scan the center wavelength. The interaction of the laser output with the absorption line of the target gas results in the generation of signals at various harmonics of the modulation frequency, $f_n$. A lock-in amplifier (LIA) is used to filter out the $n^{th}$ harmonic signal and shift it to the baseband, isolating the information-bearing signal from noise sources at frequencies outside the LIA filter bandwidth. The experimental signal is fitted with a corresponding simulated signal to obtain the gas parameters. In many field applications, there are significant variations in the measured signals that are not due to variation in gas parameters but due to systematic issues such as vibrations, contamination of the optics and drift in laser characteristics due to temperature variation or aging. These variations result in errors in the measurement of gas parameters unless they are eliminated altogether or accounted for through a calibration step. Periodic re-calibration in industrial systems is not a viable solution because post-installation access is limited in many cases. For such applications, the $1f$-normalised $2f$ technique ($2f/1f$) [16]–[18] and its extension to $n^{th}$ harmonic, i.e. $nf/1f$ technique where $n \geq 2$ [19], [20] is widely used. This technique has been shown to be immune to absorption-independent transmission losses that are outside the pass band of the $1f$ and $nf$ modulation frequencies. Apart from being immune to absorption-independent systematic issues such as light scattering, variable coupling, and unintended beam deflection caused by vibrations, it has been shown that this method is also applicable at high pressures when the adjacent absorption lines blend with each other.

However, when non-absorbing regions of the spectrum are available within the spectral tuning range of the laser, an alternate and equally efficient method was recently demonstrated [21]. An added advantage of the new WMS method, proposed in that paper, is its ability to extract all the relevant laser parameters in-situ and in real-time. In this paper we report on a detailed investigation of the overall utility and limitations of this method using three different lasers, namely a 5250 nm continuous wave distributed feedback quantum cascade laser (cw-DFB-QCL) for the measurement of nitric oxide, a 2004 nm vertical cavity surface emitting laser (VCSEL) for the measurement of carbon dioxide ($CO_2$) and a 1650 nm distributed feedback (DFB) laser for the measurement of methane ($CH_4$). These results clearly demonstrate that this technique is widely applicable to the three types of lasers that are most commonly used in WMS. Results for the third harmonic along with the second harmonic WMS using these three lasers are also presented in this paper to demonstrate that this technique is not limited to 2$f$ WMS but can readily be extended to higher harmonic WMS measurement.

Traditionally, $2f$ WMS was preferred over $1f$ WMS because of the low absorption-independent background residual amplitude modulation (RAM) signal. Harmonics higher than second harmonic were not preferred because of their lower signal strength. However, for lasers that have large nonlinearity in their intensity versus current characteristics (such as the cw-DFB-QCL laser used in this study) a large absorption-independent background is a part of the $2f$ signal. This large absorption-independent background leads to early saturation of the detection electronics and limits the accuracy of measurement. For higher harmonics, although the signal strength itself decreases, the ratio of the signal to the absorption-independent background RAM increases. Hence if the intensity versus current characteristics is significantly nonlinear, harmonics higher than the second harmonic may provide more accurate results, especially for low concentration measurements. The final choice of the harmonic ($2^{nd}$, $3^{rd}$, $4^{th}$ etc) depends on the extent of nonlinearity in the intensity versus current characteristic curve. For the three lasers used in this study, the characteristic curve
is well approximated by a cubic polynomial and therefore fourth and higher order terms have been neglected.

2. Theoretical Discussion of nf WMS

2.1 Fundamentals of WMS

In this section, we recapitulate the general mathematical framework that is used to describe the genesis and interaction of signals in WMS. The notation is intentionally chosen to be similar to that commonly used in other papers on WMS. When the input current of an injection current-modulated semiconductor laser is modulated at a frequency \( \omega_m = 2\pi f_m \), the intensity of the emitted light \( I_{in} \) is given by

\[
I_{in} = I + \Delta I_1 \cos(\omega_m t) + \Delta I_2 \cos(2\omega_m t + \psi_2 - \psi_1) + \Delta I_3 \cos(3\omega_m t + \psi_3 - \psi_1) + \cdots
\] (1)

and the emission frequency \( \nu \) is given by

\[
\nu = \nu' + \Delta \nu \cos(\omega_m t - \psi_1).
\] (2)

\( I \) is the DC intensity; \( \Delta I_1, \Delta I_2 \) and \( \Delta I_3 \) are the 1st, 2nd and 3rd order intensity modulation (IM) amplitudes, respectively (higher order IM amplitudes must be considered if their magnitudes become significant due to the nonlinearity in the intensity versus current characteristics of the laser); \( \psi_1, \psi_2, \) and \( \psi_3 \) are the phase differences between the frequency modulation (FM) and the 1st, 2nd and 3rd order IM components, respectively; and \( \Delta \nu \) is the FM amplitude. The terms \( I, \Delta I_1, \Delta I_2, \Delta I_3, \psi_1, \psi_2, \psi_3 \) and \( \Delta \nu \) in (1) and (2) are functions of the DC laser frequency \( \nu' \) and may vary significantly over the laser scan range. This is shown later in this paper. Using the Beer-Lambert relation the relative transmission can be expressed as

\[
\tau(\nu) = \frac{I_{out}(\nu)}{I_{in}(\nu)} = \exp[-\alpha(\nu)]
\] (3)

where \( \alpha(\nu) \) is the absorbance and can be expressed in the form of a Fourier cosine series

\[
\exp(-\alpha[\nu + \Delta \nu \cos \omega t]) = \sum_{n=0}^{\infty} H_n(\nu, \Delta \nu) \cos(n \omega t)
\] (4)

where the function \( H_n(\nu, \Delta \nu) \) is the \( n^{th} \) Fourier coefficient. The output intensity \( I_{out} \) is then the product of the input intensity and the expression for the transfer characteristics i.e. (1) and (3). To obtain the two component signals of a LIA locked at the \( n^{th} \) harmonic, this product is multiplied by \( \cos(n \omega t) \) and \( \sin(n \omega t) \) and only the DC terms are retained to simulate the LIA’s low pass filtering action. Considering only the first, second and third harmonic signals, the final components are given by (5) to (10), shown below. A phasor representation of these components for a typical DFB laser is shown in Fig. 1. The relative magnitudes of the phasors depend on the intensity versus current characteristics of the laser, while the values of \( \psi_1, \psi_2, \) and \( \psi_3 \) depend on the laser, as well as on
Fig. 1. Phasor representation of (a) first harmonic signal components, (b) second harmonic signal components, and (c) third harmonic signal components in WMS experiments using an injection current modulate laser diode.

The modulation frequency, modulation amplitude and the DC bias current.

\[
X_{1f} = I H_1 + \Delta I_1 \left( H_0 + \frac{H_2}{2} \right) \cos \psi_1 + \frac{\Delta I_2}{2} \left( H_1 + H_3 \right) \cos \psi_2 + \frac{\Delta I_3}{2} \left( H_2 + H_4 \right) \cos \psi_3
\]

\[
Y_{1f} = \Delta I_1 \left( H_0 - \frac{H_2}{2} \right) \sin \psi_1 + \frac{\Delta I_2}{2} \left( H_1 - H_3 \right) \sin \psi_2 + \frac{\Delta I_3}{2} \left( H_2 - H_4 \right) \sin \psi_3
\]

\[
X_{2f} = I H_2 + \frac{\Delta I_1}{2} \left( H_1 + H_3 \right) \cos \psi_1 + \Delta I_2 \left( H_0 + \frac{H_4}{2} \right) \cos \psi_2 + \frac{\Delta I_3}{2} \left( H_1 + H_5 \right) \cos \psi_3
\]

\[
Y_{2f} = \frac{\Delta I_1}{2} \left( H_1 - H_3 \right) \sin \psi_1 + \Delta I_2 \left( H_0 - \frac{H_4}{2} \right) \sin \psi_2 + \frac{\Delta I_3}{2} \left( H_1 - H_5 \right) \sin \psi_3
\]

\[
X_{3f} = I H_3 + \frac{\Delta I_1}{2} \left( H_2 + H_4 \right) \cos \psi_1 + \frac{\Delta I_2}{2} \left( H_5 + H_1 \right) \cos \psi_2 + \Delta I_3 \left( H_0 + \frac{H_6}{2} \right) \cos \psi_3
\]

\[
Y_{3f} = \frac{\Delta I_1}{2} \left( H_2 - H_4 \right) \sin \psi_1 + \Delta I_2 \left( H_1 - H_5 \right) \sin \psi_2 + \Delta I_3 \left( H_0 - \frac{H_6}{2} \right) \sin \psi_3
\]

The magnitude of the \( n \)th harmonic can be obtained by

\[
R_{nf} = \sqrt{X_{nf}^2 + Y_{nf}^2}
\]
In the $nf/1f$ method the ratio of the magnitudes of the $nf$ and the $1f$ signal ($R_{nf}/R_{1f}$) is obtained experimentally and compared with its simulated value to extract the gas concentration and pressure. From (5) to (10), the laser parameters $I$, $\Delta l_1$, $\Delta l_2$, $\Delta l_3$, $\psi_1$, $\psi_2$, $\psi_3$, and $\Delta \nu$ must be accurately characterized to simulate the $nf/1f$ signal. Although laser characterization in itself is not difficult, variations in these parameters due to calibration drift, temperature variations and aging introduce errors in the measurement. Recently Qu et al. [22], proposed a method that does not require pre-characterization of $I(\nu)$, $\Delta l_1(\nu)$ and $\psi(\nu)$. However, other parameters still need to be pre-characterized.

2.2 Methodology for nf WMS Measurement Using the New Method

This section presents a brief description of the methodology for the in-situ real-time measurement of laser parameters. A more elaborate experimental and theoretical description of the measurement of each of these parameters is presented later in Section 4. The transmitted DC intensity, $I$, in the absence of the gas, is obtained by digitally filtering out the high frequency components from the signal received at the photodetector and then interpolating from the non-absorbing wings. A part of the laser output is passed through a fiber interferometer or a solid etalon to carry out wavelength referencing and to obtain the value of $\Delta \nu$. The values of $\Delta l_1$, $\Delta l_2$, $\Delta l_3$, $\psi_1$, $\psi_2$, $\psi_3$, and $\psi_3$ are obtained by interpolating between the non-absorbing wings of the X and Y components of the demodulated 1f, 2f, and 3f signals. Using this method, values of all these laser parameters are obtained at each point along the scan. Hence measurements made using this method are not affected by the variation of these parameters over the wavelength scan range because they are accounted for in the simulations. The in-situ and real-time measurement of all relevant laser parameters also ensures that the measurements are not affected by rapid non-absorbing variations such as those due to light scattering, beam steering, vibrations and window fouling, or by slow variations such as those due to temperature variations, calibration drift and aging of the devices.

2.3 Measurement at the Phase Quadrature Modulation Frequency

When the laser is operated at its phase quadrature modulation frequency ($f_q$), the phase, $\psi_1$, between the 1st order IM and the FM is 90°. At $f_q$ the two 1st order IM-dependent distorting signal components, $\Delta l_1 H_1/2$ and $\Delta l_1 H_3/2$, for the second harmonic detection are orthogonal to the main detection axis signal, $IH_2$, and therefore do not affect the measurement [21]. Similarly, for the third harmonic detection the two 1st order IM dependent distorting signal components, $\Delta l_1 H_2/2$ and $\Delta l_1 H_4/2$, are orthogonal to the main detection axis signal, $IH_3$, and therefore do not affect the measurement. The values of $f_q$ are generally found to be on the order of 1 MHz [23]. Operation at such high frequencies requires wide bandwidth laser drivers and lock-in detection electronics. However, for the 1650 nm DFB laser used in this study, a significantly lower $f_q$ of 125.5 kHz was obtained [24]. The absorption-independent background RAM, which heavily distorts the recovered 2f WMS signal for low concentrations, can also be removed by 2f RAM nulling [21],[25].

3. Experimental Setup

Fig. 2 shows the generic experimental set-up used in this work. The three lasers were driven with different electronic equipment, the signals were detected with different photodetectors, the gas cells were different and the data acquisition (DAQ) systems comprising the LIA and the digitizer were also different. The specific details of the equipment for experiments with each of the three lasers are given in the following sections. The only difference between these experimental setups and a typical WMS setup is that the transmitted signal detected by the photodetector is also recorded in addition to the $nf$ signals that are subsequently extracted by the LIA.
Fig. 2. Schematic of the generic experimental setup used for the implementation of 2f or 3f WMS using this method. Components such as signal generator, laser diode controller, detector, etalon, and gas cell are different for each of the three set-up described in this paper.

3.1 Experimental Setup for 5250 nm cw-DFB-QCL Laser

For the detection of nitric oxide, a free-space coupled cw-DFB-QCL from Alpes Lasers (HHL-286) is driven by a laser diode current and temperature controller (Thorlabs ITC4005). The output of the QCL passes through a 50-50 beam splitter and the transmitted beam enters a 10 cm long stainless steel gas cell with calcium fluoride windows and a digital pressure gauge. The reflected beam passes through a Germanium etalon that has a free spectral range (FSR) of 0.57843 GHz. The light transmitted through the gas cell is detected with a DC-coupled mercury cadmium tellurium (HgCdTe) detector from Infrared Systems Development Corporation (MCT-5-TE3-2.0) that is coupled to a pre-amplifier (MCT1000) of the same make. The signal transmitted through the etalon is detected with a DC-coupled HgCdTe detector from Vigo (PVMI-4TE-8). This signal is used to wavelength reference the time-indexed gas absorption signals and also to obtain the variation of FM amplitude along the wavelength scan. Both the detector outputs are connected to a 2.5 GHz digital storage oscilloscope (DSO) (Agilent Infiniium 54853A). The DSO is connected to a computer through a GPIB interface. In all three cases, a custom LabVIEW programme is used to automate the entire operation of controlling the laser driver electronics, acquiring data from the DSO and the LIA, measurement of laser characteristics, and finally curve fitting to extract the gas parameters.

3.2 Experimental Setup for 2004 nm VCSEL Laser

For these experiments, a 2004 nm free-space coupled VCSEL from VERTILAS GmbH (VL-2004-1-SQ-A5) is driven by a VCSEL laser diode current and temperature controller (Thorlabs VITC002). The output from the laser is passed through a collimator (Holmarc HO-CS25-0.8) and then through a 50–50 beam splitter (Newport Corporation CAFBS11) that splits the incoming light into two parts. One part of the incident light passes through a 28 cm long free-space gas cell. The temperature and pressure of the cell are monitored using a PT-100 thermocouple and a digital pressure gauge. The light transmitted through the gas cell is detected by a thermoelectrically-cooled photodetector (Thorlabs PDA10DT-EC) that has a spectral range of 1.2–2.6 µm. The photodetector output is connected through a T connector to a 50 MHz digital LIA (Zurich Instruments HF2LI) and a 500 MHz DSO (Tektronix TDS3054C). The harmonic signals demodulated by the LIA and the signal detected by the photodetector directly (prior to demodulation) are captured by the DSO and recorded to a computer over a GPIB interface. The second part of the light incident on the beam splitter is passed through a solid etalon (Light Machinery OP-2638-16622) that has an FSR of 2.5 GHz and is detected with an InGaAs photodetector (Thorlabs PDA10D-EC).

3.3 Experimental Setup for 1650 nm DFB Laser

The technique described in this paper was first demonstrated by using a 10 mW DFB laser (Toptica Photonics LD-1665-0010-DFB-1) with a nominal emission wavelength of 1650 nm to interrogate the
R4 absorption line of CH₄ at 1650.96 nm [21]. The laser is driven by a current controller (Thorlabs LDC 220C) and a temperature controller (Thorlabs TED 200C). The fiber-coupled laser output is split into two parts with a 3 dB coupler (Thorlabs 10202A-50-APC). The output from one arm of the 3 dB coupler passes through the same 28 cm long gas cell mentioned in Section 3.2. The second arm of the 3 dB coupler is connected to a fiber interferometer that has an FSR of 0.2091 GHz. The rest of the setup is identical to that described in Section 3.2.

4. In-Situ Measurement of Relevant Laser Parameters

This section provides a detailed description of the methodology for in-situ real-time extraction of laser parameters. In order to show the extraction of $I$, $\Delta I_1$, $\Delta I_2$, $\Delta I_3$, $\psi_1$, $\psi_2$, and $\psi_3$ from the transmitted signal received at the photodetector, the set-up described in Section 3.3 was used with the gas cell filled with 1% CH₄ sample at 1 bar pressure. The set-up described in Section 3.1 was used to show a comparison of $\psi_1$ obtained using the traditional method and that obtained using this method, with the gas cell filled with 680 ppm nitric oxide at 500 mbar pressure. Measurement of the FM amplitude along the ramp and a comparison of its maximum deviation from the line center value is also shown in Section 4.3, for each of the three lasers at the optimum modulation index value of $m = 2.2$.

4.1 Measurement of Laser Intensity Across the Wavelength Scan

Fig. 3(a) shows the transmitted signal detected directly by the photodetector when the 1650 nm DFB laser was modulated at 20 kHz with a modulation amplitude of 10 mA p-p. This signal was low-pass filtered with an FIR digital filter to remove the high-frequency sinusoidal component. The non-absorbing wings of the digitally filtered signal, shown by the blue circular markers in Fig. 3(b), were interpolated to obtain the laser intensity $I$ across the wavelength scan. It should be noted that it does not matter if the use of a high-order low pass filter to retrieve the non-absorbing wings leads to distortion of the absorbing regions of the transmitted signal. This is so because the intensity versus time characteristics or intensity versus current characteristics for most semiconductor lasers does not show significant nonlinearity of order higher than the 2nd or 3rd order. Hence although the absorbing regions of the transmitted signal may get distorted by the filtering action the non-absorbing wings would not be significantly affected.
Fig. 4. The 1650 nm DFB laser was modulated at $m = 2.2$ and the transmitted light through a 1% CH$_4$ sample at 1 bar pressure was demodulated by a LIA to obtain (a) $1f$ X-component along $IH_1$, (b) $1f$ Y-component orthogonal to $IH_1$, (c) Magnitude of $1f$ Signal, (d) $2f$ X-component along $IH_2$, (e) $2f$ Y-component orthogonal to $IH_2$, (f) Magnitude of $2f$ Signal, (g) $3f$ X-component along $IH_3$, (h) $3f$ Y-component orthogonal to $IH_3$, and (i) Magnitude of $3f$ Signal.

4.2 Measurement of $n^{th}$ Order IM Amplitude and Its Phase Differences With Respect to the FM Component

When no gas absorption is present, the $n^{th}$ harmonic signal components and its magnitude are given by

$$X_{nf}(\text{no gas}) = \Delta I_n \cos(\psi_n)$$  \hspace{1cm} (12)

$$Y_{nf}(\text{no gas}) = \Delta I_n \sin(\psi_n)$$  \hspace{1cm} (13)

$$R_{nf}(\text{no gas}) = \Delta I_n.$$  \hspace{1cm} (14)

These equations are rigorously valid for any wavelength where the gas does not have appreciable absorption. The regions of negligible absorption are highlighted in Fig. 4. The non-absorbing regions of the magnitude of $1f$, $2f$ and $3f$ signals are shown by the blue circular markers in parts (c), (f), and (i), respectively. Interpolating from these non-absorbing regions $1^{st}$ order, $2^{nd}$ order, and $3^{rd}$ order IM amplitudes, i.e., $\Delta I_1$, $\Delta I_2$ and $\Delta I_3$ respectively, were obtained at each point of the scan.

The procedure to determine the phase between $n^{th}$ order IM and FM, $\psi_n$, at each point of the scan range is described here. The X-axis of the LIA locked at the $n^{th}$ harmonic, is aligned along the $IH_n$ component as shown by the phasor diagram in Fig. 1(a)–(c) and experimentally in Fig. 4(a), (d) and (g). In the absence of absorption, the signals along the X and Y component of the LIA are
Fig. 5. Using the 5250 nm cw-DFB-QCL modulated at 10 kHz with a 10 mA p-p sinusoidal waveform. (a) Intensity modulation output at fixed DC bias. (b) Resonator output at fixed DC bias. (c) Frequency modulation output at fixed DC bias. (d) Comparison of ψ obtained using the resonator output with that obtained using the non-absorbing wings across the scan range.

given by (12) and (13), respectively. The values of $X_{n}(\text{no gas})$ and $Y_{n}(\text{no gas})$ can be obtained in the presence of the absorbing gas by interpolating from these non-absorbing spectral wings, shown by the blue circular markers in the Fig. 4(a), (b), (d), (e), (g), and (h). The phase $\psi_{n}$ between the $n^{th}$ order IM and the FM can be obtained by taking the inverse tangent of the ratio of these two signals:

$$
\frac{Y_{n}(\text{no gas})}{X_{n}(\text{no gas})} = \frac{\Delta l_{n} \sin(\psi_{n})}{\Delta l_{n} \cos(\psi_{n})} = \tan(\psi_{n}).
$$  (15)

For instance, to obtain the phase between the 2nd order IM and FM, the X component of the signal demodulated at the second harmonic is aligned along the $IH_{2}$. Then $\phi_{2}$ is obtained by interpolating from the non-absorbing regions of the X and the Y component of the 2f signal and taking their ratio. However, this method of measurement of $\psi_{n}$ is valid only if the phase of the FM does not vary along the scan range. This method is very simple and computationally very efficient. However, for some lasers the phase of the FM may vary along the scan range. For such lasers $\psi_{n}$ must be measured by obtaining the modulated output and the fibre-ring resonator output, simultaneously. The difference between the consecutive peaks of the resonator output is obtained and the maxima and the minima of the difference are used to obtain the inflection points of the FM output. These inflection points are shown by the black triangle markers in Fig. 5(b). The magnitude of the frequency difference between any two consecutive peaks of the resonator is equal to the FSR of the resonator. In between the inflection points the frequency value would alternately be monotonically increasing and monotonically decreasing. Hence by using the resonator peaks, the FSR value, and the inflection points, the frequency values at each point where the resonator peak occurs are obtained. The FM output is obtained at each point of the scan range by fitting a sinusoid to these frequency values, as shown in Fig. 5(c). The FM output is then passed through a software LIA locked at $f_{m}$ to obtain the phase of the FM output. The modulated output is also passed through a software LIA locked at the $n^{th}$ harmonic of $f_{m}$ to obtain the phase of the $n^{th}$ harmonic component of the modulated output. The difference between the phase of the $n^{th}$ harmonic component of the
modulated output and the FM output provides the value of $\psi_n$ in the non-absorbing regions. Phase values at each point of the scan range are obtained by interpolating from the phase values in the non-absorbing regions.

However, this method of determining the phase requires a low-FSR etalon and a high sampling rate DAQ system and it will also increase the computation complexity. Due to the unavailability of the high sampling rate DAQ, this method could not be tested for the lasers used in this study. However, in order to compare the two methods, $\psi_1$ was measured by measuring the modulated output and the fibre-ring resonator output, simultaneously, at fixed DC bias current values (ramp was turned off) of the laser, using the set-up described in Section 3 but with the gas cell removed. The DC bias current of the laser was then varied in small increments along the scan range of the laser and $\psi_1$ was obtained at each of these DC values. It was observed that $\psi_1$ obtained using the two methods, for the three lasers used in this study, were in agreement with each other. Fig. 5 shows a comparison of the two methods using a cw-DFB-QCL that was modulated at 10 kHz with 10 mA p-p sinusoidal waveform. The difference between the inflection points (maxima and minima) of the IM output and that of the FM output, as shown in Fig. 5(a) and (b), is used to obtain the phase between the 1st order IM output and the FM output. The DC bias of the laser is then varied in 1 mA increments to obtain $\psi_1$ from 110 mA to 140 mA. Fig. 5(d) shows a comparison of phase between the 1st order IM and FM obtained using the two methods. The accuracy of the traditional method depends strongly on the FSR of the etalon. If there are $n$ number of peaks between two consecutive inflection points of the IM then maximum error in measurement of the phase would be $\pm \frac{180}{n}$. Fig. 5 shows that this error is about $\pm 22^\circ$ for the set-up described in this section. This error could be minimized by using an etalon of lower FSR. However, an etalon of lower FSR can be significantly costlier specially in mid-IR region. Another way to reduce this error is by interpolating the phase value for each point of the x-axis. It is observed that obtaining $\psi_n$ using the non-absorbing wings of the nf signal components is a much simpler technique to implement. Its accuracy would only depend on the accuracy of the interpolation of the non-absorbing wings. The accuracy would be higher for larger non-absorbing regions.

### 4.3 Measuring the FM Amplitude Along the Ramp

As discussed in Section 4.2, if the FSR of the resonator is small enough and the sampling rate of the DAQ system is large enough then the FM output (see Fig. 5(c)) can be obtained from the resonator output. The FM output obtained is passed through a LIA, locked at $f_m$, to obtain the magnitude of the 1st order FM output at each point along the current scan range. If there is significant nonlinearity in the frequency versus current characteristics of the laser, the LIA can be locked to the higher harmonics to retrieve the amplitudes of the higher order FM output. However, due to the unavailability of the high sampling rate DAQ system, the DC bias of each of the three lasers was varied in small increments along their respective current scan ranges and the 1st order FM output was obtained at each of these DC values. Fig. 6(a) show that $\Delta \nu$ varies by $\pm 20\%$ from the value at the line center for the 5250 nm cw-DFB-QCL when operated at $f_m = 8$ kHz with a line center m-value of 2.2 at 0.387 bar pressure. Fig. 6(b) show that $\Delta \nu$ varies by $\pm 14\%$, from the value at the line center for the 2004 nm VCSEL when operated at $f_m = 10$ kHz with a line center m-value of 2.2 at 1 bar pressure. Fig. 6(c) shows that $\Delta \nu$ varies by $\pm 35\%$ from the value at the line center for the 1650 nm DFB laser when operated at $f_m = 20$ kHz with a line center m-value of 2.2 at 1 bar pressure. The current scan ranges shown in Fig. 6(a)–(c) correspond to the wavelength scan ranges over which the three lasers used in this study have been scanned as shown in the results presented later (Figs. 8, 10, and 12, respectively). It is evident that depending upon the nonlinearity of the current-frequency relationship of the laser there may be significant variations in the FM amplitude across the frequency scan range. The simulation of the 2f signal must therefore account for this variation. In [26], it is shown that $\Delta \nu$ of semiconductor lasers varies with temperature and aging. The methodology presented here provides real-time measurement and therefore also takes into
account such long-term drift of the FM amplitude. The maximum systematic error in the measured value of $\Delta \nu$ depends on the FSR of the interferometer or the etalon ($\text{error} \leq \pm \text{FSR}/2$). The larger the FSR, the greater is the error in the measurement of $\Delta \nu$. Fig. 6(b) shows that instead of a gradual change in the $\Delta \nu$ value there is a step change at around 7.65 mA DC current value. This is because the overall change in the FM amplitude for the given ramp current is comparable to the FSR ($\approx 2.5$ GHz) of the etalon used.

5. Experimental Results

5.1 Calibration-Free 2f and 3f WMS Measurement of Nitric Oxide Using 5250 nm cw-DFB-QCL

The 5250 nm cw-DFB-QCL was temperature-tuned (1.53°C) to target the R7 transition of nitric oxide. The laser was modulated with a 8 kHz, 13.5 mA p-p sinusoid ($m = 2.2$ at 0.387 bar pressure) that was superimposed on a 40 mA p-p ramp (DC bias 122.5 mA). The magnitude of the experimental and the simulated 2f and 3f signals for a 580 ppm nitric oxide sample at 0.357 bar pressure are shown in Fig. 8(a) and (b), respectively. The excellent agreement between the simulation and the experimental data is evident. As shown in Fig. 8, it can be observed that although the 2f signal is stronger than the 3f signal, it is accompanied by a large absorption-independent background RAM which varies across the scan range. This is due to the nonlinearity of the cw-DFB-QCL laser used in this study. Hence the peak height of the 2f WMS signal cannot be considered proportional to the concentration of the gas. This would add to the complexity of measurement and may also lead to errors in measurement especially for low concentrations. However, the 3f WMS signal has an almost negligible absorption-independent background RAM and therefore the peak of the magnitude of the 3f WMS signal or the peak-to-peak of the X-component of the 3f WMS signal is directly proportional to the concentration of the gas. Fig. 7 shows that the tuning coefficient of the cw-DFB-QCL used in this study decreases rapidly with increasing $f_m$. This implies that the
amplitude of the modulating current must be increased to attain the same m-value at higher $f_m$. The current modulation amplitude could be increased only up to the point where instantaneous current input to the laser does not exceed the maximum current limit of the laser. The laser was therefore modulated at a relatively low modulation frequency of 8 kHz in order to attain the optimum m-value of 2.2. This method cannot be used for measurement of nitric oxide at higher pressures with the current set-up because of the limited tunable range (0.5 nm) and low value of tuning coefficient (0.3145 GHz/mA at 8 kHz) of the laser. In this case it is not the density of the spectrum but the limited tunable range of the laser that restricts this method from being applied at higher pressure. A laser with a wider tunable range would allow this method to be used up to much higher pressure values.

5.2 Calibration-Free 2f and 3f WMS Measurement of Carbon Dioxide Using 2004 nm VCSEL

The VCSEL was temperature tuned to 2003.5 nm to target the R16 transition of CO$_2$. The laser was operated at the optimum $m = 2.2$ point by modulating at $f_m = 10$ kHz with a 0.29 mA p-p sinusoid superimposed on a 1.50 mA p-p ramp. Magnitudes of the 2f WMS signals for 1%, 2000 ppm and 400 ppm CO$_2$ sample at 1 bar pressure are shown in Fig. 10(a)–(c), respectively. Fig. 10(d) shows the magnitude of the 3f WMS signal for 1% CO$_2$ sample at 1 bar pressure. It can be observed that the fitting between the simulated and the experimental signals is good. However, for low concentration the etalon noise becomes prominent as shown in Fig. 10(c). As shown in Fig. 9, the tuning coefficient of the VCSEL used in this study is much higher than that for the cw-DFB-QCL (shown in Fig. 7). The VCSEL's tunable range of about 5 nm is also much higher than the 0.5 nm range of the QCL. However, despite these advantages this method cannot be used for the measurement of CO$_2$ at pressure values higher than the atmospheric pressure. This is so because blending of the adjacent absorption lines at higher pressures makes it impossible to obtain the non-absorbing wings. Hence
Fig. 9. Variation of tuning coefficient of the 2004 nm VCSEL with modulation frequency.

Fig. 10. Experimental and simulated signals at \( m = 2.2, f_m = 10 \text{ kHz} \) and 1 bar pressure for (a) 1\% \( \text{CO}_2 \) sample using 2f WMS, (b) 2000 ppm \( \text{CO}_2 \) sample using 2f WMS, (c) 400 ppm \( \text{CO}_2 \) sample using 2f WMS, and (d) 1\% \( \text{CO}_2 \) sample using 3f WMS.

for such cases it is the congested nature of the spectrum rather than the laser’s tunable range or the tuning coefficient which limits the maximum operating pressure.

5.3 Calibration-Free 2f and 3f WMS Measurement of Methane Using 1650 nm DFB Laser

The 1650 nm DFB laser was operated at a m-value of 0.56 and a modulation frequency of 20 kHz to measure a 1\% \( \text{CH}_4 \) sample at 1–4 bar at 1 bar increments, as shown in Fig. 11(a)–(d), respectively. It is observed that with the increase in pressure the fit between the simulated and the experimental signals deteriorates. This is mainly because for a given modulation index the 2f signal broadens with the increase in pressure. This leads to a reduction of the available non-absorbing wings which in turn leads to an error in the measurement of laser characteristics that are required for the simulation of 2f or 3f WMS signal. This problem can be overcome if a more widely tunable laser is used. For instance a typical 1650 nm VCSEL has a tuning range of about 5 nm, as compared to 0.5 nm of the DFB laser used in this study and hence can be used to measure \( \text{CH}_4 \) up to much higher pressure values. Hence for cases such as these where the availability of the non-absorbing wings is not precluded by the spectral interference, the wavelength tuning range of the laser limits the maximum pressure up to which this method can be used for a given m-value. Fig. 12(a) and (b)
Fig. 11. Experimental and simulated 2f WMS signals at $m = 0.56$, $f_m = 20$ kHz for 1% CH$_4$ at pressure values of (a) 1 bar, (b) 2 bar, (c) 3 bar, and (d) 4 bar.

Fig. 12. Experimental and simulated WMS signals at $m = 2.2$, $f_m = 20$ kHz for 1% CH$_4$ sample at 1 bar pressure using (a) 2f and (b) 3f WMS.

shows the experimental and simulated WMS signals when this method was implemented at the optimum modulation index, $m = 2.2$ at $f_m = 20$ kHz to measure a 1% CH$_4$ sample at 1 bar pressure, using 2f and 3f WMS, respectively.

6. Conclusion
This paper presents a detailed explanation and a demonstration of an alternate calibration-free WMS method with in-situ real-time characterization of laser parameters at each point along the scan range. It is shown that the technique can be readily applied to the three different types of lasers viz. cw-DFB-QCL, VCSEL, and DFB lasers that are most commonly used. No change in the experimental arrangement is required. The technique can therefore be incorporated into all types of WMS systems (2f as well as 3f) without any disruption or major modifications because the experimental arrangement does not need to be changed. The method described in this paper not only measures all relevant laser parameters ($l$, $\Delta l_1$, $\Delta l_2$, $\Delta l_3$, $\psi_1$, $\psi_2$, $\psi_3$ and $\Delta \nu$) at each point along the scan range, but also continuously monitors them. In order to accurately simulate the nf WMS signal these laser parameters must be either pre-characterized or measured in-situ. Higher order IM terms and their respective phase shifts with respect to the FM also have to be considered if the intensity versus current characteristics of the laser is highly nonlinear. These laser parameters have varying degrees of dependence on the instantaneous frequency, $\nu_t$. It is therefore important to measure these parameters at each point of the scan range. These parameters are also known to
drift with time due to aging or with temperature variations. In-situ real-time measurement of these parameters makes it possible for the simulation to take into account all such changes in the output signal due to slow and rapid variations in non-absorbing losses. The demonstration of 3f WMS using the three different types of lasers shows that this method is not limited to 2f WMS but can be extended to 3f WMS and higher order WMS if required. A particularly promising aspect of this technique is that 2f and 3f WMS has worked very well with mid-IR QCLs. It is known that QCLs such as the external cavity QCL (ECQCL) used by Chao et al. [18] and the cw-DFB-QCL laser used in this study, have much higher non-linearity in their intensity versus current characteristics as compared to DFB lasers. This results in a large absorption-independent 2f background RAM that varies across the scan range. It can be advantageous to use 3f WMS (and other higher order WMS) for lasers that have large 2f background RAM. Although higher order WMS signals are weaker than the 2f WMS signal, they have a higher signal to the absorption independent background RAM ratio. The 3f WMS for the cw-DFB-QCL laser used in this study has an almost negligible absorption-independent background RAM. This makes the measurement of the gas concentration using 3f WMS signal much less prone to error. The aspect of this technique that requires further investigation is the range of pressure and temperature over which it would work optimally. The requirement of the availability of non-absorbing baseline implies that there would be some upper limit on the operating conditions that would depend on the level of spectral congestion and the tuning properties of the laser. Note that this is also true of all the other methods (direct detection method, RAM method, PD method, and the RAM nulling method) reported in the literature that use the non-absorbing wings of the absorption line. The choice of the absorption line to be interrogated would therefore have to be made with the spectral congestion taken into consideration. This paper has tried to bring out this limitation clearly and explicitly. For instance, the cw-DFB-QCL laser used in this study has a very low tuning coefficient and narrow tunable range and therefore cannot be used to measure nitric oxide at a pressure higher than 500 mbar. However, cw-DFB-QCLs are relatively new and increasingly more advanced QCLs with wider tunable range and higher tuning coefficient are coming up. VCSELs on the other hand have a much wider tunable range as well as a much higher tuning coefficient, and are better suited for measurement of gases that have spectrally isolated absorption lines. We emphasize that there are many applications (e.g., known reaction pathways in fuel cells), where only a few gases are known to be present due to the nature of the reaction. A good example of such an isolated line is the CH₄ absorption line at 1650.96 nm. This method could be used up to much higher pressure values if this line is chosen. In such cases it is certainly possible to select well isolated spectral lines to minimize spectral overlap and to thereby operate at high pressure and temperature values. In such cases where the availability of non-absorbing spectral wings is not a problem, it is the tunable range of the laser (a combination of the current tuning coefficient at the chosen modulation frequency and maximum operating current) that would place an upper limit on the pressure values up to which the technique could be used. For instance, the measurement of CO₂ at 2004 nm using a VCSEL will be limited to about 1 bar because of the spectral congestion in that region due to several CO₂ and ammonia lines. For a given application, one would need to assess the extent of this problem by simulating the absorption spectrum at the expected operation pressure to check if non-absorbing wings are available. If only concentration measurements are required (such as in breath analysis), the sample gas could be brought down to a lower pressure at which the non-absorbing wings are available and then this method can be applied. However, if the application requires in-situ real-time high pressure measurement and if the non-absorbing wings are not available at those pressures, the nf/1f method would be a more suitable option. Further investigations of the limits of operation of this technique are underway and will be reported in a future publication.

Acknowledgment

The authors would like to thank Zarin A. S. from IIT Gandhinagar for verifying some of the results presented in this paper.
References


