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Abstract: Design strategies that benefit from the reuse of system coemi® can reduce costs whilst
maintaining or increasing dependability—we use the terpeddability to tie together reliability and
availability. D3H2 (aDaptive Dependable Design for systemith Homogeneous and Heterogeneous
redundancies) is a methodology that supports the desigoroplex systems with a focus on recon-
figuration and component reuse. D3H2 systematises theifidatibn of heterogeneous redundancies
and optimises the design of fault detection and reconfigurahechanisms, by enabling the analysis
of design alternatives with respect to dependability aret.clm this paper, we extend D3H2 for appli-
cation to repairable systems. The method is extended wiélysis capabilities allowing dependability
assessment of complex reconfigurable systems. Analysadrsaginclude time-dependencies between
failure events and the corresponding reconfiguration astid®Ve demonstrate how D3H2 can support
decisions about fault detection and reconfiguration thek $@ improve dependability whilst reducing
costs via application to a realistic railway case study.

Keywords: Dynamic dependability, repairable systems, reconfigeraystems, heterogeneous redun-
dancies, cost-effectiveness, design methodology, adegystems.

1 Introduction

The improvement of system dependability and the reductfarost are typically competing goals in
the design of systems. Improvement of dependability is often achieved via useanitftolerance.
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Traditional design strategies for improving fault tolezarare based on the replication of hardware
components in redundant configurations, for instance pyifsandby or triple modular redundaricy
Hardware replicas perform identical functions and acewlyi they are known as homogeneous redun-
dancies. Combined with design diversity, this can be arce¥ie strategy for improving dependability.
However, the replication of hardware resources often tegulunnecessary additional costs.

In highly networked scenarios there is room to take advantdgver-dimensioning design deci-
sions and overlapping functions by exploiting heterogeseedundancies, i.e. components that, be-
sides performing their primary intended design functicaam also be used as a means of restoring the
functionalities lost when other components fail For systems with high dependability requirements
the effects of such use on dependability must be establishéile dependability integrates different
attribute$, in this paper we focus on reliability and availability.

Highly networked scenarios comprise of many processintsusensors, and actuators connected
to a communication network with the particularity that repé of system functions are distributed
throughout the physical structure. For example, trainehaplicated functions throughout their cars
and large buildings have replicated control functions digtwout their floors and rooms. Assuming that
such heterogeneous redundancies exist and can be exphottase of failures, the system must include
fault detection and reconfiguration implementations,(health management mechanisms) that deploy
these redundancies. Heterogeneous redundancies tympallate as cold-standby redundancies which
need to be activated in the presence of faildrésiling to activate a redundancy has consequences for
dependability which must be established. Different decisiabout use of heterogeneous redundancies
yield different dependability and cost values for a systewh sherefore, evaluation of design options is
needed to arrive at a decision that can achieve high depgitgalith acceptable costs.

To systematize and integrate these concepts in a methotidargsessment and design of com-
plex reconfigurable systems, we have created the D3H2 (aledpependable Design for systems with
Homogeneous and Heterogeneous redundancies) methodéldagye aim of D3H2 is to identify het-
erogeneous redundancies; create architectures thatitexpinogeneous/heterogeneous redundancies;
and evaluate the influence of design decisions on depeitgaid cost. D3H2 provides the data that
supports trade-off design decisions between dependehild cost when deciding to implement differ-
ent types of redundancy and health management strategies.

In previous work, we have developed D3H2 for a class of ngairable systents. However,
most complex industrial systems can be considered repeiralye have, therefore, extended the D3H2
methodology to cover repairable systems. One challendgats for non-repairable systems only the
order of failure is important, but for repairable systemshbithe order of failure and repair must be
respected. A key innovation in D3H2 is that the reconfigoraprocess is governed by the reconfigu-
ration priority of implementations. This means that théuia/repair reconfiguration is not necessarily
defineda priori, but it can follow a dynamically decided pattern. For ins@rassume that there are four
implementations ordered with their priority and currerttig third implementation is operative while
first and second implementations have failed (cf. Figurety).tIf the first or second implementation
is repaired before the third fails, when the third implenagion fails the first or second implementation
should be activated instead of the fourth implementation.
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Figure 1: Possible random reconfiguration sequences.

This type of complex repair process cannot be modelled wistiag dynamic dependability for-
malisms such as Dynamic Fault Tré&because their modelling constructs assume fixed sequendes a
they are insufficient for capturing this complex repair eatt Although in theory it is possible to use
low-level pure stochastic models (e.g., Markov chaingirtbffectiveness for complex models is lim-
ited because it is difficult to trace from the design modehi® analysis model and their size growths
rapidly leading eventually to state-explosion probléms

The main contribution of this paper is thus the extensiorhef@3H2 methodology to enable the
design of repairable systems, which include complex failmd repair event sequences. The method-
ology encompasses the implementation of user-defined figooation strategies and the systematic
evaluation of the influence on dependability of design desssincluding redundancy strategies and
health management mechanisms. The second contributidre gfaper is the application of the D3H2
methodology for the evaluation of the reuse of repairablfemanents in a railway case-study.

The remainder of this paper is organised as follows. Se&iozviews the relevant work, Section
3 introduces the D3H2 methodology, Section 4 presents theimg case study, Section 5 specifies in
detail the system design, Section 6 describes the depéitylataluation approach, and, finally, Section
7 presents conclusions and future prospects.

2 Related Work

The design of reconfigurable systems is an ongoing reseaadlenge. While many works have con-
centrated on analysing the influence of homogeneous reduaied® 16 approaches focusing on the
evaluation of heterogeneous redundancies are scErceleterogeneous redundancies can take many
forms: design diversity/, analytical redundancié$ or redundancies arising from overlapped system
functions'.

In our approach we focus on identifying and exploiting implredundancy which may exist in
an application. Detailed knowledge and mathematical féatian of the system is typically needed
to get analytical redundancy relatidis However, the complexity of the mathematical formulation
increases with the system size, and this has led us to adoptadn-based viewpoint that uses qualita-
tive attributes (see also Subsection 5.2). The use of fomatialternatives to compensate for component
failures is discussed #l. The authors use weighted sums to to combine differenbatas and compare
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the overall utility of alternative configurations. The sédredundancy concept is presentetf inith

the goal of reusing processing units in the presence of sodwomponent failures. Authors perform
availability and cost evaluations using Fault Trees and téd&arlo simulations. Implicit redundan-
cies are also aligned with the goal of reusing comporténiEhe paper describes an adaptation model
used to specify for each component its implicit redundanara quality constraints. Component Fault
Trees and Markov chains are used to estimate failure prioedai Similarly, the integrated modular
avionics paradigm shares the goal of replacing softwarts wia standardized generic hardware mod-
ules’?. Their goal is not to use heterogeneous redundancies itymgtworked scenarios, but exploit
replaceable processing units in reconfiguration.

While the influence of fault detection, reconfiguration ancheunication implementations on sys-
tem design has been addressed for homogeneous redunddadies best of our knowledge, these
mechanisms has been assumed ideal for heterogeneous aadigsd The evaluation of the faulty be-
haviour of these implementations leads to obtaining anaagmgbr which better adheres to reality and
consequently provides more accurate estimation of deditga In D3H2, dependability is a key
criterion of performance in the decision between altemeateconfiguration strategies. Due to the com-
plex, dynamic and repairable nature of the systems, we ndeg@endability approach which is able to
specify:

(S1) Time-dependent behaviour of system configurations.

(S2) Modular or hierarchical system failure behaviour tonage the complexity of the model and be
able to trace from the design model to the dependability el vice-versa.

(S3) Repair behaviour of hardware, software and communitagsources of the system.
(S4) Any cumulative distribution function for failure anépair events.

(S5) User-defined reconfiguration strategies accordingealéefined configuration priorities.

There is a wealth of recent development in dependabilityyarsafrom which D3H2 could benefit.
Dynamic Fault Trees (DFT) extend Fault Trees to integrastesy dynamic®€. Dynamic Fault Trees
have been extended to address repairable systems by emfpeepair mechanisms in the failure spec-
ification logic®*. Similarly, Dynamic Reliability Block Diagrams (DRBD) afzased on the dynamic
extension of Reliability Block Diagrani& In DRBD each block is modelled with three possible states:
operating, standby, and failed state. Transitions betileese states are defined with four events: wake-
up, sleep, repair, and failure. For the dependability @sseat the DRBD approach defines cause-effect
relationships between connected blocks. HiP-HERS a modular dependability analysis approach
which integrates dynamic analysis with design optimizatmd safety requirement allocation using
meta-heuristics. The designer makes failure annotatioise design model and HiP-HOPS synthe-
sizes Dynamic Fault Trees used for subsequent analysis @tidisation of the system desigfr®
Boolean Driven Markov Processes (BDMP)ntegrate Markov chains and Fault Trees to specify the
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dynamic failure behaviour. In a BDMP model, different ewefdr leafs) can trigger other events in the
Fault Tree dynamically. The specification of leafs is dontwredefined Markov chains.

The modular system failure specification has been addrdesetifferent dynamic dependability
models such as Dynamic Fault Tré®¥. Other dependability analysis approaches integrate thee mo
ular specification logic in the dependability specificationmalism through the transformation of a
high-level component-based model into a low-level depbititha analysis formalism for quantifica-
tion. State-Event Fault Trees (SEFTTombine the specification of Component Fault Trees witlestat
machine representations in order to specify the failurabielir of repairable systems in a modular way.
In order to quantify the SEFT model, it is transformed intauaderlying Deterministic and Stochastic
Petri nets model. Similarly, Generalized Fault Trees (GFTgly on transformations to solve high-
level GFT models which combine parametric and repairablé Béncepts. As for the quantification
of Generalized Fault Tree models, they are transformedSimwchastic Well-Formed Nets. Although
these top-level formalisms are modular, their transforomainto a low-level formalism results in a flat
dependability analysis model. Table 1 displays analysedwhyc dependability analysis techniques and
addressed properties.

Table 1: Dynamic dependability approaches and specificaapabilities.

Approach (S1) Temporal (S2) Modular (S3) Repair (S4) Any CDF (S5) Reconfiguration
DFT?4 v
DRBD?
HiP-HOPS?®
BDMP?°
SEFT®
GFT

ANEENEENEENEEN
NN NS RN
NN N SR NEEN
AN N R NEEN
X X X X X X

Most approaches in Table 1 address temporal analysis, cappied in a modular fashion, can
deal with repair, and assume any cumulated distributiortfan for component failures. However,
approaches to repair require users to mak®iori assumptions about this repair process which have
a static character. For instance, DFT spare gates requidefimed repair prioriti€d, DRBD embeds
possible dependenci®sand BDMP defines the reactivation logic for inter-depemndemponents with
predefined trigger mechanisiis Fixing elements of the repair logic, however, has its dravks; for
instance, it is difficult, if not impossible, to represertusiions where repair is dynamically decided.
Although a few techniques have been extended with more fiexitechanisms (e.g., BDM®), the
representation and analysis of dynamic repair scenariogains a research challenge that we try to
address within D3H2.
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3 Overview of the D3H2 Methodology

D3H2 integrates the modelling and analysis activities asvshin Figure 2. Systems are specified as
a set of interacting hardware, software, and communicagsnources, including their interfaces and
provided functionality.
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Figure 2: D3H2 design methodolofy

The main approaches integrated in the D3H2 methodologysiesllbelow:

e The Functional Modelling Approach specifies the functiomaldel including system functions
and related attributes including the physical location mah these functions are performed and
a necessary list of resources to develop these functioesSislesection 5.1).

e The Compatibility Analysis identifies compatible implenteions (i.e., redundancies) in the
functional model. To use these compatible implementatidnmaay be necessary to aggregate
additional resources and perform reallocation of new etgmeSubsequently, reconfiguration
strategies and reconfiguration priorities are defined (sds&ttion 5.2).

e The Extended Functional Modelling Approach (see Subse&id) revisits the functional model
to include the fault detection and reconfiguration funciioreeded to implement the strategies
identified in Compatibility Analysis. The functional modslalso extended to include alloca-
tion of hardware/software (HW/SW) resources to the systamstfons. At this point, a HW/SW

architecture emerges and the effect of design improvenmntependability and cost can be
assessed.

e The Dependability and Cost Evaluation Approach predices dependability and cost of the
HW/SW architecture. Via iterative application and comgan of results, it enables the adop-
tion of informed trade-off decisions between candidategiedecisions and incurred cost (see
Section 6). The HW/SW architecture needs to be evaluateerifyvf the initial requirements are
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met. If they are not satisfied there are two options: Optioalées the process to an earlier activity
and iterates from there while Option B moves the design m®back to its starting point so that
design requirements are reconsidered. Depending on théreswents, Option A redirects the
design flow to an intermediate design step: redundancyegklzesign decisions are reconsidered
through the application of the Compatibility Analysis (ecpanging homogeneous redundancies
with heterogeneous redundancies to reduce design cosisjeas health management functions
are reconsidered through the Extended Functional ModeRipproach (e.g. reducing fault de-
tection implementation redundancies to reduce desigrso§ienerally the application of the
Compatibility Analysis implies the application of the Emteed Functional Modelling Approach.
The reconsideration of design requirements from Optiondgilte in the redesign of the func-
tional model. Note that the fault hypothesis that underpendependability analysis in the D3H2
is the occurrence of permanent, but potentially repairatyleamic failures of hardware, software,
and communication components which are manifested withdbfunction (omission failure) or
delivery of function out of context (commission failufe)

The four approaches of D3H2 will be discussed with the aidraflavay system which is introduced
next and described in more detaifin

4 Train Car Door Status Control System

The door status control is a safety-critical function whigtermines the safe operation of door open and
close actions. It has dependencies with other systems tfdineand the door operations are controlled
by the driver depending on the status of the train, e.g. tlesdmust remain closed while the train is
running. Each door in the train has sensors and controlisiftr the passengers and the driver. Figure
3 shows the door status control configuration including lhattdware and logical dependency models.
There is one opening and closing button for the driver cotmtet the processing unit of the driver
(PUpriver) and each door throughout the train has: one opening buttopassengers, one door speed
sensor, one door open detection sensor, one door closedtideteensor and one obstacle detection
sensor. All these sensors, their controllers, and the doatral algorithm are located in the processing

unit PUpgor.
Button
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Figure 3: Door status control: (a) hardware dependenciégl@rogical dependencies.

Copyright©2016 John Wiley & Sons, Ltd. Qual. Reliab. Engng. InR016



QUALITY AND RELIABILITY ENGINEERING INTERNATIONAL

In the train there is a component called TCMS (Train Contnal Bonitoring System), which mon-
itors and controls different critical systems of the traircls as traction and doors. This component is
homogeneously duplicated in two reliable processing (Rt$cus) for safety purposes. The TCMS
receives information about the speed of the train and itvatlallow the driver to open the doors while
the train is running. To this end, the TCMS sends an enableabig the driver to inform about the
safe operation of door opening or closing (Enable Door DrivEDD). Using the information of the
Enable Door Driver signal, the driver sends an enable sigrthle controller of each door (Enable Door
Passenger - EDP) to act safely on opening/closing the dadrite taking into account if the train is
moving and if there is an obstacle in the door (cf. Figure 3Al).the processing units of the door
status control system are connected to Multifunction iehBus (MVB)®. Other systems in the train
are connected to Ethernet (e.g., video surveillance) and (&4g., fire protection) communication net-
works. An interconnecting gateway enables the commuimicdtetween processing units connected to
different communication networks.

5 System Design using D3H2

5.1 Functional Modelling Approach

The Functional Modelling Approach specifies the functioopération of the system in a top-down
manner. Inspired from SADT (Structured Analysis & Desigriigiquef®, a set of tokens aid in the
systematic specification of the key operational parts ofsygem starting from a set of high-level
functions (e.g., different railway train operations: traiperating properly, train stopped) tracing down
to the necessary resources to perform these functions:

¢ A high level function consists of a set of Main Functions (ME&)., train operating properly =
{traction system OK, signalling system OK, braking system, @K conditioning control OK,

ny

e Main functions are performed in possibly different Phykicacations (PLs), e.g., a single air
conditioning control implementation may span a whole ti@an or each car compartment in a
train car may have its own air conditioning control.

e A main function consists of a set of subfunctions (SF), égut, control and output subfunctions.

e A subfunction may have multiple implementations (#) to gaut the subfunction and these are
ordered with respect to their priority.

e Each implementation requires a set of hardware, softwateammunication resources.

For simplicity, the token-based specification process$eston main functions and a first level of
decomposition from main functions to subfunctions. Howgtree Functional Modelling Approach is
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extendible taN functional levels. The full specification of a subfunctismhplementation of a generic
main function is specified as follows:
Mai n Functi on. Physi cal Locati on. Subfunction. | npl ement ati on (2)

To define the physical location of system functions constitea physical location map is defined
for the physical structure. Figure 4 shows the physicaltiooanap of an hypothetical train, where each
car of the train is comprised of different compartments @@Zone).

[ I I 1 [ I I ]
|Door || Roof ||Window|| | IDoor || Roof ||Window|| | E’ \i’

R AT R MR S

Figure 4: Physical location m&p

Based on the token-based specification defined in Eq. (1) Batescribes the functional model of
the door status control (cf. Figure 3).

Table 2: Functional models of door status control and videwgesllance.

Main Physical

Function Loc. Subfunction Resources #
Enable Door Driver (EDD) Pkbms1, SWremst 1
Enable Door Driver (EDD) Pkbms2, SWrems2 2
Enable Door Passenger (EDP) EDD, i{4r, EnableButton, Communication 3

Door Close Command (DCC) RYehver, CloseButtoByiver 4
. Door Open Command (DOC) RIever, OpenButtoRyiver 5
Door Status 'I(':r::: Door Open Command (DOC) RYdor, OpenButtoBassenger 6
Control VA - Door Open Detection (DOD) Pddor, OpenSensor 7
Door Door Closed Detection (DCD) Rdor, ClosedSensor 8
Door Velocity (DV) PUboor, VelocitySensor 9

Obstacle Detection (OD) Rdor, ObstacleSensor 10

Door Control Agorithm (DCA) EDR, DCC, DOC, DOD, DCD, DV, OD, Pbbor SWbsc.

Door Manipulation (DM) DCA, PWgor, Motor 12

Train. Video Input Camera, Pthm 13

Sux:iiche Z(;ir;. Process Image Video Input, SY0eiliance PUcam 14

Door Alarm Process Image, Sirgn 15
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The door status control main function requires differepuitsubfunctions to assure the safe oper-
ation of door opening/closing: enable subfunctions (emalolor driver — EDD [#1, #2], enable door
passenger — EDP [#3]), command subfunctions (door closer@ord — DCC [#4], door open com-
mand - DOC [#5, #6]), and monitoring subfunctions (door ogetection — DOD [#7], door closed
detection — DCD [#8], door velocity — DV [#9], obstacle dgiea — OD [#10]). Door open com-
mands are generated by passengers and the driver, but thelds® command is controlled only by
the driver. These input subfunctions are directed towagditior control algorithm (DCA) subfunction
[#11] which determines when and how to close the doors thrtluig door manipulation (DM) subfunc-
tion [#12]. Note that the final decision on opening/closing tloor relies on the Enable Door Passenger
(EDP) signal, which is determined by the driver.

Table 2 also shows the functional model of the video suedé main function, which is connected
to the Ethernet communication network and it is located éxdame physical location as the door status
control main function (cf. Figure 4): Train.GaZone,.Door. The video surveillance function receives
video images via video input subfunction [#13], proceskeatthrough the process image subfunction
[#14] and, when conditions are met, it raises an alarm usiagirens connected to the P [#15].

5.2 Compatibility Analysis

The Compatibility Analysis identifies heterogeneous retunties based on tokens of the functional
model (cf. Eq. (1)). There may exist two compatibility casesong the system implementations
defined in the functional model:

e Natural compatibility is the case of implementations ceagyout the same subfunction in com-
patible physical locations.

e Forced compatibility is the case of implementations cagyout different but potentially equiva-
lent subfunctions located at compatible physical location

To identify heterogeneous redundancies we identify matchubfunctions and compatible physical
locations in the functional model to determine if the anafysmplementations are compatible or not.
We define compatible physical locations according to thatioa of subfunctions (cf. Figure 4): (1)
same physical location; (2) adjacent physical locatiofsfp].[Car].Zone, > [Train].[Can].Zones);
or (3) physical locations that span other physical locaiffiirain].[Cak].[Zones] —
[Train].[Can].[Zonex].Door). Focusing on forced compatibilities we can seetihe@door status control
and video surveillance main functions in Table 2 are locatesl compatible physical location. Based
on engineering design knowledge, we can identify that tdewisurveillance can provide a compatible
implementation to the door status control function by regshe camera and adding an image process-
ing software to perform different functions. Specificathye following heterogeneous redundancies can
be implemented reusing video surveillance camera [#13]} Wié necessary processing software and
communication interfaces: door-open detection [#7], eédosed detection [#8], door velocity [#9],
and door-obstacle detection [#10].
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As a result of the compatibility analysis, the designer cale® different homogeneous or hetero-
geneous redundancy strategies for each subfunction. Apantthe identified heterogeneous redun-
dancies, it is possible to add homogeneous redundancidisatupy existing sensors. For instance, for
the door status control function in Table 2 the homogeneadshaterogeneous redundancy decisions
in Table 3 can be adopted. Communication integrates MVB d@hdrBet communication networks and
their connecting gateway.

Table 3. Redundancy strategies for door status control foaiction.

Implementation Subfunction
Type Door Open Detection Door Closed Detection Obstaclecoidn Door Velocity
Nominal PUpoor, OpenSensor Pidor, ClosedSensor Rdor, ObstacleSensor RYdor, VelocitySensor

Camera, PUYam,

Camera, Pdam, Camera, Pdam, Camera, Pdam, SWspeegd

Heterogeneous - SWeloseDet . L
SW, communication coeL SW, communication communication
OpenDet communication ObstDet
Homogeneous PUpoor, OpenSensor2 Pdor, ClosedSensor2 Rdor, ObstacleSensor2 Rdor, VelocitySensor2

There are several approaches in the diagnostics and @eittht control community focused on
identifying analytic redundancies systematic#llyA number of approaches in this area evaluate if it
is possible to provide the same service with a combinatiorensfaining sensors, i.e., if there exists
an alternative analytic equation, which uses a differenbbeariables (resources) to provide the same
service. The identification of redundancies focuses ondlagions among system equations, and vari-
ables. That is, if there exists redundant information alteatsystem structure (i.e., if there are more
eguations than variables to be determined) there may aisbadternative ways to define a variable.

The exhaustive characterization and mathematical foroulaof complex systems is not trivial
and in some cases is infeasible. The identification of aitahgidundancies is typically feasible at
subsystem level, but the complexity of the mathematicahfdation increases dramatically at system
level. Additional complexity exists in highly networkedesw@arios where systems consists of many
subsystems, which are all interconnected through a conuation network. In general, the formal
identification and categorisation of heterogeneous redgucids for complex systems is a challenging
task. This is pronounced in the case of non-evident redunesmaised from forced compatibilities
because there is no direct relationship between them.

Reconfiguration strategies integrate the functional maaldl redundancies. They define all possi-
ble realizations of the main function comprised of the nsagssubfunctions and prioritized implemen-
tations. The prioritization is based on the weighted sunuatfional degradation, failure probability
and cost of the implementatiénThe functional degradation depends on the relative phydistance
(applicable for heterogeneous redundancies arising frataral compatibilities). For heterogeneous
redundancies raising from forced compatibilities, thegles’s knowledge is necessary.
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5.3 Extended Functional Modelling Approach

The Extended Functional Modelling Approach augments tinetfanal model by adding health man-
agement functions and implementations: fault detectiotetect the incorrect operation of an imple-
mentation and reconfiguration to recover from implemeatefailures. We have defined the following
mechanisms and protocols for fault detection and recordtgur subfunctions:

e Fault detection (FD): each subfunction has an associatdtidatection subfunction (FI3F).
The FD.SF is located at the destination processing unit where floenration of the source pro-
cessing unit is used to detect communication omissionrisldirectly.

¢ Reconfiguration (R): each subfunction has its own recordigum subfunction (BSF), which
receives fault detection (FISF) signals and sends reconfiguration signals to subfungtiple-
mentations.

e Fault detection of the reconfiguration (H®): each reconfiguration implementation @¥) has its
own fault detection mechanism (FR_SF) implemented in keepalive configuration. EaclsR
implementation sends keepalive signals to all theirRISF implementations to indicate that it
is operating. In the absence of a keepalive signal duringna-8lot, an RSF implementation
is assumed to have failed. When this happens, thdRFEF implementation sends an activation
signal to the available FSF implementation with the highest priority.

e Communication is considered at resource level.

There does not exist a uniquely valid solution when allogahiealth management implementations.
The adopted decisions predefine the behaviour of healthgeament mechanisms so that it is possible
to design and evaluate HW/SW architectures systematically

Since fault detection and reconfiguration are subfunctaires given main function, they are also
modelled using tokens (FSF, RSF, FDR_SF). Accordingly it is possible to analyse alternative faul
detection and reconfiguration strategies. Figure 5 desetifte closed-loop operation of a system de-
ployed in a highly networked scenario including input, cohéind output subfunctions. The operation
of the HW/SW architecture is described for the output subtion with redundancies. Overlapped
rectangles describe alternative implementations for aimeessubfunction.

Extending the functional model of the door status contrahnfiznction in Table 2, Table 4 displays
the HW/SW architecture including the identified heterogerseredundancies (cf. Table 3) and their
health management mechanisms. Namely, for each subfanetilo redundancies: a single fault detec-
tion implementation (FOSF), duplicated reconfiguration implementations§R), and duplicated fault
detection of the reconfiguration (ER_SF) implementations have been selected.

The HW/SW architecture design step can be autonfaad implemented in real systemds for
the automation, the token-based annotations make it gegsilparse the HW/SW architecture from a
design model (e.g. Simulifk) which includes designers decisions with respect to thel land type
of redundancy and health management strategies. For inepkation, each processing unit needs a
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Table 4: HW/SW architecture of the door status control mancfion.

MF PL SF Resources MF PL SF Resources
EDD PUrcms1, SWremst FD_R.DCD PUboor, SWep_r pep, Comm
EDD PUrcms2, SWrems2 FD_.R.DCD PUcam SWep.r.ocp, Comm
EDD, PUyyiver, EnableBut.,
EDP Comm oD PUboor, ObstacleSensor
Camera, Pdam, SW,
DCC Plbriver, CloseBUttOBiver oD geg;n SVWovstacieDes
boc PUriver, OpenButtoByiver FD_OD PUWboor, SWep_op, Comm
DOC PUam, OpenButtoRassenger R_OD PUboor, SWR.0D
Train. DOD PUboor, OpenSensor Train. D PUcam, SWR.op, Comm
Can. Camera, Pdam SW, Can.
DSC i , Pleam OpenDet DSC 1
Zone. DoD Comm Zone,. FD-ROD PUboor, SWep.r.0D, COMmM
Door Door
FD_-DOD PUboor, SWep_pop, Comm FDR_.OD PUcam SWep_r op, Comm
R.DOD PUboor, SWk.pob DV PUpoor, SpeedSensor
R.DOD PUcam SWk.pop, Comm DV Camera, Pdam, SWboorvelocitys
Comm
FD.RDOD  PUboor, SWep.r.DOD, COMmM FDDV PUboor, SWep_pv, Comm
FD.RDOD  Plcam SWkpRr.pop, Comm RDV PUpboor, SWr v
DCD PUboor, ClosedSensor BV PUcam SWr pv, Comm
DCD camera, Plam SWeiosevet FD.R.DV PUpoor, SWep_r.ov, Comm
Comm
FD.DCD PUboor, SWep_pep, Comm FQDR_DV PUcam SWep.r.pv, COmm
EDP, DCC, DOC, DOD, DCD,
R.DCD PUboor, SWR_pcD DCA DV, OD, PUngor, SWhsc, Comm
R_.DCD PUcam SWr.pcp, Comm DM DCA, PWor, Motor
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[ Fault Detection SF
 Output 3 |_ Output Subfunction > of the Output SF
Subfunction| Data of the |
I'i-th Implemementation
, of the output SF
Switch Faulty data of the
implementation i i-th Implemementation
V H c of the output SF of the output SF
ontro(l [ Reconfiguration SF |
System Subfunction of the output SF [~
! |
A A
Switch .
implementation i of A Keepalive

N Signal
Input the Reconfiguration SF V Y

3| [Subfunction| Fault Detection of the
Reconfiguration SF

Figure 5: Operation of the HW/SW architecture.

wrapper that ensures the interchangeability between ctibhganplementations and a reconfiguration
mechanism to redirect its information. Furthermore, thigsunith FD_R_SF implementations require
monitoring keepalive signals to control the correct ogeradf the active RSF implementation

6 Dependability and Cost Evaluation Approach for Repairabk Sys-
tems

6.1 Concepts and Notation

The failure model of the HW/SW architectures considers th&sjble failure modes of its health man-
agement mechanism and functional implementations: fatdtadion implementations (FBF, FDR_SF)
fail in omission (O) when they do not detect an occurred fail@and in false positive (FP) when they
falsely report a failure that has not occurred; reconfiganatmplementations fail in omission when they
fail to act on needed reconfiguration; and failure of subfiemcimplementations (SF) cover omission
and incorrect value failure modes.

All possible failures of all system subfunction implemeéras (SF, FDSF, RSF, FDR_SF) are
defined at the implementation-level (i.e., [MF].[PL].[SFhpl] Failure) with respect to failures of the
implementation resources. Based on the combination ofemphtation-level failures, subfunction-
level failures are defined systematically ([MF].[PL].[SHilure).

Implementations are reconfigured sequentially for norairaple systents However, for repairable
systems, it is necessary to check the status of all subiimeatiplementations to know which imple-
mentation is active and reconfigure the implementation wWithhighest priority (cf. Figure 1). Im-
plementation becomes active if at initialisation it has the highest ptyoamong the implementations
for the same subfunction, or when the active implementdtidsrand implementationhas the highest
priority among the available implementations.
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The logical and temporal combination of failure and repaiergs are specified using repairable
Dynamic Fault Tree gates (cf. Table 5).

Table 5: Repairable Dynamic Fault Tree gates.

Gate Notation Gate Behaviour

Y=AND(A,B) If A fails and B fails, then Y fails. If A or B is repairedhen Y is also repaired.
Y=0OR(A,B) If A fails or B fails, then Y fails. If A or B is repaireden Y is also repaired.

Y=PAND(A B) If A fails before the failure of B or at the same time, then Yidaif A is repaired, then Y is

repaired and another sequence of A failing before B is netmleduse the failure of V.

The use of these gates is limited to expressing certain ewatit predefined failure and repair logic,
but more flexible failure and repair specification logicsas® needed to model non-predefined random
events (see Subsection 6.3).

Table 6 defines the notations of the failure events and wgr&uents according to their subfunction
and failure modes. For brevity, in subsequent charactesimwe omit the common part ((MF].[PL]).

Table 6: Notation of failure and working events.

Notation Failure Logic Notation Failure/Working Logic
Fx X failure Wx X working
Fsk [SF] failure Wsk [SF].[lmpli] working = NOT (FsF )
Fsk [SF].[Impl;] failure FR [R_SF] failure
FrD [FD_SF] failure FRr 0O [R-SF].[Impk] omission
FEDEP [FD_SF] false positive FFDR; FP [FD{[R-sFl.iimpt] }] false positive
FFp; [FD_SF].[Imp}] failure FFDR O [FD_{[R-sF1.lImp}] }] omission
FFp 0 [FD_SF].[Impl] omission Frorp  [R-SFL[Impk] omission or FP OR(FR, 0, FFD.R; FP)
Fsk Fp [SF].[Impl;] failure or FP =OR(Fsg, Fro Fp) F SR FP| Act [SF].[IgEI(i]]-'f:: ‘O,:C':,P]V:V:;Iisdive i
il [SF1 impk] fail while active FED; O] Act [FD_SF].[Impk] omission while active
F SF.Dest | Act [SF_Dest].[Impl] fail while active

The failure specification of each resource is defined by sagpandomly the failure and repair
times according to their cumulative distribution functaaong the system lifetime. The methodology
supports any cumulative distribution function, but for teke of demonstration and without loss of
generality, in subsequent probabilistic characteriratiexponential failure distributions are assumed.
In line with this assumption, the failure specification odaarces Fred is defined according to their
failure rates Kreg and repair ratesuged. FresCan be seen as continuous-time Markov chains with
working and failed states, where the transitions betweeagelstates are determined kyes and fires
parameters.

The failure specification of a subfunction’sh implementation ([SF].[Imy Failure) comprised of
N resources is defined as follows:
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JTSF. = OR(-FR85_7 ‘FREQa SRS FRem) (2)

The same equation holds for the specification of the omidsitures of: fault detection (FCBF
— Frp, 0), reconfiguration (ESF — Fr o), and fault detection of the reconfiguration (FDSF —
Fror o). Accordingly, false positive failures of fault detectionplementationsXp rp aNdFep R Fp)
are specified with failure and repair distributions and paaters.

6.2 Dependability Analysis Algorithm

The dependability analysis algorithm defines compositlpeambinations of subfunction implementa-
tion failures that prevent the HW/SW architecture from perfing its intended subfunction. The failure
of any subfunction necessary for a main function provokesitimediate failure of a main function.
Hence, from this point onwards, we will only consider thdue of a subfunction. To express these
events we use equations with the logic gates defined in Table 5

The subfunction fails £'sg) when all implementations have failed§; imp.), an implementation
fails and reconfiguration does not happen (failure unreshl¥ ynresoned, OF itS input dependencies

have failed EDependencieL:

-FSF: OR(-/—'.AII Impl. -FUnresoIved -/—'.DependencieL (3)

Assuming that we havhisg implementations of the subfunction, théy imp. event happens when
each implementation fails or is detected as failed:

Fanimp. = AND(Fsr fp; - -5 Fshy, FP) (4)

The failure unresolvedX& ynresoived OCCUrs when the active implementation fails and eitherfané
is not detected (failure undetected event) or the recordtgurr itself fails (reconfiguration failed event).
For each implementation there are different failure unkesbevents Fyn. imp) because each imple-
mentation has different failure probabilities:

-FUnresolved: OR(-F.Unr. Impys - -+ -FUnr. Imp\jsp) (5)

To define the failure unresolved evefi,. imp) We introduce two new events. The first event occurs
when first the reconfiguration subfunction fails and thenithimplementation of the subfunction fails
when it is active (reconfiguration sequence failufg,seg,):

FR Seq; = PAND(FRr, Fskrp|Act) (6)

The second event occurs when first the fault detection ofuth&ugction fails and then thé& imple-
mentation of the subfunction fails when it is active (fawdtetction sequence failur&,ep seq,):

Frp seq. = PAND(Frp, Fsk|Act) (7)
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Accordingly, the failure unresolved event of tHeimplementation Fyn:. imp) OCcurs when either
the fault detection sequencgip seq,) fails or the reconfiguration sequenckg seq,) fails:

-FUnr. Imp — OR(-FFD Seq.s -FR Seqi.) (8)

Dependencies address the influence of Input (I) and Cor@)d{bfunctions to influence on Control
and Output (O) subfunctions respectively. A Control subfion failure impacts directly the output
subfunction failure (&>0). The influence of an input subfunction on a control subfiemcdepends on
the control configuration of the system, i.e. whether thiSlesed Loop (CCL) or Open Loop (COL):

-FDependencies: OR(f'Dep. CCL» -FDep. C.OL) (9)

Assuming thatVc x=OR(Wc.x,, - - -, Wc.xy,,) Means that any of tha), implementations of the
C_X subfunction are working (wher& = {C'L, OL}), equations in (10) describe the different input
subfunctions that affect each control configuratiof€{d—C_CL, |_OL—C_OL). Fpep. co. may not
happen because the open loop control generally does notrifavedependencies:

FDep. CCL — AND<WC_CL7 FI-CL)

(10)
Foep.coo = ANDWcoL, FioL)

The reconfiguration failure is a special subfunction andetoge 7 is developed like Eq. (3),
except that there are no additional dependencies:

FR = OR(-FAII R Impl. 5 FR Unresolve() (11)

Fanrimpl. Indicates the failure of all reconfiguration implementa@ndF r ynresoveddesignates the
failure unresolved condition of the reconfiguration. AsgugM reconfiguration implementations:

Fairimpl. = AND(FR, 0P, - - ., FRry OFP) (12)

Frunresoived N@ppens whem implementations of the reconfiguration’s fault detectiai $imul-
taneously and it is a direct consequence of design choitdawdt detection implementations of the
reconfiguration (FDR_SF) are active and homogeneous redundancies (keepalilenmaptations):

FRrunresoved= AND (FrpRys ---5 FFD.Ry) (13)

The false positive of the reconfiguration’s fault detectaturs when all reconfiguration’s fault
detection implementations raise the false positive cammgimultaneously. Although the system may
operate correctly when a false positive occurs, it has torasghat the information provided by the fault
detection is correct, since there is no mechanism to ddtechtorrect operation of fault detection. The
fault detection failureFrp depends on the operation of the destination subfunctiop.{sFecause the
fault detection implementation is located at the same @%ing unit. HenceF sk pestinfluences directly
fFD-
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When the fault detection implementation fails, the chaniggestination subfunction’s (Sks) im-
plementation determines its reconfiguration. We assumethibachange of destination subfunction’s
implementation activates the corresponding fault detectnplementation and the previous one is deac-
tivated. Eq. (14) describes the fault detection subfundidure case when fault detection subfunction
haskK implementations:

Fro = OR(FFD_Desﬁ_ | Acty - - - -FFD_Desk |Act) (14)

The failure of thei™ fault detection implementation while it is activé §p_pes; | Act) €Xpresses the
next event: either thé" destination subfunction or th& fault detection implementation fail while
active (note that™ fault detection and SPest implementation are located at the same processing
unit):

-FFD_Dest | Act — OR(FSF_DeSt | Act» FFDi o] Act) (15)

To avoid creating loops, the influence of dependencies isntakto account at the subfunction’s
failure level (cf. Eq. (3)). At this level, the failure of amependent subfunction leads directly to the
subfunction failure.

6.3 Implementation

Stochastic Activity Networks (SANF meet all the requirements to specify the dependabilityuatain
model of HW/SW architectures including the specificationtwhe-dependant scenarios; modular sys-
tem behaviour; repair behaviour; any cumulative distrdufunction; and user-defined reconfiguration
strategies (cf. Section 2).

6.3.1 Preliminaries on SAN

SAN was first introduced in the mid-19889sand it has been used for performance, dependability and
performability evaluatiorfs*®41L SAN makes use of reduced base motfed® as to alleviate the state-
explosion problem and it extends stochastic Petri Nets rgénmg the stochastic relationships and
adding mechanisms for hierarchical mod&lg-igure 6 shows the SAN modelling constructs.

Standard | Extended|Input|{Output [Instantaneous| Timed Atomic/

Activit Activity| 0N [ Composed
place place |gate| gate y Yy mc?del

L <] » I o I suomose]

Figure 6: SAN modelling constructs.

Places represent the state of the modelled system. Eaahqatains tokens defining the marking
of the place: a standard place contains an integer numbekens, while extended places contain data
types other than integers (e.g. float, array). We will detimenarking function of the placeasm(z),
e.g.m(x) = 1 means that the placehas a marking equal to one.
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There are two types of activities: instantaneous which detapn negligible amount of time; and
timed whose duration has an effect on the system performandeheir completion time can be a
constant or a random value. The random value is ruled by aapitity distribution function defining
the time to fire the activity.

Activities fire based on the conditions defined over the nmaykif the network and their effect is to
modify the marking of the places. The completion of an astief any kind is enabled by a particular
marking of a set of places. The presence of at least one tokeacdh input place enables the firing of
the activity removing the token from its input place(s) ahatpg it in the output place(s).

Another way of enabling activities consists of utilisingput and output gates. Gates make SAN
general and powerful enough to model complex real situatiorhey determine the marking of the
network via employing user-defined C++ rules. Input gategrobthe enabling of activities and define
the marking changes that will occur when an activity congdef set of places is connected to the input
gate and the input gate is connected to an activity. A Boobeedlition enables the activity connected
to the gate and a function determines the effect of the &gtb@mpletion on the marking of the places
connected to the gate. Output gates specify the effect ofitgctompletion on the marking of the
places connected to the output gate. An output function éefiine marking changes that occur when
the activity completes.

SAN models which include the specified SAN elements form a $#dic model (see Figure 10
“Reusable Block” column). The join operator links SAN mal#hirough a compositional tree struc-
ture in a unigue composed model (e.g., see Figure 8). It isiplesto link atomic models, composed
models, or combinations thereof. Composed and atomic SAlksa@re linked through join operators
using shared places between them. Thus, the analyst cas docspecific characteristics through fit-
for-purpose atomic/composed models and later join indegetty validated models to obtain a more
complex composed model.

The performance measurements are carried out throughddurastions defined over the designed
model. Reward functions are defined based on the markingeofiehwork (state reward function) or
completion of activities (impulse reward function) andytlage evaluated as the expected value of the
reward function. For a complete and formal definition of SABigse refer téf.

6.3.2 Dependability Evaluation Approach Specification in 8N

Figure 7 shows the specification of the dependability amalgtgorithm comprised of the following
models and activities:

e Functional Modelling: for each subfunction (SF) its resources, implementatiang the recon-
figuration logic are specified using SAN atomic models. Thaeanodelling process applies
for each fault detection (FI3F), reconfiguration (E5F) and reconfiguration’s fault detection
(FD_R_SF) subfunction implementations.

e Failure Logic Modelling: the failure logic of the gates used in Egs. (2)-(15) are rnieden
SAN.
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e SAN Synthesis according to the dependability analysis algorithm, SAMposed models are
created linking resources, implementations, reconfigurdbgic and failure logic. Composed
models are constructed by creating shared places betwgdanmantations and failure gates.
They define implementation-level failures (cf. Eqg. (2)) dhely are linked to define subfunction
and main function level failures (cf. Eq. (3)).

For each subfunction:
{SF, FD_SF, R_SF, FD_R_SF}
SAN composed models
I Implementation Events

>{SF: Fer, War, Forer,

FD_SF: Frp, Froo

R_SF: Fror Froo/re

FD_R_SF: Frp o Fro_ren

Functional Modelling

——

D3H2: Dependability

— 3 y "
. G={PAND,AND,OR} Analysis Algorithm
Repairable DFT gates| SAN
modelled in SAN | |

Synthesis

Join Submodel
OR

Failure Logic Modelling

Submodel Submodel Submodel

Fail 1mpl. Funresolved Foependencies

Figure 7: Dependability Evaluation Approach specificappoocess in SAN.

Functional Modelling: for each subfunction its different implementations, teses, and reconfig-
uration logic are specified using SAN atomic models. Forainsg, assuming that the implementation
Impl; is comprised of resourcd?es and Res, Figure 8 shows the SAN atomic specification of (a)
resourcesRes); (b) implementationslinpl,); and (c) the SAN composed model that links implemen-
tations and resources via shared places.

As modelled in the resource specification (Figure &gs (and Res) transits between working
and failed states according to its failure and repair cutivealistribution functions §'(¢), R(t)). Ini-
tially resources are assumed to be operative((Res; Wor ki ng), m(Res; Fai l ure)> = <1,
0>) and implementations can be in working or standby state, kengl; is working (<n( 1 npl ;
Working), nm(lnpl, Failure), nm(lInpl,; Standby)>=<1, 0, 0>).

According to the atomic implementation specification, wiieeg or Res fails, Impl; switches to
failure state (see the logic iA_I npl ; input gate). When both resourcBgs andRes are repaired,
Impl; switches to standby state (see the logi®ihnpl ; input gate). Iflmpl; is in standby state and
receives a reconfiguration signai((l npl ; Reconfi gur e) =1), then instantaneously returns to the
working state (see atomic model of the implementation $gation — Figure 8b).

The composed model of the implementation links atomic nedetesources and implementations
sharing their dependent placdRes; Fail ure andRes, Fai | ur e (Figure 8c). This modelling
process is repeated for all the implementations and thestdaent resources.

After specifying all the implementations and resourcess necessary to define the reconfigura-
tion logic between implementations. Figure 9 shows thenfgoration process fompl, andImpl,
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(c Implementation Specification - Composed Model

Reconfiguration|

B Submodel ‘:\’_) Shared Place[Components
Res; Failure | Res;, Imply

—_—
i i Res, Failure | Res,, Impl;
Res, soomply oA
s J Shared places
K SAN Composed model
¥ 3
State Machine SAN Atomic model State Machine SAN Atomic model
Res, Res;
Working Fault Res, Impl,
Whes; F(t) Implq Failure | F_Impl; Working
Reconf;
Rt} [F@) P N lmr%ll
R(t) L ) WRes1 &&WRes; e eUe
FResy -
Res Res,
Repair Failure
(a) Resource Specification
R_Impl; Standby

(b) Implementation Specification - Atomic Model

—_ e e e e e e e e e =

|if ((m(Resj Failure)==1 || m(Resp Failure)==1)&& m(Implj Failure)==0) — — — — — — - - & - - — = = = = — — — — — -

| { m(Imply Failure)=1; | if (m(Resy Failure)==0 && m(Res2 Failure)==0) |
if (m(Imply Working)==1) I| && m(Impl] Failure)==1 && m(Implj Standby)==0)

m(Imply Working)=0; | { m(Imply Failure)=0; |

| else if (m(Implj Standby)==1) |I m(Imply Standby)=1;} R_Imply|1

| m(Imply Standby)=0; } F_Impl, l" —————————————————————

Figure 8: Specification of implementations and resources.

assuming thatmpl; has higher priority thanmpl,. The SAN atomic model of the reconfiguration
(Reconf i g_SF) defines the reconfiguration process:

e The implementation with the highest priority starts opag{impl,).

e WhenlImpl; fails the next implementation in standby state with the bgjtpriority is activated
(Impk).

¢ When the failed implementation is repaired, it returns todtandby state and it remains in standby
state until the implementation that is active fails.

e When the implementation which does not have the highestifyrfails, standby implementations
are checked according to their priority. In this casemipl; is in standby state whempl, fails,
it returns to the active operation.

This process is extendible t implementations and the implementation reconfiguratiooriies
are determined according ifieelse-if statements and implementations states.

To implement the reconfiguration logic the atomic mo&elkconf i g_SF in Figure 9 is joined
with the composed models dfpl; and Impl, (cf. Figure 8c) creating shared places between the
implementations and the reconfiguration logic for each en@ntation:| npl; Fai l ure, | npl;
Reconfi gure,andl npl; St andby, wherei identifies the implementations{1, 2}.
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Imply Impl, - = Shared Place | Components
Failure Standby - i == >

Impl, Imply Failure Reconfig_SF, Impl1

\Reconfig_SF,
Reconfigure S S

Impl2 Failure |Reconfig_SF, Impl2

Submodel Submodel
Impl, Impl, Imply Standby |Reconfig_SF, Imply
SAN Composed Model Implp Standby |Reconfig_SF, Implp
~ Réconfigure of the Reconfiguration Imply Reconfigure|Reconfig_SF, Imply
Impl2 Reconfigure|Reconfig_SF, Impl2

Impl,
Reconfigure

. Impl; if (m(Impl, Failure)==1 && m(Impl, Standby)==1)
Resource Events:{Fus, Froro} Failure Impl, m(Impl, Reconfigure)=1;
Standby else if (m(Impl, Failure)==1 && m(Impl, Standby)==1) P
SAN Atomic Model m(Impl, Reconfigure)=1; Reconfigure
of the Reconfiguration

Figure 9: Specification of the reconfiguration process.

Failure Logic Modelling: in order to implement the logic in the equations of the deladxility
analysis algorithm it is necessary to model in SAN the lodiepairable Dynamic Fault Tree gates —
see Table 5. Figure 10 shows the specification of repairaptealic Fault Tree gates in SAN using
state machines and their corresponding SAN model. In thie stachine the initial state is indicated
with an arc, failure states are identified with doubled es¢landF, and R, indicate failure and repair
events ofx. The resultant reusable blocks are used to create the egsati the dependability analysis
algorithm systematically.

Block Diagram|  State Machine SAN model - Input Gate Specification Reusable Block
-~ 1if (m(A)==1 && m(B)==1 ,
A A /ANDY | §& m(Y)==0) |
A, Y nzall m(Y)=1; 1
B|ANP™ :; l i€ ((m(A)==0 || m(B)==0) AND
1 — 1
B && m(Y)==1)
Yoo __mm=o_ :
oms VEE ((A)==17( m(B)==1)
A A (’ OR . && m(Y)==0) :
1 or % el m(Y)=1; 1
B, if (m(A)==0 && m(B)==0 | OR
B , && m(Y)==1) !
M l
I'iE "(m(a)==1 && m(B)==0[BF
| && m(y_BF)==0) <«
1 m(y_BF)=1; 1
A BF AND :if (m(A)==0 && m(y_BF)==1)!
A . A L I
B [panp| % Rf (miy_BR)==1 66 m(B)==1
Y ! && m(Y)==0)
| m(Y)=1; |
Y_BF  if ((m(y_BF)==0 || m(B)==0) 1
1 && m(Y)==1) !
=0 \

Figure 10: Specification of repairable Dynamic Fault Treegan SAN.

Note that the repairable Dynamic Fault Tree gates in FigQr&ré directly extendible to gates with
inputs and they can be used in a broader context for the di@iuzf any complex repairable Dynamic
Fault Tree model. The behaviour of the repairable gates baee validated using other repairable
Dynamic Fault Tree analysis todfs
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SAN Synthesis linking the design and operation logic for all the systersowgces, implemen-
tations, and subfunctions and then connecting them withrtaigates leads to synthesis in SAN of
the equations of the dependability analysis algorithm. dlgerithm is applied bottom-up using Egs.
(2)-(15), starting from resources and implementations (E)) up to the subfunction failure (Eqg. (3)).

For instance, Figure 11 show& imp. €vent (cf. Eq. (4)) assuming that the subfunction underystud
is comprised of two implementations.

[Faimpt. =AND(Fsgep, Forpr) |

F_AllImpl
Join
> -
Imply_FP Submodel  Submodel f§ Submodel Impl,_FP
+ Impl;_FP  AND Impl,_FP +

Submodel
Imply

Res,;

Join

Submode! f Submodel § Submodel

Res, FD_FP

Submodel
Impl,

Submode! } Submodel | Submodel
Res, Res; FD_FP

Join

Figure 11: SAN synthesis example for th& imp. event defined in Eq. (4).

The same modelling process applies to the remainder of tatieqs of the Dependability Evalua-
tion Approach. In this way compositional dependabilityleasion of complex reconfigurable systems
is achieved by linking the dependability analysis algarntivith component-based SAN models of sys-
tem elements. Note that the reconfiguration model for eabfusation (cf. Figure 9) is linked at the
subfunction failure level (cf. Eq. (3)) so as to reconfiguibfsinction implementations consistently.

6.4 Door Status Control Case Study Application

Starting from the functional model of the door status cdntrdrable 2, we have identified heteroge-
neous redundancies for different subfunctions. For irt&ait is possible to reuse a video surveillance
camera to provide redundancies for door open detection,aosed detection, obstacle detection; and
door velocity subfunctions — see Subsection 5.2. Table Blalys alternative redundancy strategies
that can be considered at the design phase.

To use these redundancies, the HW/SW architecture is dasigeiding fault detection and recon-
figuration mechanisms. In the HW/SW architecture displagelihble 4 we have assumed that for each
subfunction with redundancies we have one fault detectitriusiction (FDSF), two reconfiguration
(R_SF), and two fault detection of the reconfiguration (RC5F) implementations.

The cost assessment of the designed architecture is caurtday adding up the cost of hardware
and software resources. The cost of software componentsaistified by considering their develop-
ment cost assuming that it will be paid off in X years (let usuase X=4 years for calculation purposes).
We classify four types of SW components: fault detection (BB, reconfiguration (S\R), fault de-
tection of the reconfiguration (SWD_R) and Control-Detector (S\Det). The development costs for
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each of these four software components is considered onchffierent subfunction implementations:
once developed, they are adapted for the related subfuriotiplementations.
This assumption is adopted because the grouped subfunetamentations are closely related
and they do not need a significant development cost (the édétvariants is not N times the cost of
a single software variafi): fault detection implementations adapt to different suigtions modifying
subfunction-specific time/value thresholds. The cost aetimment of reconfiguration implementa-
tions does not differ for different subfunctions becausertactivation logic remain. The fault detec-
tion implementations of a reconfiguration differ only in theepalive timeout and the development is
independent of any subfunction. All the control-detectiftvgare implementations have a similar logic.
Hardware cost is evaluated using the sensors, controltefsetuator costs obtained from suppli-
ers. The labour cost related with mounting/testing is atergd for sensors and actuators assuming 10
minutes per sensor (actuator) at a rate oBour. Downtime cost is measured as the combination of
travels lost while the train was stoppddafelslost); people in each travepgopletravel); and cost of
a ticket per persortitket cos):

downtime_cost = travels_lost x people_travel X ticket_cost

travels

travels_lost = X downtime

our
downtime = failure probability X mission time

We assume that we do not have to stop the whole train to fixaréaiih a car. Besides, we adopt the
following values for a short-distance traiggt 60 km): % = 2; peopletravel = 20; ticket cost= 1 €;
mission time= 30 years. We will evaluate tHailure probabilityat T = 30 years time instant.

Regarding their failure rate values, resources with theeseharacteristics have been grouped in
Table 7: pressure sensor covers open, closed and obstéettiale sensors; PU gathers characteristics
of all different processing units; and communicationsune MVB and Ethernet communication proto-
cols and their gateway. Regarding software componentssilie values are assumed. The repair rate
for all components is assumed to be 0.5 y?.

Table 7: Failure rate & cost values. Table 8: Analysed redundancy strategies.
Resource A(yrh Cost €) ID Configuration
SW_Det, SWHM 1E-2 80 each #1 4 heterogeneous redundancies (cf. Table 4)
SW_FP 1E-2 - 4 3 heterogeneous redundancies: DCD, DOD, DV,
Pressure Sens#t+ Mounting 1.6E-2 20 + 66/hr 1 homogeneous redundancy: OD
) 2 heterogeneous redundancies: DCD, DOD;
Speed Senséf + Mounting 1.8E-2 20 + 6@/hr #3 2 homogeneous redundancies: OD, DV
5 -
Camerd 9.43E-2 44 1 heterogenous redundancy: DCD;
pU46 3.87E-2 30 3 homogeneous redundancies: OD, DV, DOD
Communications 5E-3 200 #5 4 homogeneous redundancies

We have analysed the failure probabilities of different EB¥{/ architectures with alternative redun-
dancy strategies by applying the dependability analygisrahm (cf. Subsection 6.2) and synthesizing
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the equations of Dependability Evaluation Approach in SAN Subsection 6.3.2). Table 8 displays
analysed redundancy strategies using the redundancpaydsd in Table 3 and Table 9 displays the im-
plementations of the health management mechanisms usiéefeet of subfunctions with redundancies
denoted as SR-DOD, DCD, OD, DV}.

Table 9: Health management implementations and resources.

Implementation FD.SF R.SF FD_R_SF
Implementation 1 Pbbor, SWep_sr, Comm PWoor, SWr sp PUcam SWep R s/, Comm
Implementation 2 No redundancy Bk SWR sp, Comm PWoor, SWep.Rr sk, Comm

The HW/SW architecture in Table 4 displays the implemeatatf the health management con-
figuration in Table 9 for the different subfunctions with vedlancies of the door status control main
function.

Figure 12 and Table 10 show respectively the relative faiprobability and relative cost of different
HW/SW architectures for alternative redundancy stratedisplayed in Table 8 normalized with the
architecture without redundancies (cf. Table 2).

o
©

4 Heterogeneous Redundancies
—+— 1 Homogeneous Redundancy; 3 Heterogeneous Redundancies Tab|e 10: Normanzed
fffff 2 Homogeneous Redundancies; 2 Heterogeneous Redundancies COSt Of door StatUS Control
configurations.

o
o)

3 Homogeneous Redundancies; 1 Heterogeneous Redundancy

- - - - 4 Homogeneous Redundancies

Relative Failure Probability
o
N

Conf HW, SW, Downtime

0.6 " Comm Cost Cost
777777777777777777777 #1 1.221 0.583
0.5 #2 1.248 0.576
#3 1.281 0.57

0 1 20 30

Time (Years) #4 1.308 0.562
#5 1.2903 0.556

Figure 12: Relative failure probability of door status aqoht
configurations.

The following improvements have been observed at T=20 ywdhsrespect to the configuration
without redundancies (cf. Figure 12): (#1): 42% better)(#2.57% better; (#3): 43.23% better; (#4)
44.07% better; and (#5): 44.74% better. When consideriagcdst of hardware, software and com-
munication implementations, heterogeneous redundandjgewations are cheaper than homogeneous
redundancy configurations. However, with downtime cobis)éss reliable the architecture, the higher
its cost. Accordingly, heterogeneous redundancy configumraare more expensive than homogeneous
redundancy configurations.
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To examine the influence of reconfiguration strategies wee lesaluated the failure probability
for input, control, and output subfunctions with differeetonfiguration arrangements for input sub-
function implementations. Table 11 displays the arranggraéreconfigurations, where the subscript
indicates the priority of the software reconfiguration isrpkentation. All these configurations have the
same fault detection configuration displayed in Table 9.

The system failure probability does not vary changing thealper and distribution of reconfigura-
tion implementations. However, focusing on Eq. (6) and Ebl) ghere are some properties worth
mentioning. Taking door closed detection subfunction asference (note that the remainder of input
subfunctions are characterized equally — door open deteatibstacle detection and door velocity),
Table 12 shows the failure probability of the reconfigunats@quence failure evenFg seq, — EQ.
(6)) and the reconfiguration subfunction failure evefig 6cp — Eg. (11)) at T=10 years. These events
have been analysed for different values of failure ratebéaith management software implementations
(fault detection, reconfiguration, and reconfiguratioaslf detection): SWFD, SW.R, SW.FD_R. We
have modified the failure rates of these software resouttmgether (denoted collectively asw /)
to see the effect on the failure probability.

Table 11: Reconfiguration distribution strategi&able 12: Reconfiguration events failure probability.

Conf. Reconfiguration Implementation Distributions Events 1R 2RD 2RC 3RD 3RC
1R PUDoor(R_DODl, R_DCD]_, R—ODly R_DV]_) ]:R_SquCDO(E;W_HM = 0.013 0.005 0.005 0.003 0.004
2RC PUpoor(R-DOD;, R-DCD1,R-OD;, R.DV}); ’
PUl(R_DODz, R_DCDz, R_ODz, R-DVz) ]:R.SquCDO(i;W_HM = 0.014 0.008 0.009 0.007 0.007
orD  PUboor(R-DOD;, RDCDy); PU;(R-DOD,, R-DCDy); ’
PU(R.OD;, R.DV2); PU3(R.OD2, R.DV}) FR-SquCDO(;;W—HA’I = 0.016 0011 0.011 0.009 0.009
PUpoor(R-DOD;, R.DCD;, R-OD;, R.DV3);
3RC PU;(R-DOD,, R.DCD,, R-OD,, R_-DV5); fR-DCD(OAgg‘)’—HA’f = 0.312 0.138 0.140 0.124 0.127
PU,(R-DOD3, R.DCD3, R-OD3, R-DV3) ’
PUpoor(R.DOD;,R.DCD,,R.OD3); FR-DCD%%-HM = 0571 0.313 0316 0.274 0.275
3RD PU;(R.DOD,,R.DCD;,R_.DV3);
PU,(R.DOD3,R.OD;,R_-DV3); Froco(Asw_mn = 0.761 0.466 0.466 0.390 0.391

PUs(R_DCD3,R.OD,,R.DV1) 0-25)

The following characteristics are identified in Table 12:

e As the number of redundant implementations of reconfigonaticrease, the failure probability
Of Fr.seq_sr andFr s decreases.

e As the failure rate of the health management implementaiimreases, the failure probability of
FRr.seq_sr andFr gr also increase.

o Frseq_sr IS lower thanFy s due to the sequence-dependent constraint (cf. Eq. (6)).

Taking the HW/SW architecture with the redundancy configona#1 as reference configuration
(see Table 8), the influence of fault detection, reconfigomaand communication implementations
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have been analysed assuming their ideal and real beha¥igure 13 shows the failure probability of
these configurations.

Table 13: Figure 13 values at

T=15 years.
.;}:‘r— T T T T N T T T R T T R TR A e
Z o3 /’ Failure
% ,f Configuration  Probabil-
Ke)
5 0.2[¢ .
a y ity
g 'I Real
3
% 0.1 L Real config.uratifm ) ) ) Configuration 0.348
w ke e e Conﬂgurat!un W}th !deal reconﬁgurapon
LT Configuration with el communication \deal Recon- -
0 ‘ ‘ ‘ figuration
0 10 ] 20 30 Ideal Faul
Time (years) ea f’iut 0.347
Detection
Figure 13: Door status control failure probability with ae Ideal Com- 0,342
assumptions. munication '

Figure 13 shows that the influence of the communication isrmoportant than health management
implementations because the communication influences swrfynctions and implementations at the
same time. In this case, there is no difference in the inflaeidault detection and reconfiguration
implementations and their influence can be consideredgibtgi(cf. Table 13).

7 Conclusions and Future Work

In this paper we have extended the recently proposed D3HBadelogy to model and evaluate re-
pairable systems for the cost-effective design of depdedabonfigurable systems. Prioritized repair
strategies are taken into account including components edimplex logic and repeated events. The
compositional modelling in D3H2 improves traceabilityween design and dependability models.

Application of the method to a railway case study has confirthat the reuse of system resources
reduces system cost compared with the addition of extraNeslcomponents. However, this is only
true when the additional cost incurred from increased faiprobability of the system is not greater than
the extra cost of homogeneous redundancy. When excludingtduoe costs, heterogeneous redundan-
cies are cheaper than homogeneous redundancies. Howewatjie cost is higher with less reliable
architectures and it is more penalising than hardwareyso, and communication costs. D3H2 assists
in the trade-off analysis between these properties andatlles informed decision making. The D3H2
methodology also includes the effect of health managemechanisms on system dependability. It
is true that in many cases their effect may not be significantife system performance, but assuming
them ideal may result in an optimistic system evaluatiorer€fore, their effect needs to be evaluated,
specially for safety-critical systems.
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When evaluating reconfiguration strategies, distribuéednfiguration strategies have shown a lower
failure probability than the centralised reconfiguratiedundancies in the analysed case study. How-
ever, it should be noted that the effect of increasing regardition redundancies on system failure
probability is attenuated because there are sequencedismientermediate, lower-level failure events.
That is, the failure of the reconfiguration subfunction asonhen first the reconfiguration mechanism
fails and then the subfunction implementation failure @scifhis time-dependent condition constraints
the effect of increasing reconfiguration redundancies ersyistem failure probability.

As shown in the case study, optimisation of design decisiatis respect to the level and type of
redundancy and reconfiguration strategies to maximizerdkgi®lity and minimize the cost are feasible
within the D3H2 methodology. We acknowledge that the metihmgly assumes a design rationale and
process, which designers may not wish to use in every apjolicaHowever, the innovative and useful
aspects of D3H2 such as dependability modelling can be adagpithin other design methods. Our
future goals towards improving D3H2 will focus on improvitige proposed approach by addressing
the following extensions:

e Automatic extraction of the dependability evaluation medthis approach would alleviate mod-
elling errors (e.g., using meta-modelling technigtipand accordingly enable the implementation
of meta-heuristics, e.g., extending the workifto automate and optimise design decisions. One
possible direction is synthesis of D3H2 with model-basquedéability analysis techniques

e Formal identification of heterogeneous redundancies:ishaschallenging task for complex sys-
tems because there may not be a deterministic relationshielen variables. Further refinement
of the proposed identification approach could focus on fdigimg engineering knowledge or
exploring multi-physics based modelling formalisths

o \rification of heterogeneous redundancies: include tectire-specific requirements such as
timeliness constrainf€ or memory and processing capacity.

e Quality degradation caused by the use of heterogeneousdadaies: analyse other properties
than the failure probability.

e Repair and maintenance strategies: the train operatesgihmifferent phases and it is possible
to schedule repair and maintenance actions accordinglyinstance, if an asset is not critical,
it can be left in the failed state until reaching a railway olepnd repair altogether. For critical
assets, condition-based maintenance techniwas be considered to monitor the condition of
components and schedule maintenance before their faibergi@nce reducing downtime costs

e Application of the D3H2 methodology at the overall systemeléncluding interactions and de-
pendencies between all the system main functions throughlavel functions.
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