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Abstract: The installed capacity of non-synchronous devices (NSD), including renewable energy generation and other converter-interfaced equipment such as energy storage, bi-directional transfer links, electric vehicles, etc., is expected to increase and contribute a large proportion of total generation capacity in future power systems. Concerns have been expressed relating to operability and stability of systems with high penetrations of NSD, since NSD are typically decoupled from the grid via power electronic devices and consequently reduce the “natural” inertia, short-circuit levels and damping effects which are inherently provided by synchronous machines. It is therefore crucial to ensure secure and stable operation of power systems with high penetrations of NSD.

This paper will show and quantify the instantaneous penetration level (IPL) limits of NSD connected to a simple example power system in terms of steady-state stability beyond which the system can become unstable or unacceptable, defined as “unviable”. The NSD used in this example will be a conventional dq-axis current injection (DQCI) converter model. The paper will introduce a set of criteria relating to locking signal in converter phase-locked loop, frequency, rate of change of frequency and voltage magnitude, which will be used to determine the system viability and the IPL limit. It will also be shown that there are several factors that can potentially affect the IPL limits. Frequency and voltage droop slopes and filter time-constant for DQCI converter are varied and it is shown how these settings influence the IPL limits. Finally, to provide additional insight into network viability under high penetrations of NSD, a visualisation method referred here as “network frequency perturbation” is introduced to investigate responses of individual generators to a change in network frequency.

1 Introduction

The installed capacity of non-synchronous devices (NSD) in power networks including renewable energy sources and other converter-interfaced devices such as high voltage direct current (HVDC) links, energy storage, electric vehicles, etc., is expected to increase significantly in the near future. According to [1, 2] under the ‘Gone Green’ scenario, the percentage of electrical power produced using renewable energy sources in Great Britain (GB) may increase to a total proportion of 33% in 2020/21, 48% in 2030/31, and is expected to increase further in the following years. Over the time period from 2020 to 2030, the installed capacity of interconnectors (to other countries in Europe) is predicted to increase by approximately 6 GW in the ‘Gone Green’ scenario [1].

In conventional dq-axis current injection (DQCI) converters for wind turbines and voltage source converter (VSC) based HVDC links, active and reactive power setpoints are translated to dq-axis current ($I_{dq}$)
references in the rotating reference frame. The DQCI control algorithm is a well-established method described in many publications (e.g. [3]). High-bandwidth inner current control loops are used to control the modulated voltage waveforms at the switching bridges or multi-level modules to ensure that the actual injected currents closely match the $I_{dq}$ references. Such converters, therefore, aim to present high impedances from the perspective of unbalance, harmonics and inter-harmonics. The currents output by converter-interfaced sources aim to be close to balanced positive-sequence sinusoids, as required by the present GB and European Grid Codes [4-6], even in the presence of voltage unbalance or harmonics. DQCI controllers are normally designed for connection to strong alternating current (AC) systems, e.g. when short-circuit ratios are higher than 3.0 [7], and operate under the assumption that an infinite bus or a large positive-sequence balanced voltage source, such as a large aggregated capacity of synchronous machines (SM), is present in the network. However, in future power networks, such assumptions may no longer hold. As the proportion of DQCI converter capacity rises, the effective grid impedance between the SM voltage sources and the converters increases. Eventually, a point will be reached where the aggregated transient reactance ($X'_d$) is so large that, when added to the grid impedance, it causes the DQCI converters to become unstable. This effect has been discussed in [8, 9]. The instability is caused by the high bandwidth voltage disturbances at the connection point (CP), due to the high currents from the aggregated converters, and the large grid impedance. The frequency at which instability occurs could lie anywhere within a wide frequency region, depending on the exact controller parameters, impedances, ratings/capacities, and set-points.

In recent years, the issues raised by high penetrations of NSD have been widely discussed in both industry and in the literature. For example [9, 10] discuss interactions of the inner vector current controller with low-frequency resonances, and negative effects of the phase-locked loop (PLL) dynamics applied in the inner current control. Other effects of high penetration of NSD on power network performance, include network frequency stability [11, 12], rotor angle stability [13, 14], voltage stability [13, 15], and small signal stability [16]. Studies have also been conducted relating to NSD penetration level limits. For example, [11] shows a maximum limitation of the ratio of the total amount of energy derived from NSD to the overall system rotational energy to be 0.17 in order to maintain system security in terms of rate of change of frequency (RoCoF) criteria. [17] investigates system performance when there is up to a 30% penetration level of distributed generation resources (DGR), and investigates the effects of changes in location and type of DGR connected. Studies in [18] have shown that the maximum instantaneous penetration level (IPL) for NSD, in terms of angular stability, is in the region of 65% of dispatched generation or 75% in terms of connected generation capacity for the GB power system. Work in [18] is based on a power system model using phasor simulation (i.e. not transient analysis). However, to date there have been limited studies conducted with the objective of establishing IPL limits of NSD, i.e. the “tipping points”, based on a set of realistic criteria from the network operator perspective, (including locking signal in the PLL of the DQCI converter control algorithm, frequency, RoCoF and voltage magnitude), using high-fidelity time-domain dynamic power system models. In the following sections, it will be shown that there are IPL limits for NSD with conventional DQCI
control, beyond which the system state becomes unacceptable (termed as “unviable” in the paper). A set of criteria to determine system viability will be introduced and the IPL limits based on such criteria will be assessed.

The IPL limits can be affected by many factors, such as system configuration, overall loading levels, types of generation, converter controller settings, etc. It is important to understand the effects of these factors on IPL limits, so that device types, algorithms and configurations can be chosen to facilitate the required high penetrations of converters in the network. The number of parameters affecting the IPL limit is large, and so finding an “optimum” parameter set and mix of generation/converter types is practically impossible, since it would involve exploration of a multi-dimensional search space with a high number of parameters. However, in this paper, certain key parameters such as frequency and voltage droop slopes and filter time-constant are chosen, and explored in isolation. Then, by selecting the most promising values from each “slice” of the search space, a configuration for DQCI converter settings which appears to offer the highest possible IPL will be selected. It should be noted that the paper does not aim to establish global parameter optimisation, but provides more of an experimental (simulation based) approach. Additionally, a visualisation method for investigating individual generator response to an enforced change in network frequency, termed “network frequency perturbation (NFP)” will also be introduced in this paper. The NFP method is not a classical stability assessment technique such as the state-space analysis used in control system design, but offers a useful way of investigating and visualising generator behaviour in response to network disturbances. It offers an additional insight into potential interactions (e.g. unstable oscillatory modes) between different generating technologies.

The paper is organised as follows. The definitions and the analysis methods are introduced in section 2 Dynamic modelling of the power system and a set of complex criteria to determine system viability are presented in section 3 along with analyses of case studies related to IPL limits. In section 4 the NFP method is introduced, and the frequency responses of SG and DQCI are presented to gain better understanding of the contributions of individual NSDs. The conclusions of the paper and recommendations for further research are presented in section 4.

2 Definitions and methodology
2.1 Instantaneous Penetration Level (IPL) definition and optimisation of controller parameters

In this paper, IPL is defined as the ratio of instantaneous power output of the NSD to the total system demand in a power network, as shown in (1). Although various definitions of IPL have been used in technical literature [18, 19], the authors of this paper believe that definition (1) presents the best intuitive indication of the percentage of overall generation being supplied from the NSD for a given demand.

\[
IPL = \frac{P_{NSD}}{P_{Demand}} \times 100\% \tag{1}
\]
It is important to understand the effects introduced by various parameters and controller settings on the IPL limits, which can support the optimisation of the existing methods as well as the development of new techniques to maximise the NSD penetration in a network. There are many factors that can affect the IPL limit, including controller gains, filter time constants, gains in ramp rate limiters, system impedance (including generation reactance and transmission line impedance), the types and magnitudes of load, etc. The assessment of all possible influencing factors is very complex and goes beyond the limits of a single journal paper. The investigation presented in this paper concentrates on the detailed evaluation of four parameters, namely voltage and frequency controller droop slopes and low-pass filter (LPF) time constants. In order to maximise the IPL limit, a simulation based method is introduced which applies to any two groups of settings. A group of settings in this context is defined as a small set (e.g. two) of parameters/factors for which the optimal (maximum) IPL limit can be found. The basic concept is to select the highest IPL limit that can be achieved independently by each group of settings, and then determine the resulting IPL limit by combining the two individually optimised groups. As the presumption cannot be made that the system is linear, the combined effect of the two optimised groups may not always produce the highest achievable IPL limit and further iterations may be needed to achieve the global IPL maximum.

2.2 Network Frequency Perturbation (NFP) visualisation method

In a meshed AC electrical network with many generators and loads, frequency changes continuously. In order to gain an understanding of how individual devices contribute to frequency stability and active power balance management, it is useful to examine how a device responds to a change in network frequency. The NFP method allows a clear distinction to be made between devices that provide frequency support through droop-slope type response, and inertial-type response. The method is not a classical stability assessment technique. However, the results (Bode type plots) give a useful graphical insight into the device behaviour during network disturbances, and may offer indication of potential instability under certain NSD penetration levels.

The NFP method introduced in this paper places the device within a hypothetical or ‘test’ power system, in which frequency is forced and modulated in a sinusoidal fashion at frequency $f_{NFP_{mod}}$, with a small amplitude $\Delta f$ (assumed to be 1% in this paper) about the nominal frequency $f_0$. This can be expressed as:

$$f = f_0 + \Delta f \cos(2\pi f_{NFP_{mod}})$$ (2)

The value of $f_{NFP_{mod}}$ changes from $10^{-3}$ Hz to 20Hz. The device responds to this changing frequency with a modulated active power output:

$$P_{out} = P_{set} + \Delta P \cos(2\pi f_{NFP_{mod}} + \phi_{\Delta P})$$ (3)

The amplitude of the frequency modulation $\Delta f$ is kept small so that no unnatural saturation of device control loops occur. The response parameters $\Delta P$, where $\Delta P$ is in per-unit (pu), and $\phi_{\Delta P}$ together form a response $R$, when normalised to $\Delta f$.

$$R = \Delta P \cos(2\pi f_{NFP_{mod}} + \phi_{\Delta P})$$ (4)
\[ R = \frac{\Delta P \angle \phi_{\Delta P}}{\left( \frac{\Delta f}{f_0} \right)} \] (4)

\( \Delta P \) and \( \phi_{\Delta P} \) can be found either by classical analysis of the device transfer functions, or by time-domain simulation of the entire device and its controllers followed by Fourier Analysis of the output power \( P_{out} \). In both cases, the amplitude of the voltage is assumed to remain constant at 1 pu, so that the analysis is purely an examination of the interaction between active power and frequency. The NFP charts for amplitude and phase are plotted by setting \( f_{NFPmod} \) on the x axis, and plotting the amplitude and phase of \( R \).

![Amplitude chart](image1)

![Phase chart](image2)

Fig. 1. Illustration of the key featured responses \( R \) introduced by the NFP Method based on linear analysis method

On this chart there are three key features, plus a number of more subtle details which can be interpreted to give further understanding of the device response, as shown in Fig. 1 (a) and (b) for amplitude and phase respectively. Note that asymptotes \( R_{\text{Droop}} \), \( R_H \) and \( R_{\text{HD}} \) shown in Fig. 1 are obtained from classical linear analysis. Firstly, if the generator is configured with a governor and frequency droop, this creates an asymptote where \( R \to -1/D_f \) as \( f_{NFPmod} \to 0 \) where \( D_f \) is the frequency droop slope. If the governor and droop slope are operating correctly, then the device response must approach this asymptote, as the frequency of the perturbation tends to zero, which is illustrated as response \( R_{\text{Droop}} \). The amplitude of \( R_{\text{Droop}} \) is expected to stay at 25% of \( \Delta P \) (due to the assumed 4% frequency droop slop), and on the phase diagram at 180\(^\circ\), due to the inverse relationship between active power and frequency in the drooped relationship. Secondly, if the generator has a true inertial response, this creates a second key asymptote \( R_H \) as depicted in Fig. 1 (drawn for the idealistic synchronous machine without damping), and is expressed by equation (5). The response must intercept this asymptote (in both amplitude and the 90\(^\circ\) phase advance relative to the droop asymptote) typically for frequencies between around 0.04 Hz and 2 Hz, shown as response \( R_H \). The third key feature is that for any device which intercepts the inertia asymptote \( R_H \), there must be a resonant peak that occurs, typically in the region of 1-3 Hz, but this is dependent on inertia (real or synthetic), impedance \( X'_d \) and
damping (real or synthetic), shown as response $R_{HD}$. Both responses $R_H$ and $R_{HD}$ are presented with the assumption that there is no governor controller attached to the generator (i.e. the machine operates like a synchronous compensator or a flywheel). NFP response plots of SG and DQCI converter will be introduced and analysed in section 3.4.

$$R_H = -j2f\left(\frac{f_{NFP\ mod}}{f_0}\right) \quad (5)$$

3 Simulation model and case studies

3.1 Power system model

In order to investigate the IPL limits of NSD, a power system model was built in Matlab SimPowerSystems as shown in Fig. 2(a). The model includes a single/aggregated SM, and a single/aggregated DQCI converter. A network and aggregated resistive load are rated at 10 GW. Power setpoints of each type of generation can be varied to support the load in the system and the MVA rating/MW output of each type of generation can be varied to achieve different converter IPLs. The system nominal voltage is 275 kV. Although the earlier study [18] utilised a larger multi-generator model it was built with much lower fidelity, i.e. phasor based simulation was used. As one of the key aims of this study is to gain deeper understanding of the key phenomena and interactions at various frequencies which can affect system stability, a higher fidelity generation model was developed for the purposes of this paper, while the simplified model architecture allows for much clearer interpretation of the results. Subsequent studies will include a more comprehensive multi-generator model and /or converter hardware-in-loop (CHIL) environment.

Fig. 2. Configuration of power system model in Matlab SimPowerSystems

A standard SM model included in the SimPowerSystems library has been used in the model, with standard IEEEG1 steam turbine and governor model [20] and AC1A excitation system applied as the control system for the synchronous generator (SG). The DQCI converter is modelled as the inverter side of a VSC-based HVDC transmission system, which is connected to a DC bus with an assumption of a constant and effectively-controlled DC link voltage, as shown in Fig. 2(b). Conventional active and reactive power control of VSC-HVDC transmission system are implemented for the DQCI converter. Additionally, a frequency droop control is implemented to control the active power setpoint and a voltage droop control is implemented to control the reactive power setpoint, both of which will be required to manage frequency and voltage if these...
converters are used at high penetrations. First-order LPFs are applied at the droop controller outputs separately, i.e. on the sum of power setpoint and power adjustment from the droop controller, to filter out the high-frequency components and limit the converter power ramp-rate. The $dq$-axis current references are also rate-limited to 10 pu/s [6, 21], which helps to manage converter start-up and HVDC link management. Capacity factors of the SG and DQCI converter are set to 60% and 30% respectively. AC transmission lines are modelled as series RL circuits. A small 1% resistive load step (with respect to the main load) is applied for testing system steady-state stability.

In these simulations with high penetrations of converter-connected generation, initialising the model components proved particularly difficult, i.e. machines, governors, automatic voltage regulators (AVRs), and all converter components including PLLs and $dq$-axis control loops. The simulation must not contain an infinite bus since frequency, voltage and power-quality must be allowed to deviate from nominal as this is a crucial part of the simulation. The simulation therefore begins with a carefully orchestrated initialisation process, which lasts 8 seconds, during which the generators and converters are all synchronised, set-points and power flows established at equilibrium, and finally the infinite bus is removed.

### 3.2 Criteria for power system viability

A small disturbance, 1% resistive load step is then applied to test the system stability. This test event occurs at 15 s, with the simulation running for a further 10 s. If any of the following conditions occur during the simulation the system is considered to be either unstable or have unacceptable performance and is defined as “unviable” in this paper:

- A locking signal from the PLL in the DQCI converter is unlocked for a period longer than 1.5 s, any time after $t=16.5$ s, i.e. 1.5 s after the disturbance (fundamentally, the converter is no longer controlled if the PLL within the converter is unlocked, and the gate switching signals will be turned off to avoid damage to the converter);
- The frequency at the DQCI converter terminal is higher than 52 Hz or lower than 47 Hz for a period longer than 500 ms, with reference to [6, 22], at any time from $t=10$ s onwards (this is because in some cases, the instability occurs after the infinite bus is removed and the model cannot converge and survive until the load step event);
- The RoCoF at the DQCI converter terminal is higher than 1 Hz/s, at any time after $t=15.5$ s [22];
- The voltage at the DQCI converter terminal exceeds ±10% of the nominal voltage level, at any time after $t=16.5$ s [4, 6].

### 3.3 Effects of frequency and voltage droop controllers on the IPL limits

Four of the many parameters selected, which have the potential to affect the IPL limit of DQCI converter are, the droop slopes ($D_f$ and $D_v$) and time constants ($\tau_{LPF,df}$ and $\tau_{LPF, dv}$) in the LPFs of both the frequency and voltage droop controllers. Their effects on the IPL limits are shown in Fig. 3(a) and (b) for frequency and voltage droop controllers respectively. For both controllers, the droop slope range is selected from 4% (an aggressive droop response) to infinite (the actual setting in the model is $1e^9$) representing no frequency or
voltage droop from the DQCI converter. The time constants in the LPFs taken are varied from 0.04 s to 0.4 s. Note that when studying the effects of frequency droop controller, the voltage droop controller is disabled by setting the droop slope $D_v$ to infinite and vice versa.

As seen in Fig. 3 (a) and (b), the IPL limits can be affected significantly when changing the selected settings in both controllers, especially for settings in the voltage droop controller. It can be seen that with high droop slopes, i.e. from 70% to 300% and beyond, the IPL limits are almost not affected by changing the time constant in the LPFs, since the frequency or voltage response is quite small. The IPL limits in terms of voltage droop controller settings are generally lower than that of the frequency droop controller settings, with highest IPL limits at 92.7% and 86.1% respectively in this specific power system model. This indicates that the IPL limits appear to be more sensitive to changes in the voltage control and dynamics when compared with the frequency control and dynamics.

The results also suggest that, the aggressive droop slopes (in both frequency and voltage droop controllers) can have a positive effect on the IPL limits when the adjustment signal is properly filtered. For voltage droop controller, inadequate filtering on the droop adjustment can directly destabilise the system resulting in lower IPL limits. For the frequency droop controller, the highest IPL limits are achieved with a filter time constant $t_{LPF,Df}$ of around 0.2 s. It can be seen that allowing unfiltered frequency droop or excessive time delays/phase shifts (introduced by an inadequately tuned filter) potentially destabilises the system and thus lowers the IPL limit.

It should be noted that the IPL limits discussed in this paper are based on this simplified power system model and do not include the effects of the harmonics, inter-harmonics, unbalance, reactive load steps, and potentially more complex interactions between potentially millions of specific converters from different manufacturers with individual peculiarities. It is therefore, likely that the results are optimistic i.e. higher than those observed in a more detailed model or actual power system. Additionally, the viability of a particular
configuration is highly dependent on the choice of many parameters (even in this aggregated model) including governors’ time constants, droop slopes, network impedances and measurement time-windows. Changing just one parameter can sometimes radically alter the performance, and thus, the IPL limits. More detailed future studies could examine the effects of many more different factors, such as grid impedance and topology, load non-linearity, and their impact on the system stability limits.

Through the above investigations the IPL limit was maximised by selecting the optimised frequency and voltage droop controllers settings, i.e. droop slopes and time constants in the LPFs are selected using the optimised values of $D_f = 60\%$, $\tau_{\text{LPF,}DF} = 0.04$ s, $D_v = 60\%$ and $\tau_{\text{LPF,}DF} = 0.04$–0.4 s. The resulting IPL limits with the combined optimised settings are shown in Table 1 along with the original results. It can be seen that the IPL limit is improved with the combined settings. When the filter time constant is properly chosen for the voltage droop controller (in this case longer than 0.3 s), a maximum IPL limit of 94.6% is achieved.

Therefore, in this case study, by combining the best droop controller options from the two independent investigations (i.e. frequency and voltage droop) the overall system stability limit has been enhanced. Such method can also be applied to other settings (or parameters) that have the potential to affect the IPL limit.

Table 1. Optimisation of IPL limits based on settings in both frequency and voltage droop controllers in the DQCI converter

<table>
<thead>
<tr>
<th>IPL limits (%) based on the power system model</th>
<th>Voltage droop controller $D_v = \infty$</th>
<th>$\tau_{\text{LPF}}$ (s) with $D_v = 60%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency droop controller $D_f = \infty$</td>
<td>86.1</td>
<td>86.1</td>
</tr>
<tr>
<td>$\tau_{\text{LPF}} = 0.04$ s</td>
<td>92.7</td>
<td>94.6</td>
</tr>
<tr>
<td>$D_f = 60%$</td>
<td>93.3</td>
<td>90.2</td>
</tr>
<tr>
<td>$\tau_{\text{LPF}} = 0.04$ s</td>
<td>84.8</td>
<td></td>
</tr>
</tbody>
</table>

3.4 Frequency response using NFP method

As introduced in section 2.2.2, the response $R$ of a specific type of generation and its controllers can be analysed using the NFP method, either by classical analysis of the device’s transfer functions or by time-domain simulation followed by Fourier Analysis. To carry out a classical analysis based on transfer functions, the main function blocks of the generation controllers have to be linear. However, it is difficult to construct a classical linearised model of the whole DQCI converter due to the dq-axis translations within the PLL and high-bandwidth inner current control loop, and the high number of non-linear blocks in the DQCI converter control system, such as ramp-rate limiters and multi-rate systems. In this section, the NFP results describing responses of the SG and DQCI converters will be presented based on the time-domain simulation analysis. The simulation model for NFP analysis has been validated by comparing the response of the SG obtained by both linear analysis and time-domain simulation, which have been found to be consistent with each other.

NFP charts of SG and DQCI converters are shown in (a) Amplitude chart (b) Phase chart.
Fig. 4 (a) and (b) for amplitude and phase respectively, marked as $R_{SG}$ and $R_{DQCI}$, along with the three key features $R_{Droop}$, $R_H$ and $R_{HD}$, which were discussed earlier. Note that turbine and governor control has been modelled for the SG and their affect can be observed on the on the graph (see $R_{SG}$), while trend lines $R_H$ and $R_{HD}$ show the contributions from the inertia and Xd’ to $R_{SG}$. For a real synchronous machine attached to a prime mover, there is usually a band of modulation frequencies $f_{NFPmod}$ between these two initial regions for which the RSG response amplitude becomes quite small.

Note: Frequency droop slope is set to 4% and voltage droop controller is disabled for both SG and DQCI in this case shown.

The results indicate that the modulation frequency requires actions which are faster than the prime mover and governor are physically capable of, but that the modulation frequency is too slow to initiate a large inertial contribution. For a modulation frequency range of approximately 0.2 to 2 Hz, the SG response $R_{SG}$ follows the inertia trendline $R_H$ (and $R_{HD}$) for both amplitude and phase, until it reaches a rotor oscillation mode at around 2 Hz. For modulation frequencies higher than 2 Hz, $R_{SG}$ (and $R_{HD}$) is dominated by the machine damping effect, where amplitude response decreases and phase lags with increasing frequency. The response of $R_{SG}$ follows $R_H$ and $R_{HD}$ in their corresponding modulation frequency regions as expected.

In comparison, the response $R_{DQCI}$ is quite different. In the region $10^{-3}$ to $10^{-1}$ Hz it follows the droop asymptote according to the 4% frequency droop applied in the DQCI converter. It starts to drop off in amplitude for modulation frequencies above 0.2 Hz, which does not follow the inertia trendline as expected. Similarly, the phase of $R_{DQCI}$ begins to drop from around 0.02 Hz and experiences an even deeper slope after 4 Hz. Note that the ‘spike’ seen in the phase chart of $R_{DQCI}$ is the wrapped phase which is displayed in the range of 0 to 360 degree. This reduction in phase response of the DQCI converter can become anti-phase with the SG rotor oscillation. A significant phase difference up to 130 ° between $R_{SG}$ and $R_{DQCI}$ can be introduced.
when the SG is following the inertia trendline and even larger differences can be introduced at high modulation frequency regions beyond 4 Hz, which can be easily affected by any settings in the DQCI control system and would be difficult to predict in any actual power system. Additionally, oscillations found in the power system model when approaching marginally unviable cases have a frequency in the range from 4 Hz to 8 Hz, which is consistent with the NFP charts where massive phase differences are evident. Therefore, the steep phase slopes shown in the NFP charts can indicate a tendency for instability at high penetrations.

The highest / lowest IPL limit responses of DQCI converters with appropriate settings for the frequency droop controller (with the voltage droop controller disabled) are shown in (a) Amplitude chart and (b) Phase chart.

Fig. 5 Three cases have been selected corresponding to highest and lowest IPL limits achieved. For the worst case, the responses are similar to those shown in (a) Amplitude chart and (b) Phase chart.

Phase chart

Conversely, for the best case, the amplitude response is generally smaller due to the high $D_f$ while the phase response has been improved significantly, i.e. less phase drop in 2~10 Hz range. This confirms that steep phase slopes can destabilise the system resulting in a lower IPL limit.

Fig. 5. NFP charts for DQCI converter with different frequency controller droop slopes

From the above case studies, the NFP method is capable of analysing generation response to a change in network frequency and assisting in predicting system stability when various devices are interconnected and interact with each other. Further studies will be undertaken to fully analyse the information contained in the NFP charts. In particular, the NFP method can be utilised to analyse and help verify whether the device provides frequency support as expected, as has been investigated by the authors.

4 Conclusions and future work

With increased penetration of NSD, future power systems will be required to operate satisfactorily with much higher penetrations of converters. This paper has demonstrated and quantified the IPL limits (with
respect to small disturbances) of the DQCI converters in a power system based on a set of assumed viability
criteria. These limits are affected by frequency and voltage droop controllers applied in the DQCI control
systems. It has also been demonstrated that there are various factors (in both power system simulations and in
actual power systems) that could potentially affect the IPL limits, and it has been shown that the IPL limits
can be maximised by combining the globally optimised controller settings. A method to analyse the responses
of generation (both SG and NSD) to network frequency perturbations, i.e. the NFP method, has been
introduced in this paper, which can be used to make a clear distinction between the devices of their frequency
responses and provide visualisation analysis relating to the interaction of the devices when they are connected
in the same network. The responses of SG and DQCI converters have been analysed using the NFP method in
this paper and it has been shown that significant phase differences between the SG and the DQCI converters
at certain frequency regions can potentially contribute to instability of the network at high penetration of
converters.

It should be highlighted that the IPL limits demonstrated in this paper are based on a specific power
system model and do not yet include the effects of harmonics, inter-harmonics, unbalance, or other phenomena
that would be present in an actual network. Furthermore, the IPL limits will also clearly be influenced by the
response of the system to other transients, such as fault events – and the limits influenced dictated by fault
responses are expected to be lower than those specified using the NFP method. It is also likely that the IPL
limits stated in this paper are higher than those that would be evident in either a more comprehensive power
system model or in an actual power system. As the “viability” of a particular configuration in the model is
highly dependent on the choice of many parameters and changing one parameter can sometimes radically alter
the performance and IPL limits, the key value of the presented results lies in the observed trends of IPL limits
and the analysis methodology rather than in their absolute values.

Future work should investigate effects of other system parameters that could potentially affect the IPL
limits, such as DQCI controller gains, rate limitation on the converter power output, system impedance, etc.
The IPL limit studies should be re-executed using a more comprehensive power system model and/or the
converter hardware-in-loop (CHIL) environment to more realistically establish impact of those various factors
on the IPL limits. Various types of converter controllers should also be tested in the future with the NFP
method to ascertain their responses to network frequency perturbation, e.g. DQCI converters with different
control settings, DQCI converters equipped with RoCoF frequency response provision, and other types of
converter control algorithms such as virtual synchronous machine algorithms discussed in [23]. Finally,
network voltage perturbation (NVP) method, which can be used as a companion of the NFP method, is
presently under investigation by the authors to enable a study of the coupling between the frequency and
voltage responses of power system, to further improve insight and understanding of the potential for instability
in power systems with high penetrations of converters.
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