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CHARMM force field parameterization protocol for self-assembling peptide amphiphiles: The Fmoc moiety

I. Ramos Sasselli,a R. V. Ulijnab and T. Tuttlea,b,c

Aromatic peptide amphiphiles are known to self-assemble into nanostructures but the molecular level structure and the mechanism of formation of these nanostructures is not yet understood in detail. Molecular Dynamic simulations using the CHARMM force field have been applied to a wide variety of peptide-based systems to obtain molecular level details of processes that are inaccessible with experimental techniques. However, this force field does not include parameters for the aromatic moieties which dictate the self-assembly of these systems. The standard CHARMM force field parameterization protocol uses hydrophilic interactions for the non-bonding parameters evaluation. However, to effectively reproduce the self-assembling behaviour of these molecules, the balance between the hydrophilic and hydrophobic nature of the molecule is essential. In this work, a modified parameterization protocol for the CHARMM force field for these aromatic moieties is presented. This protocol is applied for the specific case of the Fmoc moiety. The resulting set of parameters satisfies the conformational and interactions analysis and is able to reproduce experimental results such as the Fmoc-S-OMe water/octanol partition free energy and the self-assembly of Fmoc-S-OH and Fmoc-Y-OH into spherical micelles and fibres, respectively, while also providing detailed information on the mechanism of these processes. The effectiveness of the parameters for the Fmoc moiety validates the protocol as a robust approach to parameterise this class of compounds.

Introduction

Peptides are known to self-assemble into nanostructures with very interesting applications in nanotechnology and biomedicine.1-3 The supramolecular functionality of peptide-based nanomaterials is due not only to the functional groups present in the molecules but also due to the supramolecular structures formed.4 Self-assembly is a spontaneous process driven by intermolecular interactions such as electrostatic interactions, hydrogen bonding, π-stacking and the hydrophobic effect. The amino acid sequence of the peptide building blocks affects the ability of the peptide to form these interactions and, therefore, different amino acids sequences can lead to different structure types such as fibres, ribbons, tubes, and sheets.5-8 Understanding how the amino acid sequence affects the final structure is of particular interest for elucidating the “design rules” for peptide based nanomaterials.

Computational methods have been employed with significant success to reveal both molecular level detail and the mechanism of formation for a range of peptide-based nanostructures. Molecular Dynamics (MD) simulations have been applied to increase the understanding of different features of peptide-based nanomaterials at the molecular level.9,10 In particular, coarse grain (CG) simulations have been increasingly utilized to illustrate the aggregation of peptides and peptide amphiphiles (PA).11 CG simulations have also provided insights into different self-assembling mechanism by studying the free energy profiles of these processes,12 and a systematic CG screening approach was applied to all possible di- and tripeptides and has successfully described literature examples of self-assembled peptides and predicted the self-assembling tendency of other peptides that could subsequently be verified by experimentation.13,14

Atomistic MD simulations have also been used in the area of self-assembling materials, although primarily this has been to study the preferred conformations of the peptides or PA in the assembled state.15-17 Atomistic simulations are limited to smaller sizes than CG and require substantially more computation time but they have the advantage of atomistic resolution, which is required for the study of the specific non-covalent interactions involved in the self-assembly process. Free energy profile studies using atomistic MD simulations have also been successfully applied for the study of self-assembling mechanism of aliphatic PAs.18,19

One important class of PA is the aromatic peptide amphiphiles, which are formed by a peptide capped at the N-
The formation of extra π-stacking interactions by the aromatic group facilitates the self-assembly in these systems and allows shorter peptides to form nanostructures. Several di- and tripeptides bound to the fluorenyl-9-methoxycarbonyl (Fmoc) group have been found to form nanostructures which are strongly dependent of the amino acid sequence (e.g., Fmoc-TF-OMe self-assembles into fibres while Fmoc-SF-OMe forms sheets). There are even examples of single amino acids protected with the Fmoc moiety which are able to form nanostructures. As such, this class of compounds represent a highly tuneable set of PAs that may be used for a wide range of applications. Remarkably, it is not only the fluorenyl group but also the specific geometry of the methoxycarbonyl linker which aids in the self-assembly process as was recently demonstrated by varying the linker between fluorenyl and peptide for Fmoc-YL.

As in the case of other PAs, the structures formed by Fmoc-peptides are not fully understood and often discovered by chance rather than rational molecular design. MD methods have been already applied to these systems in order to gain understanding on the preferred conformations of these molecules in the self-assembled state and on the importance of the different interactions in the self-assembling mechanism. However, the implementation of simulations for these systems has an added difficulty which is that the force fields used for the simulations do not include parameters for the Fmoc moiety. Therefore, the first step for the use of MD methods in Fmoc-peptides self-assembly is the parameterization of this aromatic moiety. As the quality of the results obtained in subsequent simulations – particularly in the case of unbiased, long timescale simulations – will be dependent on the quality of the parameters used, an accurate and consistent parameterization of the Fmoc moiety is critical.

Force field parameters are typically obtained either from experimental results or quantum mechanical data (QM). The molecules used to derive these parameters and the way they are obtained and optimized are characteristic of a force field and limit its applications. The CHARMM force field was chosen to simulate the self-assembling peptide based systems as it is parameterized and well validated for proteins and peptides. The CHARMM force field includes parameters for many organic molecules (including fluorene and other aromatic groups), lipids, nucleic acids, and some carbohydrates. It is common when parameterizing a new molecule in a force field which includes parameters for such a wide range of molecules to obtain the bonded parameters from similar segments of molecules already parameterized for that force field. However, the non-bonded parameters, electrostatic and van der Waals, need to be optimized. As these parameters may have an influence in the torsional potentials, the torsional parameters also need to be optimized.

The CHARMM parameterization protocol evaluates the interactions of the hydrophilic parts of a given molecule with water. Nevertheless, to reproduce the self-assembling behaviour of aromatic peptide amphiphiles a balance between the hydrophilic and the hydrophobic nature of the group is essential. Therefore, in this study we present a modified protocol to parameterize aromatic moieties, within the CHARMM force field, that are used to form aromatic peptide amphiphiles. The protocol is presented for the Fmoc moiety due to the high prevalence of Fmoc-peptide amphiphiles as self-assembling molecules.

This study is presented starting with the parameterization of the Fmoc moiety, which includes: the derivation of the bonded parameters from parameterized molecules with similar segments; the charges and van der Waals terms optimization; and the torsional terms optimization. The second part of the study is focused in the validation of the parameterization: firstly comparing the partition coefficient of Fmoc-S-OMe obtained computationally with the partition coefficient measured experimentally; and secondly by using the parameters to study self-assembling systems whose final structures are well known.

### Parameterization of Fmoc

The parameterization was made for the CHARMM force field, which includes parameters for amino acids as well as a wide range of other organic molecules. To parameterize the Fmoc moiety some of the parameters where extrapolated from similar molecules or molecules which present the same chemical groups of the CHARMM parameters library.

The parameters for 9-fluorenylmethoxycarbonyl or the Fmoc moiety were obtained as follows. For the fluorenyl group the parameters were taken from the fluorene molecule (Figure 1, Red); for the –CH₂– which links the aromatic part to the group to the oxygen, the parameters were taken from ethanol (Figure 1, Green); the parameters for the following oxygen (–O–) were obtained from standard ester groups (Figure 1, Blue) and parameters from general amides were used for the carbonyl group (C=O) (Figure 1, Orange).

The CHARMM force field presents the following expression for the energy:

![Figure 1. Atoms names for the Fmoc moiety (left) and the segments used to obtain some of its parameters (right).](image-url)
This equation has seven different terms. The force constants \( k_{ij} \), \( k_{ij,b} \), \( k_{ij,a} \), \( k_{ij,d} \), \( k_{ij,n} \), \( k_{ij,\delta} \), and \( k_{ij,\psi} \) for the bonds stretching, Urey-Bradley terms, angles bending and improper dihedrals were directly transferred from the above-mentioned groups in the CHARMM library. For the Lennard-Jones term, although other parameters \( \epsilon_{ij}, R_{ij} \) were tested, they did not improve the results obtained from those transferred from the same groups of the CHARMM library, hence, the transferred parameters from the mentioned segments were also used for the Lennard-Jones term. The dihedral terms \( k_{ij,b} \), \( n \), \( \delta \) for the fluorenyl were also taken from the fluorene molecule. Therefore the parameterization effort was focused on the dihedral terms of the linker between the aromatic group and the peptide and on the charges \( q_{ij} \), which cannot be directly transferred from the segments.

**QM and MM binding energies: Fmoc – Water.** To calculate the binding energies of Fmoc with water the molecule Fmoc-NH\(_2\) (Figure 2) was used. This molecule was optimized at the QM level of theory. The parameterization protocol for CHARMM uses the Hartree-Fock method with the 6-31G* basis set for the binding energies calculations. However, this current work includes the calculation of binding energies between water and the aromatic group, where dispersion forces may play an important role. As Hartree-Fock is unable to describe dispersion, the QM calculations were carried out using the DFT functional B97-D,\(^{43}\) with the basis set def2-SVP,\(^{44}\) in Turbomole.\(^{45, 46}\) The MM binding energies were calculated using the CHARMM force field with the Fmoc parameters in the NAMD programme.\(^{47}\)

The optimized geometry of Fmoc-NH\(_2\) was fixed for all the

**Figure 3.** Optimized geometries of the Fmoc – Water systems and \( BE_{w} \) graph for FCS (bottom left). The graph includes two references: the dashed black line (\( BE_{w} \)) separates the hydrophobic (grey) and the hydrophilic (lime) regions; and the \( BE_{OM} \) (blue line).
hydrophilic/hydrophobic parts of the moiety. Therefore the $BE_{\text{Fmoc} \text{-Fmoc}}$ (blue area of the graph, Figure 3), while the $BE_{\text{Fmoc-water}}$ must be higher than this reference value (grey area of the graph, Figure 3).

The FCS successfully reproduces the hydrophilic/hydrophobic behaviour of each part of the Fmoc moiety (Figure 3). Furthermore, the FCS reproduces also the shape of the $BE_{\text{QM}}$ and therefore the relative intensities of the interactions are in good agreement with the QM reference. The interactions 7 to 9, which involve the interaction of the water molecule with the edges of the aromatic group, are very weak or, even, repulsive. As this was found to happen for all charges sets trialled, it was assumed to be a limitation of the force field to reproduce this kind of interaction. Overall, the averaged absolute error for the Fmoc – Water binding energies is 4.6 Kcal/mol, which is within the typical error limit of force fields.

**QM and MM binding energies: Fmoc – Fmoc systems.**

Once the FCS was obtained, it was tested against unique interactions that the Fmoc parameters should reproduce to reliably describe the self-assembling behaviour, namely, the Fmoc – Fmoc interactions. Various configurations of two Fmoc-NH$_3$ molecules were built in Avogadro. The systems were optimized in Turbomole using the DFT functional B97-D with the def2-SVP basis set. The optimized geometries were used to calculate the MM energy using the CHARMM force field with the Fmoc parameters in the NAMD program. The binding energies ($BE_{\text{dimer}}$) are defined as the difference in energies between the system with two Fmoc molecules interacting ($E_{\text{Fmoc-NH3:Fmoc-NH3}}$) and twice the internal energy of the Fmoc-NH$_3$ molecule ($E_{\text{Fmoc-NH3}}$) (Equation 3). For the Fmoc – Fmoc systems the $BE_{\text{dimer}}$ are not purely interactions energies but they include the internal energy change.

$$BE_{\text{dimer}} = E_{\text{Fmoc-NH3:Fmoc-NH3}} - (2 \cdot E_{\text{Fmoc-NH3}}) \quad (\text{Eq.3})$$

The MM binding energies calculated using the FCS ($BE_{\text{Fmoc}}$) for these interactions are compared with QM calculated reference binding energies ($BE_{\text{QM}}$). The final geometries and BE are presented in Figure 4. Seven different types of $\pi$-stacking interactions are studied. Six of the BE values are well reproduced as the $BE_{\text{Fmoc}}$ calculated with the FCS are within 4.5 Kcal/mol from the $BE_{\text{QM}}$. The only interaction that cannot be reproduced corresponds to the geometry $p \cdot T_1$ (Figure 4). This geometry involves the interactions of the aromatic group of one Fmoc-NH$_3$ with the hydrophilic part of the other molecule. As in the case of the Fmoc – Water systems 7 to 9, this is accepted as a limitation of the force field to reproduce some types of interactions. Nonetheless, the ability to successfully reproduce the six $\pi$-stacking Fmoc – Fmoc interactions is encouraging and suggests the correct balance between the hydrophobic and hydrophilic nature of the moiety has been achieved. Furthermore, for the Fmoc – Fmoc binding energies, the averaged absolute error is 4.6 Kcal/mol, which is consistent with the error of the Fmoc – Water interactions and hence, it is also within the general accuracy of force fields.

**Torsion angle parameterization.** Standard amide and ester dihedral terms were used to build the dihedrals of the linker of the Fmoc. The validity of these terms was evaluated with the FCS and compared with reference QM values in order to accurately reproduce the flexibility of the Fmoc moiety. The dihedral angles under study were $C_12 - C_13 - C_14 - O_13$ ($T1$), $C_12 - C_13 - O_13 - C$ ($T2$) and $C_12 - O_13 - C - O_23$ ($T3$), see Figure 1 for atom names. Torsional potential profiles were calculated in Gaussian 09$^{50}$ with the B3LYP$^{51, 52}$ functional and the 6-31G(d,p) basis set$^{53, 54}$. The profiles were obtained with rigid scans, calculating the single point energies of structures generated via 10$^8$ of rotation around each dihedral. The MM torsional potential profiles were obtained using the same geometries and calculating the energy for the CHARMM force field with the Fmoc parameters using the NAMD program.

As well as the static MM energies, the QM torsion potentials were compared with the distribution of the three dihedrals during 10 ns MD simulations with a single molecule of Fmoc-NH$_3$ (System 1); and with a single molecule of Fmoc-S-
OH (System 2). These simulations reveal the influence of incorporating the parameters of the Fmoc moiety to the parameters of the amino acids in CHARMM. Both systems were simulated in vacuum and in water (TIP3P model). The systems were built in VMD and were minimized with the steep descent technique to avoid high-energy contacts and equilibrated at 298 K before the simulations. The 10 ns simulations were carried out within the NVT ensemble and a 1.0 fs integration time step was applied. Results are shown in Figure 5.

The MM potentials successfully reproduce the shape of the QM references (Figure 5) although the energy barriers are typically higher relative to the QM gas phase results. The distribution of dihedrals in the simulations maps well on to the QM potentials, with the majority of the torsional space explored around the regions where the potential energy is at a minimum. It can be seen that for the dihedral T2 both, the MM and the QM barriers are much higher than for the other two dihedrals. This is caused by the proximity of the oxygen in the carbonyl group with the fluorenyl group during the rotation around T2 for the region between 270° and 45° degrees due to the use of a rigid scan, which cannot relax in each point of the rotation. This also causes a displacement for T2 in the simulations, which shows a peak between 255° and 300° that is displaced to the right in reference to the energy potentials. This shift is caused by the difference in mobility of the systems used to calculate the different parameters: the histograms are calculated from simulations where the whole molecule can move while the QM and MM plots are calculated by rotating the dihedrals in fixed molecules. Given the agreement between the QM and MM torsional profiles and the distribution of the torsional angles from the MD simulations, the flexibility in the carbamate region of the Fmoc moiety is considered to be well reproduced.

Validation via the Partition Coefficient

As an initial validation of the parameterization carried out for the Fmoc moiety, a physical parameter, which can be directly compared with the experimental observable, is calculated. Due the amphiphilic nature of the molecules for which the Fmoc moiety is parameterized, Fmoc-peptides, and the importance of reproducing this for the self-assembly simulations, the partition coefficient between octanol and water was chosen for this purpose.

Partition coefficient determination. The molecule chosen for this validation was Fmoc-OMe. This serine is capped at the N-terminus with the Fmoc moiety and at the C-terminus as a methyl ester. Neither of these groups nor the serine side chain contain acidic hydrogen and therefore it is not necessary to take into account any ionization effects, which simplifies the comparison of experimental and computational results. The serine side chain was chosen due to its hydrophilicity, which facilitates the experimental determination of the log P.

The experimental partition coefficient is determined by the shake flask methodology as an average of 9 samples. The details of the experiment are included in the ESI. The partition free energy ($\Delta G_{\text{free}}$) is related to the partition coefficient ($K_{\text{ow}}$) using Equation 4:

$$\Delta G_{\text{free}} = 2.303 RT \log K_{\text{ow}} \quad (\text{Eq. 4})$$

The theoretical partition free energy can be calculated from the solvation free energy data of a given molecule in water ($\Delta G_{\text{w}}$) and in octanol ($\Delta G_{\text{oc}}$) as shown in Equation 5:

$$\Delta G_{\text{ow}} = \Delta G_{\text{oc}} - \Delta G_{\text{w}} \quad (\text{Eq. 5})$$

The theoretical solvation free energies in water ($\Delta G_{\text{w}}$) and in octanol ($\Delta G_{\text{oc}}$) were calculated using alchemical methods, specifically free energy perturbation (FEP). 58, 59

The two systems were built in VMD, both include an Fmoc-S-OMe molecule which is surrounded by TIP3P water for ∆Gw (Figure 6a) and by octanol for ∆Goc (Figure 6b). The systems were built to be 60 x 60 x 60 Å of each solvent with the Fmoc-S-OMe placed in the centre of each phase. All MD calculations were carried out using the NAMD program and the CHARMM force field including the Fmoc parameterization presented in this paper. The systems were minimized to avoid bad contacts and then heated up and equilibrated at 298 K and 1 atm (NPT ensemble) for 5 ns fixing the position of Fmoc-S-OMe. A 2 fs time step and periodic boundary conditions in the three spatial coordinates were used as well as a 12 Å cut-off for non-bonded interactions. Langevin dynamics were used for the temperature control and Langevin piston Nose-Hoover algorithm was used to keep the pressure constant. 62 The density of both systems was calculated after this equilibration step to be 0.943 g/ml for water and 0.805 g/ml for the octanol, which are reasonably similar to the experimental values of 1.000 g/ml and 0.824 g/ml, respectively.

Although water is known to be soluble in octanol (0.255 mole fraction) and hence, experimentally, some water will pass to the octanol phase, it has been demonstrated that computationally the addition of the appropriate number of water molecules into the octanol phase has a minimum effect, and the results for the dry octanol are slightly more accurate than those with the wet octanol. 63

The FEP calculations were carried out using the same general MD parameters described before. Alchemical transformation was applied to decouple the Fmoc-S-OMe from the solvent. A decoupling constant $\Delta \lambda = 0.0625$ was used, giving

![Figure 6. Fmoc-S-OMe (Fmoc in red and Ser in blue) systems in (a) water and (b) octanol. Hydrogens are removed in the solvents for clarity.](attachment:figure6.png)
rise to up to 16 windows in the disappearance of Fmoc-S-OMe (from λ=0, Fmoc-S-OMe in solution, to λ=1, no Fmoc-S-OMe in solution) and a further 16 windows for the appearance of Fmoc-S-OMe, i.e., reverse FEP. Each window was equilibrated for 250,000 steps (0.5 ns) and simulated for a total of 4,250,000 (8.5 ns). A soft-core potential was applied to avoid end-point problems (λ=0.5-1) and simple overlap sampling (SOS) was used to combine both, forwards and reverse simulations. The ParseFEP plugin version 1.9 was used for the error calculation.

The logarithm of the partition coefficients (log P) is used for the comparison between the experimental and the MD-FEP determination (see ESI for details of the experimental determination and calculation of the values). Experimentally, the Log P for Fmoc-S-OMe was determined as \(-1.4 \pm 0.1\), which compares favourably to the value calculated via MD-FEP (-0.8 \pm 0.2). The error between the experimental and calculated values ranges from 0.3 to 0.7, which is of a similar magnitude to that obtained for a series of small alkanes reported in the literature. Given the much larger size of the Fmoc-S-OMe molecule (relative to the alkane series) and the amphiphilic nature of the molecules, the level of agreement between the experimental and calculated values is excellent.

Validation via Self-Assembly Simulations.

As described in the introduction, the parameterization of the Fmoc moiety was carried out in order to be able to implement MD simulations of Fmoc-peptides to allow greater insights into the self-assembly process of these molecules as well as the final structures formed. Therefore, it is critical to validate the Fmoc parameters in a simulation of self-assembly Fmoc containing molecules.

Fmoc-S-OH and Fmoc-Y-OH only contain one amino acid, serine (S), and tyrosine (Y), respectively. The former one self-assembles into spherical aggregates in solution, while the latter, into fibres. They were chosen due to their simplicity (only one amino acid) and the simplicity of the structures formed, spheres and fibres, which can be easily compared with experimental data. The computational results will be compared with the experimental results published by Abul-Hajja et al. on the aggregation of Fmoc-S-OH, specifically, the AFM image presented in this publication (Figure ESI-4), and with the experimental results published by Yang et al. on the self-assembly of Fmoc-Y-OH into fibres.

MD self-assembly simulations. Both self-assembly simulation was constructed with 120 randomly distributed Fmoc-S-OH or Fmoc-Y-OH molecules and solvated using VMD (Figure 7b, 0 ns) with TIP3P water. Following this, the systems were minimized with the steepest descent technique to avoid bad contacts in the starting structure and then gradually (5 K every 1 ps) heated from 0 to 298 K over 60 ps at 1 atm. Finally, the systems were simulated for 300 ns in the NPT ensemble (1 atm, 298 K). All other MD parameters were the same as those described in the partition coefficient section. Each system, after the heating phase, has a size of ~ 83 x 84 x 83 Å and, hence, the concentration of Fmoc-S-OH and Fmoc-Y-OH is 0.34 M. The 300 ns simulations were analysed using the radial distribution function (RDF) using the C12 (see Figure 1 for atom names) of the aromatic group in the Fmoc moiety to measure the aggregation and proximity of the aromatic groups at different stages of the simulation. A proximity analysis (Figure 7c) is also presented, which accounts for the number of groups within 5.5 Å through the simulation. In the case, of Fmoc – Fmoc proximity, a distance of 5.5 Å between the centres of two aromatic groups is considered as a limiting distance for possible presence of π-stacking interactions.

Fmoc-S-OH simulation results and comparison with experiment. The snapshots of the simulation show how after 220 ns the Fmoc-S-OH form a spherical aggregate (Figure 7d), which is consistent with the experimental results.

The radial distribution functions for the first 100 ns are calculated by taking snapshots of the systems every 0.01 ns (i.e., 1000 frames per 10 ns), whereas for the distributions from 100 – 300 ns are based on snapshots of the system taken every 0.1 ns (i.e. 1000 frames per 100 ns). The lower sampling frequency in the latter stages of the simulation was due to the relative stability of the system after 100 ns.

The RDF analysis (Figure 7a) shows three distinctly different sizes of aggregates through the simulation: peak 1 (3.5 – 7 Å), peak 2 (7 – 9 Å) and peak 3 (9 – 12 Å). Peak 1, corresponds to Fmoc groups in direct contact. This peak increases rapidly at the beginning of the simulation (20 – 50 ns) and represents an early stage of the process where molecules form small aggregates. This initial peak reaches a plateau while peak 2 and peak 3 increase due to the junction of the small aggregates (e.g., Figure 7b, 12 ns). After ~50 ns, these latter peaks also begin to plateau and peak 1 starts to increase further, which corresponds to the formation of a single large aggregate (Figure 7b, 75 ns). After ~80 ns the variations in the radial distribution function are minimal and the overall shape and magnitude of the distribution remains consistent through the 100 – 200 ns and 200 – 300 ns plots, suggesting that the system is equilibrated following the

Figure 7. Results of the Fmoc-S-OH simulation: RDF analysis (a), proximity analysis (c) and snapshots of the simulation (b and d, Fmoc in red and S-OH in blue). The last snapshot d) shows also the periodic images in the xy-plane for clarity. Bigger sized snapshots are included in Fig. ESI-5.
formation of a spherical aggregate (Figure 7b, 100ns). A fourth and a fifth peak around 12 – 16 Å and 16 – 20 Å, respectively, is also observed in the equilibrated parts of the graph.

The higher peak 3 between 80 and 100 ns in comparison with the 100 – 300 ns results could be due to an elongation of the aggregated spheres to an ellipse like aggregate. However, as the simulation continues and is averaged over longer timescales, this elongation effect is no longer present.

In the proximity analysis (Figure 7c), due to the different size of the groups analysed, it is difficult to compare the relative importance of the role of the contacts studied. However, the Ser – Ser contacts are mostly negligible through the whole simulation with a maximum value 35, which is equivalent to ~0.3 interactions/molecule, while the Fmoc – Fmoc and Fmoc – Ser reach maxima of ~1.9 and ~1.3 respectively. This suggests that the Ser groups tend to be exposed to the solvent, forming H-bonds, instead of interacting with other Ser groups.

The proximity analysis (Figure 7c) shows a rapid increase in the Fmoc – Fmoc proximity as well as the Fmoc – Ser proximity, which is likely due to the arrangement achieved through the Fmoc \(n\)-stacking interactions. The proximity analysis reveals how the molecules aggregate quickly in the first 25 ns to relatively stable structures, until ~50 ns, where the aggregation is seen to increase further. This is in good agreement with the RDF analysis, which shows an early aggregation step at the same time of the simulation. Once the small aggregates are formed they coalesce to form larger aggregates (50 – 100 ns). Therefore, the Fmoc – Fmoc interactions remain constant while peak 2 of the RDF increases (Figure 7a). This suggests that this increase is not due to Fmoc interactions, which are mostly buried in the small aggregates, but once these small aggregates join, the Fmoc groups of the aggregates interact inside the larger aggregate (as peak 1 in the RDF at 50 to 100 ns). The highest level of Fmoc – Fmoc aggregation is reached around 100 ns. This high number of interactions slightly decreases, in a process of equilibrating the aggregate, and remains relatively unchanged, apart from normal fluctuations, at ~180 Fmoc - Fmoc interactions (~1.5 interactions/molecule) from 110 – 300 ns forming and aggregate around 40 Å.

Although specific interactions are not determined in detail, the proximity analysis can be used to identify the orientations of the Fmoc – Fmoc systems (Figure 4) that most closely correlate with the simulations results. All of the orientations are expected to have a high number of Fmoc – Fmoc interactions and hence, the other two parameters provide more insight, using the former as a reference. The Ser – Ser interactions are negligible and hence, parallel stacking orientations can be excluded. In contrast, the number of Fmoc – Ser interactions is similar to that of the Fmoc – Fmoc interactions, which suggest that T forms are also not dominant in the simulation. Therefore, a dominant non-T antiparallel orientation most readily explains the proximity analysis results.

The AFM image of Fmoc-S-OH published by Abul-Hajja et al. shows many small aggregates and only a few larger ones, but not aggregates of intermediate size. While care should be taken with the interpretation of AFM images because of possible drying effects influencing the size distribution, the mechanism observed in the simulation reveals how these larger aggregates are formed when many small aggregates coalesce, which is consistent with this experimental observation. Furthermore, the simulation is also in good agreement with the shape of the aggregates, which are mostly spherical, with a limited number showing a degree of ellipticity. However, in addition to this data, the simulation of the Fmoc-S-OH system also provides insight into which interactions are driving the different stages of the process. That is, the initial formation of the small aggregates is driven by the \(n\)-stacking interactions of the Fmoc moieties, followed by the H-bonding interactions between the Ser-OH moieties which allow the small aggregates to come together to finally be stabilized through additional \(n\)-stacking between the Fmoc moieties. Therefore, in addition to the simulation providing good agreement with the experimental results it also is able to contribute unique insights into the molecular level information, which is otherwise inaccessible experimentally.

**Fmoc-Y-OH simulation results and comparison with experiment.** This simulation requires up to 300 ns to reach an equilibrated structure (Figure 8d). For this simulation, the RDFs are calculated every 0.01 ns for the first 50 ns (i.e., 1000 frames per 10 ns) and every 0.05 for the rest of the simulation (i.e., 1000 frames per 50 ns).

The RDF analysis of Fmoc-Y-OH (Figure 8a) is similar to the Fmoc-S-OH (Figure 7a) for the first 10 ns, showing three peaks of similar intensity, where peak 1 (3.5 – 7 Å) is dominant due to the first stages of aggregation between Fmoc-Y-OH molecules. After the first 10 ns of the simulation, peak 3 (9 – 12 Å) increases faster than peak 2 (7 – 9 Å), in contrast to Fmoc-S-OH, due to the elongated nature of the aggregates forming (Figure 8b, 25 ns). Between 40 ns and 150 ns both peaks are of similar intensity, while peak 1 clearly decreases, corresponding to the formation of a fibre like structure from the aggregates (Figure 8b, 75ns and 150 ns). At the end of the

![Figure 8. Results of the Fmoc-Y-OH simulation: RDF analysis (a), proximity analysis (c) and snapshots of the simulation (b and d, Fmoc in red and Y-OH in blue). The last snapshot (d) shows also the periodic images in the xy-plane for clarity. Bigger sized snapshots are included in Fig. ESI-6.](image-url)
simulation peak 1 increases again but remains below peak 3 and peak 2, which is the highest peak (Figure 8a, grey and black). In the final 50 ns two additional peaks form around 12 – 16 Å and 16 – 20 Å. These peaks were also present in the Fmoc-S-OH simulations but they are clearly more prominent in the last 50 ns of the Fmoc-Y-OH simulation. This is consistent with the formation of a more ordered, equilibrated fibre observed at the end of the simulation (Figure 8d).

The Fmoc-Y-OH proximity analysis (Figure 8c) shows a rapid increase in the three proximity curves during the first 10 ns of the simulation. This can be attributed to the fast aggregation of the aromatic groups of both, the Fmoc and the Tyr. This increment at the start is faster than in the case of Fmoc-S-OH. In addition, the amino acid – amino acid proximity (Tyr – Tyr), unlike in the case of the Ser – Ser, is of importance, reaching an averaged 120 proximity counts over the last 100 ns of the simulation. These two effects are caused by the hydrophobicity of the tyrosine side chain and its ability to form π-stacking interactions. Despite the fact that the initial aggregation occurs more rapidly, relative to Fmoc-S-OH, the proximity curves continue to increase throughout the simulation, which shows that the more complex fibre structure requires more time to equilibrate than the simple spherical aggregate of Fmoc-S-OH. The Fmoc – Fmoc proximity values are similar to those for the Fmoc-S-OH (~180), but the interactions that involve the Tyr are much more significant than the analogous interactions involving Ser: Fmoc – Ser reaches ~120, while Fmoc – Tyr, ~360; Ser – Ser interactions equilibrate at ~25 whereas Tyr – Tyr are ~120. This clearly shows the importance of the aromatic side chain in forming fibres rather than spherical aggregates.

The important role of the three types of interactions identified with the proximity analysis (Figure 8c) makes it difficult to relate the results with the Fmoc – Fmoc orientations studied before (Figure 4), as was done for the Fmoc-S-OH system. This is because the arrangement of simple dimers cannot explain the abundance of the three types of interactions as these probably arises from interactions between multiple molecules (e.g., twisted-stacks).

The ability to reproduce two different experimentally known nanostructures from closely related systems clearly demonstrates that the parameterization has achieved the correct balance and description of the important interactions to correctly describe the role of Fmoc in forming these different nanostructures.

Conclusions

A new protocol for the parameterization of amphiphilic molecules to be used in self-assembling studies has been developed. A set of parameters for the Fmoc moiety has been derived for the CHARMM force field using this protocol. The parameters are shown to be able to reproduce intermolecular interactions by reproducing QM binding energies between the moiety and water and between two Fmoc moieties, and to reproduce the flexibility of the Fmoc group by comparing dihedral distributions in MD simulations and their MM energetic profile with the corresponding QM dihedral scans. Furthermore, the Fmoc parameterization presented in this paper has successfully reproduced thermodynamic parameters directly related to the self-assembling behaviour and experimental results involving self-assembling of the moiety linked to an amino acid. This includes achieving different nanostructures for different systems, spheres for Fmoc-S-OH and fibres for Fmoc-Y-OH, consistent with the experimental findings for these systems. The validity of the parameters supports the modifications made in the protocol for this type of molecule and suggest a new procedure for the future parameterization of other amphiphilic moieties.
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