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Motivated by an industrial problem affecting a water utility, we develop a model for a load sharing system where an operator dispatches work load to components in a manner that manages their degradation. We assume degradation is the dominant failure type, and that the system will not be subject to sudden failure due to a shock. By deriving the time to degradation failure of the system, estimates of system probability of failure are generated, and optimal designs can be obtained to minimize the long run average cost of a future system. The model can be used to support asset maintenance and design decisions. Our model is developed under a common set of core assumptions. That is, the operator allocates work to balance the level of the degradation condition of all components to achieve system performance. A system is assumed to be replaced when the cumulative work load reaches some random threshold. We adopt cumulative work load as the measure of total usage because it represents the primary cause of component degradation. We model the cumulative work load of the system as a monotone increasing and stationary stochastic process. The cumulative work load to degradation failure of a component is assumed to be inverse Gaussian distributed. An example, informed by an industry problem, is presented to illustrate the application of the model under different operating scenarios.

*Index Terms*—Load sharing system, managed degradation, degradation failure, cumulative work load, gamma process.

**ABBREVIATIONS & ACRONYMS**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CWL</td>
<td>Cumulative Work Load</td>
</tr>
<tr>
<td>IG</td>
<td>Inverse Gaussian</td>
</tr>
<tr>
<td>RGF</td>
<td>Rapid Gravity Filter</td>
</tr>
</tbody>
</table>

**NOTATION**

- \( T \) Time to degradation failure of the system
- \( X_i \) CWL-to-degradation failure of component \( i \)
- \( S \) CWL-to-degradation failure of the system
- \( U(t) \) CWL to the system at \( t \)
- \( n \) Number of components in a system
- \( C(\tau) \) Expected cost over mission time \( \tau \)
- \( C_{\text{ave}} \) Long run average cost
- \( \mu \) Mean of the IG distribution for \( X_i \)
- \( \lambda \) Shape parameter of the IG distribution for \( X_i \)
- \( v \) Rate of accumulation of the CWL process
- \( C_O \) Operational cost of a system
- \( C_r \) Replacement cost of a system
- \( C_s \) Fixed system replacement cost
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I. INTRODUCTION

Our model is motivated by an industrial problem faced by a water utility which sought to make strategic decisions about asset management across their network. We begin by outlining our particular problem before generalising our system context and requirements to set the scene for modeling, and for providing a context for articulating our objectives.

A. Motivating industry problem

A key asset in a water treatment works is a Rapid Gravity Filter (RGF), which is used during the water filtration process. Raw water is input to the filter (e.g., filter sand and gravel), and gravity is used to drain the water through the media to remove impurities so that clean water can be output. With use, the RGF media degrades gradually, and this degradation can be observed through symptoms such as, for example, clustering of the sand within the media leading to a loss of effectiveness in cleaning the water, and residual impurities remaining in the output water leading to reduced purity of the filtered water. The RGF media is believed to degrade with use, and the rate of that degradation might depend on factors, such as the media supplier quality. Degradation of the RGF is observable by the operator through direct inspection of the media, and indirectly through measurements of output water quality. Degradation of the media eventually leads to a failure of the RGF when the overall performance of the media is deemed unsatisfactory by the operator. This condition tends to occur when the quality of the water exiting the RGF does not meet specified targets.

Typically, there are multiple RGFs configured in parallel in a water filtering system, and these RGFs can be activated to simultaneously filter the incoming water. The capability of the installed water filtering system at any water treatment site is designed to meet maximum peak demand. All RGFs may not be required to operate during non-peak periods, and so some may be in cold standby. The decision of how many and which RGFs to operate is made by the human operator. While the goal is to ensure that the clean water output meets required performance quality standards, conversations with operators indicate that they achieve this result by selecting combinations of RGFs which will achieve reliable water filtering system performance. Operators use their knowledge about the degradation condition of the RGFs, and intentionally manage the usage of the RGFs, not just to decide which to operate on any one occasion, but also to inform the remaining life of the RGFs. They do this so that all assets age gracefully at rates that imply balanced levels of degradation of all RGFs at any point in time. This approach ensures that all RGF media fails at approximately the same time.

Minimising the variation in the degradation condition of RGFs implies they should all be available for operation in high load situations because, if some have failed, then the system may not be able to handle a peak load because each RGF has an upper bound on the filtering rate. Because the operator makes decisions to allocate work load that balances the level of the degradation condition of the RGFs in a water filtering system leading to a common end-of-life for a system of RGFs, we have a particular type of load sharing system.

B. Overview of load sharing systems models

Many other industrial examples of load sharing systems exist; each possesses distinctive characteristics depending on the nature of the work load and the manner in which work is shared. For example, electric generators in a power plant, cables in a suspension bridge, pumps in a hydraulic system, the CPUs in a multiprocessor computing system [1], yarn bundles of untwisted cables, and servers in a distributed computer system. Additional examples are given in [2].

For the examples of load sharing systems described in the literature, a common feature is that all components in the system share the work load, and comply with a certain set of load sharing rules until one component suddenly fails, after which the load is automatically re-distributed to the remaining components. A comprehensive discussion about sharing rules (e.g., equal load sharing, tapered load sharing, local load-sharing, etc.) is provided by [3]. The load sharing mechanism introduces dependency between the times to failure among the components, making modeling and inference of such systems different from simpler redundant systems, such as a k-out-of-n system [4]. There exists a large literature reporting the analysis of load sharing systems. For example, modeling the reliability of load sharing systems is discussed by, amongst others, [1], [5], [6], [7], while statistical inferences for load sharing models are developed by [8], [9], [10], [11].

An implicit assumption in the aforementioned studies is that component failure is sudden and catastrophic, causing the system to cease functioning immediately, and hence to stop producing output. However, as seen in our motivating example, the condition of components may degrade gradually until a point at which the system fails to meet a required performance threshold. For such systems, it is arguably more appropriate to model the events occurring when the component condition degrades, until performance reaches a critical threshold level [12], [13]. That is, we model events which are described by [14] as soft failures, but which we prefer to describe here as degradation failures following the standard definition as reported in, for example, [15]. Further, note that we model only degradation failures, and not sudden failures. For systems such as the RGF, this assumption is not unreasonable because the media will not be subject to shocks, hence sudden failures have never been experienced, and are not anticipated. In systems subject to a gradual degradation of components, the load sharing mechanism will be different from the traditional load sharing systems reported in the literature. This condition implies that the existing reliability and cost models for load sharing systems are not adequate for problems such as RGFs. A new model is required. In this article, we aim to contribute such a model, and to show how it might be used to support a selection of asset management and system design decisions through an example informed by our water utility problem.
C. Rationale of proposed load sharing model

In our context, the work allocation rule means that the components are used intermittently, and so the regular chronological time scale is not applicable for modeling. An alternative is to use the cumulative work load (CWL) processed by each component. We argue that this approach is appropriate because it represents the cumulative usage of a component, which is the root cause of the component degradation. Additionally, the value of the CWL for each component, as well as the system, might be relatively easy to obtain. For example, the total amount of water processed through an RGF might be obtained from a water meter installed at the water outlet of each RGF, while the total amount of water processed by the water treatment site might be read from a meter installed at the water inlet.

The CWL to degradation failure of a component is modeled as a random variable. This random CWL-to-degradation-failure can be regarded as an unknown resource that a component is endowed with at inception. The failure process can be represented by the accumulated usage of a component over time until the cumulative work load reaches the random CWL-to-degradation-failure of the component. Because the system is deemed to fail when its specified performance threshold can no longer be met because the combined degradation of all components has increased to an unsatisfactory level, the CWL-to-degradation-failure of the system is given by the sum of the CWL-to-degradation-failure of all components.

Based on the CWL scale, we propose a novel approach to modeling the reliability of such a load sharing system as described above, and the subsequent cost estimation. More specifically, we treat the CWL process into the system as a stochastic process. Our model captures the operator’s actions to allocate work load to the components with a view to balancing their degradation condition. The system fails when the CWL accumulation process reaches the random CWL-to-degradation-failure of the system, i.e., the sum of the CWL-to-degradation-failure of all components in the system. In addition to the reliability and cost prediction, this approach also enables optimal design of a future system.

The remainder of the paper is organised as follows. In Section II, we describe the model formulation, and articulate our detailed assumptions. Section 3 develops the analysis for the distribution of system CWL-to-degradation-failure, the work load accumulation process, and the distribution of time to degradation failure, examining alternative representations of the work load accumulation process. Cost analysis is presented in Section 4, and includes derivation of the expected cost for a given accumulation process, and the distribution of time to degradation, examining alternative representations of the work load accumulation process. An illustrative example is presented in Section 6 using de-sensitised data informed by our water utility problem. Concluding remarks and suggestions for further work are discussed in Section 7.

II. Model Formulation

Consider a load sharing system that consists of $n$ $s$-identical components as well as an operator. System work load is allocated to the components by the operator. The condition (or performance) of the components degrades with the CWL. The degradation level of components is observable to the operator, and the operator allocates work load to the components to balance their degradation. The degradation of the components ultimately leads to a system failure when the performance of all components is deemed unsatisfactory by the operator because they cross a specified degradation threshold, upon which a system replacement is required.

Let $T$ denote the time to degradation failure of the system. Given a degradation failure of the system, the CWL-to-degradation-failure of component $i$, denoted by $X_i$, is a random variable with a cumulative distribution function (CDF) $F_X(x)$, and probability density function (PDF) $f_X(x)$. The CWL-to-degradation-failure of the system, denoted by $S$, is the sum of the CWL-to-degradation-failures of all components.

Based on the above description, the following assumptions are made.

- The CWL to the system is a monotone increasing and stationary stochastic process $U(t); t \geq 0$, where $t = 0$ corresponds to the installation time epoch of the system. That is, for $t, s > 0, U(t + s) - U(s)$ is $s$-independent of $U(s)$, has positive support, and has the same distribution as $U(t)$.
- During system operation, the operator allocates the work load to the components based on the work load magnitude, and the component degradation levels. Through the choice of components, the degradation levels of all components are managed so that the degradation failures of all components occur at the same time.
- The component CWL-to-degradation-failures $X_i, i = 1, \ldots, n$, are $s$-independent and identically distributed (i.i.d.), and follow an inverse Gaussian distribution, i.e., $X_i \sim IG(\mu, \lambda), \mu, \lambda \geq 0$, with PDF, and CDF as

$$
    f_{IG}(x; \mu, \lambda) = \left( \frac{\lambda}{2\pi \mu^3 x^2} \right)^{\frac{1}{2}} \exp \left( -\frac{\lambda(x - \mu)^2}{2\mu^2 x} \right), x > 0,
$$

and

$$
    F_{IG}(x; \mu, \lambda) = \Phi \left( \sqrt{\frac{\lambda}{x}} \left( \frac{x}{\mu} - 1 \right) \right) + \exp \left( \frac{2\lambda}{\mu} \right) \cdot \Phi \left( -\sqrt{\frac{\lambda}{x}} \left( \frac{x}{\mu} + 1 \right) \right), x > 0,
$$

where $\Phi(\cdot)$ is the CDF of the standard normal distribution.
The CWL-to-degradation-failure of the system is the sum of the deterministic work load accumulation as a special case.

The CWL-to-degradation-failure to obtain the distribution of the system CWL-to-degradation-failure, then combine this increasing process with stationary increments is appropriate. When there are seasonal effects on the work load accumulation, the work load is random, but the demand in different time intervals can be regarded as i.i.d. Therefore, a monotone increasing process with stationary increments is appropriate. When there are seasonal effects on the work load accumulation process, the seasonal fluctuation can be taken into account by using a time transformed stochastic process [18].

III. LOAD SHARING SYSTEM FAILURE PROBABILITY DISTRIBUTION

To derive the probability distribution of the system time-to-degradation-failure, we first convolute the distributions of the component CWL-to-degradation-failure to obtain the distribution of the system CWL-to-degradation-failure, then combine this result with the CWL stochastic process to transform back to the chronological time scale.

A. Distribution of system CWL-to-degradation-failure

The moment generating function of the inverse Gaussian variable specified by (1) and (2) is given by

$$M_X(z) = E[\exp(zX)] = \exp \left[ \frac{\lambda}{\mu} \left( 1 - \sqrt{1 - \frac{2\mu^2z}{\lambda}} \right) \right].$$

The CWL-to-degradation-failure of the system is the sum of $X_i$, $i = 1, 2, \ldots, n$, i.e., $S = \sum_{i=1}^{n} X_i$. The CDF of $S$ is $F^S_X(.)$, the $n$-fold convolution of $F_X(.)$. Generally speaking, the convolution is difficult to obtain. Alternatively, we can consider the moment generating function of $S$, which is

$$M_s(z) = E \left[ \exp \left( z \sum_{i=1}^{n} X_i \right) \right] = \exp \left[ \frac{n\lambda}{\mu} \left( 1 - \sqrt{1 - \frac{2\mu^2z}{\lambda}} \right) \right].$$

Note that the cumulant on the right hand side can be re-organized as

$$\frac{n\lambda}{\mu} \left( 1 - \sqrt{1 - \frac{2\mu^2z}{\lambda}} \right) = \frac{n^2\lambda^2}{\mu^2} \left( 1 - \sqrt{1 - \frac{2(n\mu)^2z}{n^2\lambda^2}} \right).$$

By comparing (4) with (3), the above equality shows that $S$ indeed follows $\mathcal{IG}(n\mu, n^2\lambda)$.

B. Work load accumulation process

In situations where the incoming work load is relatively steady, the cumulative work load may be approximated by a linear function with rate $v$. If the approximation holds, the CWL to the system is $U(t) = vt$. Therefore, the time-to-degradation-failure and the CWL-to-degradation-failure satisfies the relationship $vT = S$, and thus $T = S/v$. Using the same technique as presented in Section III-A, we can show that, when $S \sim \mathcal{IG}(n\mu, n^2\lambda)$, $T = S/v \sim \mathcal{IG}(n\mu/v, n^2\lambda/v)$.

Under an assumption of monotone and stable increments, there exist a number of candidate stochastic processes to describe the CWL over time. As well as the IG process, we shall consider the gamma and compound Poisson processes to describe the work load accumulation. To provide some intuitive insight into the behaviour of these three processes, we illustrate one sample path for each process in Fig. 1. More detailed descriptions of these processes are presented in the following sub-sections.

1) The gamma process

The gamma process, whose sample path is monotone and quite smooth, has been widely used to describe the usage accumulation process of cars or other products, e.g., see [19], and [20], among others. Note that usage is a special case of work load. Therefore, the gamma process is an appropriate candidate for the work load.

The CWL process $\{U(t); t \geq 0\}$ is a simple gamma process with stationary increments if it has $s$-independent, gamma distributed increments. Therefore, $U(t)$ follows Gamma$(vt, \gamma)$, $v, \gamma > 0$, with PDF

$$g_{U(t)}(u; vt, \gamma) = \frac{\gamma(\gamma u)^{vt-1}}{\Gamma(vt)} \exp(-\gamma u), u > 0.$$

The mean, and variance of $U(t)$ are given by $vt/\gamma$, and $vt/\gamma^2$, respectively. If we fix $v/\gamma$, and let $\gamma \to \infty$, the variance of $U(t)$ tends to zero, meaning that the CWL process is deterministic with $U(t) = vt$. Therefore, the gamma process includes the deterministic work load accumulation as a special case.
2) The compound Poisson process

The load work may take the form of tasks. For example, a system may be operating only when a task arrives [5], while the resource required to process the task is random. If the task arrival rate is not high, we may need to consider the compound Poisson process for the work load. This need motivates the adoption of a compound Poisson process with

\[ U(t) = \sum_{i=1}^{N(t)} W_i, \]

where \( \{N(t); t \geq 0\} \) is a non-homogeneous Poisson process with rate function \( \lambda(t) \), and \( W_i \) are the workloads associated with each arrival, which are i.i.d.

3) The inverse Gaussian process

The IG process has monotone, quite smooth sample paths. It is a limit of the compound Poisson process, with a countably infinite number of jumps in any time interval where each jump size is small [21]. This means that the IG process is suitable to model a process which is an accumulation of many small effects over time, for example, wear, corrosion, damage due to high-frequent yet small shocks, etc. Work load may take the form of tasks or orders, where the tasks arrive as a point process, and each task has a random amount of work load. If the arrival rate is high while the work load in each task is small, e.g., computation tasks to a computer, then the CWL may be well approximated by the IG process. On the other hand, the sample path of an IG process is quite smooth. We expect that the IG process is able to provide a reasonable approximation to some continuous CWL processes. Another attractive property of the IG process is that it is flexible to incorporate random effects. The random effects are useful to describe unobservable factors in the CWL process, such as unknown raw water quality.

An IG process \( \{U(t); t \geq 0\} \) with stationary increments has \( s \)-independent and IG distributed increments, i.e., \( U(0) = 0 \), and \( U(t+s) - U(s) \sim IG(\nu t, \gamma t^2) \) for any \( s, t > 0 \). The monotone property of the IG process is guaranteed by the positive support of the IG distribution. The mean, and variance of \( U(t) \) are respectively given by

\[ E[U(t)] = \nu t, \quad \text{var}[U(t)] = \nu^3 t / \gamma. \]  

When we fix \( \nu \), and let \( \gamma \to \infty \), the variance of this process tends to zero while the mean remains unchanged. This result means that the process degenerates to a deterministic linear accumulation model.

C. Time-to-degradation-failure distribution

To predict the reliability, and estimate the expected costs of the system, it is desirable to know the distribution of the time-to-degradation-failure under the chronological time scale. This knowledge can be achieved by combining the results in Sections 3.1 and 3.2. The time-to-degradation-failure, \( T \), of the system is given by

\[ F_T(t) = P(S < U(t)) = \int_0^\infty F_S(u) dG_{U(t)}(u). \]
Generally speaking, (7) does not bear a closed-form solution. But the integral is only one dimensional, and thus it can be efficiently computed through some numerical techniques. For example, [22] propose an algorithm to compute (7) that is similar to the Riemann sums for the integral except that it partitions unevenly the domain of $T$ to give a greater resolution in high probability density regions.

IV. COST ANALYSIS

Suppose that the unit time operation cost of an $n$-component system is $nC_O$, depending on the number of components. When the system is replaced because of unsatisfactory performance, the replacement cost includes the price of each component, denoted by $C_r$, and a fixed system replacement cost, denoted by $C_s$. The replacement time is assumed negligible compared with the time-to-degradation-failure of the system. This section considers two problems. First, we estimate the expected cost of an existing system operating within a predetermined time horizon. Second, we derive the long term average cost, and the associated optimal system design for a future system.

A. Expected cost of operating system over a finite time horizon

Suppose that a system starts operation at time $t = 0$. We would like to estimate the expected cost of the system over $\tau$ units of time. To compute the expected cost, we treat the replacement process as a renewal process, where the system starts anew after each replacement. The distribution of the inter-replacement time of the renewal process is given by $F_r(t)$ in (7), and the expected cost over time $\tau$ is given by

$$C(\tau) = nC_O \tau + (nC_r + C_s)m(\tau).$$

$m(t)$ is the renewal function of the renewal process. The renewal function generally does not bear a closed form expression, but it can be numerically computed by means of the Riemann-Stieltjes sums algorithm [23]. This algorithm computes the renewal function in a recursive way, and only needs the values of $F_r(t_i)$, which are available from (7).

B. Long term average cost, and the optimal design of future system

For an $n$-component system, $T(n)$ is used to denote the time to system failure. Again we assume that, after each replacement, the system renews. Based on renewal reward processes [24], the long term average cost per unit time can be expressed as

$$C_{ave}(n) = \frac{nC_O E[T(n)] + nC_r + C_s}{E[T(n)]} = nC_O + \frac{nC_r + C_s}{E[T(n)]}. \quad (8)$$

Now consider the optimal design of a new system to minimize the long run average cost by properly choosing the number of components $n$. Usually, there is a lower bound imposed on $n$ because of the minimum requirement of the system capacity to deal with peak loads. In addition, there is an upper bound because of the system capacity, e.g., volume or space constraint. Therefore, we consider the optimal design problem as follows.

$$\min_n C_{ave}(n) = nC_O + \frac{nC_r + C_s}{E[T(n)]}$$

s.t. : $n \leq n \leq \bar{n}$

$$n \in \mathbb{N} \quad (9)$$

To obtain the optimal solution, we need to simplify the objective function. The following result turns out to be helpful.

**Proposition 1.** Consider a system with $n$ identical components subject to degradation. Suppose the CWL process has s-independent and stationary increments while the increment at any time interval has a continuous distribution with support on $(0, \infty)$. If the usage rule is to keep the degradation of all components at the same level, then $E[T(n)] = nE[T(1)]$, where $T(1)$ is the lifetime of a system with a single component.

The proof is given in the Appendix. Given this proposition, the objective function in (9) can be specified as

$$C_{ave}(n) = \frac{nC_O E[T(n)] + nC_r + C_s}{E[T(n)]} = nC_O + \frac{C_s}{nE[T(1)]} + \frac{C_r}{E[T(1)]}. \quad (10)$$

It is readily seen that (10) is a convex function of $n$. If we treat $n$ as continuous in (10), the minimum is achieved at $n^* = \sqrt{C_s/[C_O E[T(1)]]}$. In addition, $C_{ave}(n)$ is decreasing when $n < n^*$, and increasing when $n > n^*$. Therefore, given the constraints in (9), when $n \geq n^*$, $C_{ave}(n)$ is increasing in the interval $[n, \bar{n}]$, and the minimum of (9) is achieved at $n$. On the other hand, if $n \leq n^*$, $C_{ave}(n)$ is decreasing in the interval $[\tilde{n}, \bar{n}]$, and thus $\bar{n}$ minimizes (9). Based on the above discussion, the optimal solution of (9) is recapitulated in the following proposition.

**Proposition 2.** Suppose the conditions specified in (9) hold. Then the optimal solution of (9) is specified as follows.

- When $n \geq n^*$, $n^* = \bar{n}$.

- When $n \leq n^*$, $n^*$ minimizes (9).
When $\bar{n} \leq n^I$, $n^* = \bar{n}$.
When $\bar{n} < n_1 < \bar{n}$, $n^* = \lfloor n^I \rfloor$ or $\lceil n^I \rceil$, whichever yields a lower cost.

See from Proposition 2 that, when all components are $s$-identical, the optimal system configuration that minimizes the long run average cost is easy to obtain. Even when the components are not $s$-identical (e.g. they come from a number of suppliers), then the determination of the optimal system design configurations is also not difficult, as we shall discuss further in Section 5.3.

V. Extending the Model to Multiple Component Choices

In Sections 2 through 4, we have presented a model for a single $n$-component system, where all components are assumed new and $s$-identical. We now relax that assumption, and consider the scenario when the system has non-$s$-identical components. Components in the system need not be $s$-identical; the same components may be sourced from different suppliers, or a single supplier may provide variants of the same component. Let us now extend the model to represent non-$s$-identical components, and to frame decisions in terms of the optimal choice of components.

Suppose that there are $m$ suppliers, the price of a component from supplier $i$ is $C^{(i)}_r$, while the unit time operational cost of the component is $C^{(i)}_O$. A system is comprised of $n_i$ components from supplier $i$. Let $\mathbf{n} = (n_1, n_2, \ldots, n_m)'$ be the configuration of the system, and $T(\mathbf{n})$ be the time-to-degradation-failure of this system. It is readily seen that $T(e_i)$ is the time-to-degradation-failure of a system with a single component from supplier $i$, where $e_i$ is the unit vector with the $i$-th element equal to 1 while others are equal to 0. The distribution of $T(e_i)$ depends on the CWL process, and the quality of the component. Similar to Section 4, we are concerned with two questions: (a) how to estimate the expected cost over a finite time horizon for an existing system, and (b) how to select the optimal configuration $\mathbf{n}$ for a new system.

A. Cost estimation of operating system over a finite time horizon

Consider a system with configuration $\mathbf{n}$. The total expected cost of the system over $\tau$ units of time includes the operational cost, and the replacement cost, which can be specified as

$$C(\tau) = \tau \sum_{i=1}^{m} n_i C^{(i)}_O + \left( \sum_{i=1}^{m} n_i C^{(i)}_r + C_S \right) m(\tau) = \tau \mathbf{n}' C_O + (\mathbf{n}' C_r + C_S) m(\mathbf{n}, \tau),$$

where $C_r = (C^{(1)}_r, \ldots, C^{(m)}_r)'$, $C_O = (C^{(1)}_O, \ldots, C^{(m)}_O)'$, and $m(\mathbf{n}, \tau)$ is the expected number of replacements over $\tau$. To use the Riemann-Stieltjes sums algorithm to numerically evaluate $m(\mathbf{n}, \tau)$, the distribution of $T(\mathbf{n})$ is needed, which is discussed below.

For a system with configuration $\mathbf{n}$, its time-to-degradation-failure distribution depends on the CWL process, and the CWL-to-degradation-failure of the system $S(\mathbf{n})$. The CWL process can be adopted directly from Section 3.2, and the CWL-to-degradation-failure of the system is the sum of the CWL-to-degradation-failure of the components, i.e., $S(\mathbf{n}) = \sum_{i=1}^{m} \sum_{j=1}^{n_i} X_{i;j}$, where $X_{i;j}$ is the CWL-to-degradation-failure of the $j$th unit from the $i$th supplier, and $X_{i;1}, \ldots, X_{i;n_i}$ are i.i.d. random variables following the same IG distribution. Generally speaking, $S(\mathbf{n})$ is no longer an IG variable. However, it is reasonable to assume that $X_{i;j} \sim IG(\eta_i, \lambda_0 \eta_i^2)$, under which it can be shown that $S(\mathbf{n}) \sim IG(\eta, \lambda_0 \eta^2)$ with $\eta = \sum_{i=1}^{m} n_i \eta_i$ by following a similar procedure to that in Section 3.1. Our justification for the form of the IG distribution is as follows.

Recall that the components are subject to failures caused by gradual degradation. Consider that the component degradation follows a Wiener process with $W(u) = \nu u + \sigma v B(u)$, where $\nu$, and $\sigma$ are respectively the drift, and volatility parameters. $B(u)$ is the standard Brownian motion, and $u$ is the CWL. We use the Wiener process of this form by considering that a unit with high degradation rate $v$ will also have high variance rate $\sigma^2 v^2$. Then the first passage CWL of this process to a fixed threshold $D$ follows an IG distribution $IG(\omega, \omega^2 / (\sigma^2 v^2))$. We may assume that the components from different suppliers have different degradation rate $v$, but the same volatility parameter $\sigma$. Then the CWL-to-degradation-failure of a component from supplier $i$ is $IG(\eta_i D_i / \nu_i v_i, \lambda_0^2 \eta_i^2)$, which can be denoted as $IG(\eta_i, \lambda_0 \eta_i^2)$ with $\eta_i = D_i / \nu_i$, and $\lambda_0 = \sigma^{-2}$. The above reasoning justifies the assumption of the form of IG distribution.

Given the distribution of $S(\mathbf{n})$, we can follow the same procedure in Section 3.3 to compute the distribution of the system lifetime $T(\mathbf{n})$.

Remark: If there are multiple systems in operation, then different systems may have different CWL processes $\{U(t); t \geq 0\}$, and distinct configurations, i.e., different $\mathbf{n}$. For each system, we can compute the distribution of their time-to-degradation-failure $T(\mathbf{n})$ based on its CWL process and configuration, and then evaluate the expected cost using (10).

B. Optimal design of a future system

The optimal system design problem involves the selection of components from among discrete choices, and the determination of a system-level configuration that leads to the lowest cost. The optimal configuration balances the system operational cost and system replacement cost. As with Proposition 1, the following proposition is helpful in simplifying the cost function.
Proposition 3. Consider a system with the combination of components \( n = (n_1, n_2, \ldots, n_m)' \), where \( n_i \) is the number of components from supplier \( i \). Given the conditions in Proposition 1, we have \( E[T(n)] = \sum_{i=1}^{m} n_i E[T(e_i)] \).

The proof of this proposition is similar to that of Proposition 1, and thus is not presented here. Given this proposition, the long term average cost of the system with \( n = (n_1, n_2, \ldots, n_m)' \) and the optimal design problem can be expressed as

\[
\min_{n} C_{ave}(n) = \frac{\sum_{i=1}^{m} \sum_{j=1}^{m} n_i n_j C^{(i)}(e_j) E[T(e_j)] + \sum_{i=1}^{m} n_i C^{(i)}(e_i) + C_s}{\sum_{i=1}^{m} n_i E[T(e_i)]}
\]

\[= \frac{n'Qn + n'C_r + C_s}{n'T} \quad \text{s.t. } n \leq n'1_m \leq \bar{n} \tag{12} \]

where \( T = (E[T(e_1)], \ldots, E[T(e_m)])' \), \( 1_m = (1, \ldots, 1) \), and \( Q = (C_0T' + TC_0)/2 \) is a symmetric matrix. Equation (12) is a quadratic-linear fractional integer programming problem with linear constraints. If \( Q \) is positive semi-definite, then (12) is a convex-concave type nonlinear fractional programming problem, and the objective function is quasi-concave [25]. Therefore, a global maximum can in principle be obtained through a local maximization algorithm. But the matrix \( Q \) in our problem is found to be indefinite. In this case, we may invoke the algorithm developed by [26] to solve (12) without the integer constraint, and then search the feasible integer points around the solution. Alternatively, local search algorithms like tabu search or evolutionary methods like genetic algorithm can be used to obtain a local optimal solution when the dimension of \( n \) is large. In situations where the number of suppliers is small, then an exhaustive enumeration may be feasible.

VI. ILLUSTRATIVE EXAMPLE

Informed by our motivating industry example, but using de-sensitised data, we present examples of our model under a number of scenarios. We begin with the case of a single system comprising identical components. The analysis is then extended to allow for multiple suppliers of components.

A. Analysis of a single system with identical components

An existing system has 5 components with i.i.d. CWL-to-degradation-failure \( X_i \), where \( \mu = 2000 \), and \( \lambda = 5000 \). The CWL process \( \{U(t); t \geq 0\} \) is modeled using a Gamma process such that \( U(t) \sim \text{Gamma}(vt, \gamma) \) with \( v = 1000 \), and \( \gamma = 1 \). The operational cost for each component is \( C_O = 0.05 \) per year, the price of a component is \( C_r = 1 \), and the fixed replacement cost is \( C_s = 5 \). The units used for the time, monetary values, and the CWL are in years, millions of pounds, and trillion of litres, respectively.

1) Reliability and cost under different operational experience scenarios

Suppose the system has all new components at \( t = 0 \). Based on Section 3.1, the CWL-to-degradation-failure \( S \) of the system is given by an \( IG(10000, 125000) \). Therefore, the time to failure distribution (7) of the system can be computed numerically. The resulting CDF of the time-to-degradation-failure distribution, \( T(5) \), is depicted by the solid line in Fig. 2. By year 5, the probability of surviving remains close to 1, but by year 10 it has fallen to around 0.4, and by year 20 the system will almost certainly have failed.

Based on the distribution of the system time-to-degradation-failure \( T(5) \), the expected number of replacements and the expected cost of the system over time can be obtained based on the results in Section 4.1, as can be seen from the solid lines in Fig. 3. For example, by year 5, there are no expected renewals, and the expected cost over this horizon is around £1.3m. One replacement is expected by year 16, by which time the expected cost is £15.2m.

2) Optimal design of future system

Suppose now that we would like to design a new system, and the objective is to choose the optimal \( n \) to minimize the long run average cost subject to the constraint that \( 4 \leq n \leq 10 \). To use the results in Section 4.2, we need to compute \( E[T(1)] \), which we find to be 2.066. Without the integer constraint, the minimal cost is achieved when \( n^I = 7.06 \). Based on Proposition 2, we can check the long run average costs when \( n = 7 \), and \( n = 8 \), which we find to be £1.205m, and £1.214m, respectively. Therefore, the optimal design should be \( n^* = 7 \). The long run average cost over the number of components is shown in Fig. 4, which suggests \( n^* = 7 \).

B. Analysis given non-identical components from two suppliers

To illustrate the methods developed in Section 5.2, suppose now that there are two suppliers of components of the system. Consider a similar existing system to that considered in Section 6.1 with 5 components, but now with 4 from supplier 1 and the other from supplier 2. There is evidence to suggest that the distributions of CWL-to-degradation-failure of the components from these two suppliers are different. For the components from suppliers 1, and 2, we model the distributions of CWL-to-degradation-failure as \( IG(2000, 5000) \), and \( IG(800, 800) \), respectively. Therefore, the CWL-to-degradation-failure of the system...
follows \( IG(9200, 96800) \). The work load accumulation process is assumed to be the same for all components regardless of source. The fixed replacement cost is again \( C_s = 5 \). For the component from supplier 1, the price of each unit is \( C^{(1)}_r = 1 \), and the operational cost is \( C^{(1)}_O = 0.05 \) per year. For the component from supplier 2, the price of each unit is \( C^{(2)}_r = 0.2 \), and the operational cost is \( C^{(2)}_O = 0.03 \) per year. As before, the units used for the time, monetary values, and the CWL are in year, millions of pounds, and trillion of litres, respectively.

Based on these descriptions, the system time-to-degradation-failure distributions, the expected number of replacements over time, and the associated expected costs can be computed, and are displayed in Fig. 5 for a new system. From these displays, we can observe the same patterns as discussed in Section 6.1 for a system with identical components from the same supplier. However because one component, from supplier 2, is less expensive to buy and operate, but also has a shorter CWL-to-degradation-failure, then we might expect the probability of system time-to-degradation-failure to be higher than for the case of homogeneous components from one supplier, as considered in Section 6.1. Equivalently, we might expect the times to first replacement to be shorter, and the comparable costs to be lower. Indeed from our results this is the case. For example, from Fig. 5(a), the probability of system time-to-degradation-failure in 10 years is circa 0.75. From Figs. 5(b) and (c), the expected years to first replacement of the system are 13.4, and the expected costs over a 10 year horizon are circa £8.4m for a system
Fig. 4: The long run average cost of the system of 5 identical components as a function of the number of components.

Fig. 5: (a) Probability of failure, (b) expected number of replacements, and (c) the expected costs over time for a new system of 5 components with 4 from Supplier 1 and the other from Supplier 2.

Given the cost structure, if we would like to design a new system in the future, and assuming that we would continue to source from the two suppliers, then the optimal design that minimizes the long run average cost can be derived based on the results in Section 5.2. The optimal cost is £1.163m, and the associated optimal configuration is $n^* = (2, 8)'$, i.e., 2 components from supplier 1, and 8 components from supplier 2.

VII. CONCLUDING REMARKS, AND FUTURE WORK

This paper has systematically studied a new load sharing system with degradation component failures. The load sharing is controlled by the operators, who allocate the work load with a view to balancing the level of component degradations. We believe that direct modeling of such a system under the chronological time scale is not appropriate because the operators allocate work to components depending on their degradation level, and not only the current work load. In addition, the intensity of the work load processed by each component may fluctuate because the work load is not constant, and it is well known that the work load intensity will affect the rate of failure of the components. Such fluctuation cannot be captured if the
chronological time scale is used. These aspects of the problem motivate consideration of the CWL as the time scale instead of using chronological time. We have discussed the gamma, inverse Gaussian, and the compound Poisson processes to describe alternative representations of the CWL over time. Because we consider only component failures that are caused by degradation, we model the CWL-to-degradation-failure of the components by the inverse Gaussian random variable. Based on the CWL process, and the CWL-to-degradation-failure distributions, the time-to-degradation-failure of the system can be derived.

In settings where the components in the system are identical, as might be the case if all are of the same type sourced from a single supplier, the CWL-to-degradation-failure of the system is again inverse Gaussian distributed. The expected cost of an existing system, and the optimal design of a future system that minimizes the long run average cost have been derived. There may be situations where all components are not identical, say when there are multiple suppliers of the same component, or variants of the component type available from the same supplier. Under mild assumptions, the CWL-to-degradation-failure of the system can also be modeled by the inverse Gaussian distribution, and the expected cost can be derived in a similar way. The optimal design is a quadratic-linear fractional integer programming problem, but the quadratic part is not positive semi-definite. If the number of suppliers is small, then the optimization can be implemented using existing software packages for integer programming, or even through enumeration.

Our model has been motivated by an industry problem facing a water utility. Our example is informed by this problem although it has been designed to illustrate implementation of our model and interpretation of the analysis only. Here we have specified parameter values that might be deemed reasonable for illustrative purposes. To use the model, we need to develop methods for obtaining data to support parameter estimation and model fitting. We might expect data collection to be a combination of statistical observations and structured expert judgment. Expert judgment can provide subjective assessments of parameter uncertainty. Goodness-of-fit tests using empirical data can support selection of appropriate processes for the CWL process [28], [29], and to verify the IG distribution for the CWL-to-degradation failure of the components.

As well as developing statistical inference methods for our model, there are a number of ways in which it might be extended. To date, we have focused attention on a single system; however, multiple systems may exist. For example, our water utility operates over 70 water treatment sites which are geographically located over diverse environments with variations in the quality of the raw water. Therefore, it would be beneficial to introduce random-effects into the CWL process, with the random-effects representing the unobservable raw water quality. Moreover, a system may have been in operation for a number of years rather than starting operation at \( t = 0 \). Cost analysis of such a system should be considered. It would also be useful to relax some assumptions because we made quite strong assumptions about how closely the operator can observe the component degradation, and therefore how well degradation can be controlled. However, there may be occasions due to, for example, seasonal characteristics where it is not possible to shut down certain RGFs because all are required to meet demand, and so degradation is not managed as we have assumed. Therefore, further work may also involve thinking about which factors affect the manner in which the system is being used when the cumulative work load is high, and system performance is close to its critical threshold.

**APPENDIX**

Consider a system with \( n \) identical components, each with CWL-to-degradation-failure \( X_i, i = 1, \cdots, n \). The time-to-degradation-failure of the system \( T_n \) is defined as the event that \( U(t) \) hits \( \sum_{i=1}^{n} X_i \). In fact, this failure process can be separated into \( n \) steps: at the first step, \( U(t) \) reaches \( X_1 \) at time \( Z_1 \). Because the increment at any time interval has a continuous distribution with support on \( (0, \infty) \), we can know that \( U(Z_1) = X_1 \). The second step begins at time \( Z_1 \) with \( U(Z_1) = X_1 \), and ends at \( Z_2 \) with \( U(Z_2) = X_1 + X_2 \). Similarly, the \( k \)th step, \( 2 \leq k \leq n \), starts at \( Z_{k-1} \) with \( U(Z_{k-1}) = \sum_{j=1}^{k-1} X_j \), and ends at \( Z_k \) with \( U(Z_k) = \sum_{j=1}^{k} X_j \). Obviously, \( T_n = Z_n \). Given that the usage process has \( s \)-independent and stationary increments, \( Z_1, Z_2 - Z_1, \cdots, Z_n - Z_{n-1} \) have \( s \)-independent and identical distributions. Therefore,

\[
E[T_n] = E[Z_n] = E\left[ Z_1 + \sum_{k=2}^{n} Z_k - Z_{k-1} \right] = nE[Z_1].
\]  (13)

By observing that \( Z_1 \) is equivalent to the time-to-degradation-failure of a single component system under the same usage process, the proposition follows.
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