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Modelling the effect of laser focal spot size on sheath-accelerated protons in intense laser–foil interactions
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Abstract

We present an approach to modelling the effect of the laser focal spot size on the acceleration of protons from ultra-thin foil targets irradiated by ultra-short laser pulses of intensity \(10^{16}–10^{18}\) \(\text{W cm}^{-2}\). An expression is introduced for the proton acceleration time, which takes account of the time taken for the laser-accelerated electrons, which expand laterally at the rear surface of the target, to escape the region of the sheath. When incorporated into an analytical model of plasma expansion, this approach is found to provide a good fit to measured scaling of the maximum proton energy as a function of intensity at large focal spot sizes.
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1. Introduction

High power laser-plasma driven ion acceleration is currently studied by many in the laser-plasma community in light of the compactness of the source and unique properties of the ion beam that could be useful for a variety of applications (see [1, 2] for recent reviews of the field). It is clear that a detailed understanding of how the spectrum and maximum energy of these bright and directional proton beams vary with laser properties is required in order to establish mechanisms for control and optimisation and therefore fully harness their application potential.

Under the laser interaction conditions described in this paper, proton acceleration occurs as the result of electrons accelerated by the laser pulse at the target front surface penetrating through the foil and establishing an evolving electric field, driven by charge separation [3], which acts to ionize and accelerate ions at the rear surface. The presence of contaminant layers, containing hydrogen, on the target rear surface results in protons being preferentially accelerated due to their high charge-to-mass ratio. The spectral properties of the resultant proton beam are therefore closely related to the dynamics of the energetic (hot) laser-accelerated population of electrons driving the plasma-sheath acceleration.

There have been many attempts at quantitatively modelling the maximum proton energy in terms of the laser intensity, based on the properties of the sheath field. These include contributions from, among others, Mora [4, 5], Schreiber et al [6], Wilks et al [3] and more recently Zani et al [7], Robson et al [8], Lefebvre et al [9] and Coury et al [10]. Macchi et al [2] provide a comprehensive review of the literature and introduction to the main approaches to modelling sheath-accelerated proton beams alongside comparison with experimental scaling studies. Many of the descriptions derive the maximum proton energy, \(E_{\text{pmax}}\), as a function of the hot electron temperature, \(T_{\text{hot}}\), whereas Shreiber et al derive \(E_{\text{pmax}}\) in terms of the laser power and the radius of the charge distribution at the target rear surface. A collection of papers can also be found that make explicit reference to the effect of changing the laser focal spot size on \(E_{\text{pmax}}\), with experimental work [11–13] highlighting the benefit of employing a larger focal spot size and theoretical work [7, 14] exploring the scaling predictions of codes that simulate varying laser energy only compared to varying laser spot size only. However, the majority of models of the sheath acceleration of protons calculate the scaling of \(E_{\text{pmax}}\) with respect to changes
in laser energy or laser pulse duration, at tight focus (<10 µm) only.

In this paper, the effect of increasing the drive laser pulse focal spot size on proton acceleration is considered and then included into an established model with a comparison made with experimental observation. Attention is spent on modelling the acceleration time to incorporate the increase in this parameter associated with the use of a large laser spot diameter, particularly when ultra-thin targets are used in combination with ultra-short pulses. Using ultra-thin targets, for which electron beam divergence during transport within the target is negligible, the initial lateral extent of the hot electron population on the rear surface will be of the order of the laser spot size. Therefore, defocusing the laser to larger spot sizes will give rise to a proportional increase in the initial lateral size of the hot electron source at the rear surface. However, this approximation applies only to the case in which target thickness is much smaller than the laser spot size. Under these conditions, there is no significant lateral spreading of the hot electron population as it is transported from the front to the rear side of the target. By contrast, Coury et al [10] have demonstrated that in the case of the irradiation of 100 µm-thick foils with a defocused laser spot, for which there is significant divergence of the transported hot electrons, the resultant electron sheath distribution at the target rear surface is strongly peaked on axis.

Motivated by the need to better model the effect of laser focal spot size, and therefore initial lateral extent of the electron population, on the sheath acceleration process when ultra-thin targets are employed we present here a modification to the ion acceleration time. This modified definition takes account of the influence of the hot electron population expanding laterally at the rear side of the target and when incorporated into an analytical model we find that this approach gives a better fit to experimentally established scaling laws for proton acceleration as a function of peak laser intensity.

2. Modelling

2.1. Plasma-sheath acceleration

The effect of large focal spot size irradiation of an ultra-thin foil target can be accounted for by exploring the properties of the sheath acceleration process that are directly relevant to determining the maximum proton energy. These are the hot electron temperature, \( T_{\text{hot}} \); hot electron density, \( n_{\text{hot}} \) (derived from the number of hot electrons, \( N_{\text{hot}} \), within the sheath of area equal to the laser spot area); and the acceleration time, \( \tau_{\text{acc}} \). A simple description of plasma-sheath acceleration that incorporates all of these parameters can be extracted from the Mora model [4]. The model is an isothermal description of longitudinal plasma expansion due to sheath field formation of a hot electron population with temperature, \( T_{\text{hot}} \), which makes use of a term describing the effective acceleration time, \( \tau_{\text{eff}} \). The maximum proton energy derived from the Mora model can be expressed as

\[
E_{p\text{max}} \sim 2T_{\text{hot}} \left[ \ln \left( \frac{\tau_{\text{eff}}}{\sqrt{2} \tau_{\text{acc}}} \right) \right]^2 \tag{1}
\]

where \( \tau_{\text{eff}} = \frac{\omega_p T_{\text{acc}}}{\sqrt{2} \exp(1)} \), \( \omega_p = \frac{\sqrt{n_{\text{hot}}^2 k_B T_{\text{hot}}}}{m_i n_{\text{hot}}} \) is the plasma ion frequency, \( m_i \) is the ion mass, \( T_{\text{acc}} \) is the acceleration time, \( T_{\text{hot}} = k_B T_{e} \) is the hot electron temperature with \( k_B \) being the Boltzmann constant and \( n_{\text{hot}} \) is the hot electron density. The Mora model makes use of the acceleration time in describing that the maximum proton energy is reached at a time \( \omega_p T_{\text{acc}} \gg 1 \), but it was Fuchs et al [15] that first introduced an estimate of this parameter in order to derive a finite result of \( E_{p\text{max}} \) and therefore scaling laws with respect to laser intensity that can be compared to experimental data. Perego et al have made an extensive comparison between sheath acceleration modelling approaches and discuss therein [16] the imposition of an acceleration time into the various scaling relations. The main contribution of this paper, namely of a modified approach to defining this parameter, is discussed in more detail in the following section.

Using the equations that follow, it is possible to examine how the sheath properties respond to an increase in laser intensity caused by either a change in laser energy for constant spot size or a change in laser focal spot size for constant laser energy. The maximum proton energy given in equation (1) can then be used as a first approximation in order to determine the relative scaling in maximum proton energy one might expect as a result.

The total number of hot electrons, \( N_{\text{hot}} \), and hot electron density, \( n_{\text{hot}} \) are given by

\[
N_{\text{hot}} = \frac{\eta E_L}{T_{\text{hot}}} \tag{2}
\]

and

\[
n_{\text{hot}} = \frac{N_{\text{hot}}}{\pi \left( \frac{D_i}{2} \right)^2 (2\lambda_D + d_i)} \tag{3}
\]

where

\[
\lambda_D = \sqrt{T_{\text{hot}} n_{\text{hot}} e^2} \tag{4}
\]

\( \eta \) is the conversion efficiency of laser energy \( E_L \), over a laser spot diameter, \( D_i \), into hot electrons and \( \lambda_D \) is the Debye length of the electron sheath plasma. The initial hot electron population length used to calculate the hot electron density in equation (4) is determined here using the solid target thickness, \( d_i \), with the addition of the initial longitudinal extension of the hot electron population (approximated as twice the Debye length) from both surfaces of the ultra-thin target.

For this investigation the hot electron temperatures were calculated using the scaling relation obtained by Lefebvre et al [9]:

\[
T_{\text{hot}} (\text{keV}) = 126 \left( \frac{I_L \lambda_{L0}^2}{1.37 \times 10^{18}} \right)^{0.6} \tag{5}
\]

where \( I_L \) is the laser intensity in units of W cm\(^{-2} \) and \( \lambda_L \) is the laser wavelength in microns. This scaling law is concurrent in both experimental [17] and numerical [9] studies that were conducted with ultra-short laser pulses under high laser intensity contrast conditions and therefore provides a good match to the laser interaction conditions of interest in this paper.
2.2. Ion acceleration time

For the length of time that hot electrons remain in the vicinity of the sheath, the electric field is maintained and proton acceleration occurs. The laser focal spot size becomes relevant to the proton acceleration time when the focal spot diameter, \( D_{\text{fr}} \), is of sufficient size that the time taken for hot electrons travelling from the centre of the sheath with average velocity, \( u_{\text{e}} \), to escape the edge of the initial surface charge area is larger than the laser pulse duration, \( \tau_{\text{p}} \). Using the scaling law given in equation (5), the hot electron temperature can be estimated in order to deduce the average hot electron velocity. For laser intensity \( \sim 10^{18} \text{ W cm}^{-2} \) and laser pulse duration of 40 fs, the minimum laser spot diameter that satisfies the condition for the spot size to become relevant is \( \sim 14 \mu \text{m} \). At laser spot diameters in excess of this, the electron escape time is a significant contributor to the acceleration time and therefore to the maximum proton energy, leading to a scaling with intensity that is different from that obtained for a small laser spot size and variable laser pulse energy.

The acceleration time can essentially be described as being made up of the laser pulse duration, \( \tau_{\text{p}} \), with the addition of the time taken for significant expansion of the ion front population beyond the electron sheath region to occur and for transfer of energy from the electrons to the protons to cease, \( \tau_{\text{expansion}} \). Buffechoux et al [18] combined experimental results and simulation data over a wide range of parameters and found a simple relation to describe the latter as \( \tau_{\text{expansion}} \sim 60 \mu \text{m}^{-1} \).

We introduce another factor influencing the plasma sheath dynamics, and hence the ion acceleration time, which is not typically considered in ion acceleration modelling, in terms of the lateral transport of hot electrons at the target rear surface [19, 20]. In applying the Mora model to sheath acceleration, we enable the influence of laser spot size to be incorporated into the calculation of the maximum proton energy with the introduction of a new temporal parameter, \( \tau_{\text{escape}} \), and by incorporating this into an expression for the \( \tau_{\text{acc}} \) outlined below. The maximum contribution to the acceleration time from lateral electron transport can be defined as the time taken for axial hot electrons to escape the initial lateral extent of the plasma sheath, \( \tau_{\text{escape}} \), and is a function of the initial sheath diameter, \( D_{\text{fr}} \), and the average velocity of the hot electrons, \( u_{\text{e}} \). The acceleration time is then calculated as the magnitude of all these contributions, to account for the fact that these times are not sequential:

\[
\tau_{\text{acc}} \sim \sqrt{\tau_{\text{p}}^2 + \tau_{\text{expansion}}^2 + \left( \frac{D_{\text{fr}}}{2u_{\text{e}}} \right)^2}. \quad (6)
\]

An increase in either \( T_{\text{hot}}, n_{\text{hot}} \) or \( \tau_{\text{acc}} \) in isolation will lead to an increase in the maximum proton energy. Of the three hot electron sheath properties, \( T_{\text{hot}} \) is the dominant contributor in determining the maximum proton energy. However, in exploring the scaling of maximum proton energy as a function of laser intensity one needs to also model the significant contribution made by changes in \( n_{\text{hot}} \) and \( \tau_{\text{acc}} \), by considering explicitly how these parameters vary with varying laser energy, pulse duration and spot size.

3. Results and discussion

The predictive capability of our approach was explored by comparing the maximum proton energy obtained when 25 nm-thick targets are irradiated with 40 fs pulses of intensity range \( 10^{16}–10^{18} \text{ W cm}^{-2} \) at focal spot sizes of 20 and 60 \( \mu \text{m} \), to experimental observations previously reported [13]. In figure 1 the maximum proton energy has been calculated using equation (1) and the expressions for \( n_{\text{hot}}, T_{\text{hot}} \) and \( \tau_{\text{acc}} \) as given here in equations (3), (5) and (6), respectively, with the input parameters being the values of laser intensity and laser energy used to obtain the experimental results in [13]. The laser pulse duration is held constant at \( \tau_{\text{p}} = 40 \text{ fs} \) with the absorption fraction also constant at \( \eta = 0.3 \), as measured over a wide range of \( I_{\text{L}} \) when high laser intensity contrast conditions are in use [21].

When the maximum proton energy was determined for both focal spot sizes without the use of \( \tau_{\text{escape}} \) term, the model predicts a single scaling curve for \( E_{\text{pmax}} \) as a function of laser intensity and severely underestimates the maximum proton energy achievable at the larger (60 \( \mu \text{m} \)) focal spot size. This outcome is expected and can be exemplified by considering the following scenario, in which the \( \tau_{\text{escape}} \) term is not included. When the laser energy is held constant and the focal spot size is increased from 20 to 60 \( \mu \text{m} \) there will be a decrease in both the effective rear surface \( n_{\text{hot}} \) as well as \( T_{\text{hot}} \). On closer inspection, an increase of \( \sim \text{factor 3} \) in \( \tau_{\text{acc}} \) is calculated due to the increase in \( \tau_{\text{expansion}} \) that results from a decrease in \( n_{\text{hot}} \). However, the effect on \( E_{\text{pmax}} \) of this increase in \( \tau_{\text{acc}} \) is rendered negligible due to the logarithmic dependence of \( E_{\text{pmax}} \) with \( \tau_{\text{acc}} \), compared to the direct correlation with \( T_{\text{hot}} \) which decreases at larger laser spot size. Whereas for the same scenario but with the \( \tau_{\text{escape}} \) term included a substantial increase in \( \tau_{\text{acc}} \) is calculated and offsets the decrease in the dominant \( T_{\text{hot}} \) parameter, resulting in a much higher estimation of \( E_{\text{pmax}} \) compared to when the
\(\tau_{\text{escape}}\) is not considered. As figure 1 clearly demonstrates, by including the escape time in the equation for the acceleration time the model results in two scaling curves, which match well to the measured values.

For an increase in laser energy, at large but constant focal spot size, all of the sheath properties that contribute to determining the maximum proton energy will also increase, apart from \(\tau_{\text{escape}}\) which will decrease as the temperature and thus velocity of the hot electrons increases with laser intensity. By contrast, a change in the laser spot size for either fixed or varying laser energy results in a much more complex interdependency of the main parameters that define the maximum proton energy, because a change in the focal spot size has a significant effect on both \(n_{\text{hot}}\) and \(\tau_{\text{escape}}\). The relative change in \(E_{\text{pmax}}\) can only truly be accounted for by considering all of these parameters and not just what is happening to the dominant \(T_{\text{hot}}\) term. For example increasing the focal spot size (for fixed laser energy) will decrease \(T_{\text{hot}}\) and lead to a decrease in \(n_{\text{hot}}\), despite an increase \(N_{\text{hot}}\), while also increasing \(\tau_{\text{escape}}\). Thus, varying the laser spot size alone results in a weaker intensity dependent scaling of maximum proton energy, compared to varying the laser energy alone. This difference in the scaling of \(E_{\text{pmax}}\) with varying laser energy compared to scaling obtained when the laser spot size is varied is also seen in the theoretical and simulation work presented by Zani et al. [7]. It is by considering the significant increase in \(\tau_{\text{acc}}\) that occurs at large focal spot size that our approach is also able to reproduce an increase in \(E_{\text{pmax}}\) obtained for data taken with similar laser intensity but increased laser energy and focal spot size, in agreement with numerical results that Passoni et al. [14] present in figure 3 of their paper on sheath acceleration modelling.

4. Conclusion

The importance of including lateral expansion of hot electrons at the rear surface of a thin foil irradiated by an intense laser pulse in modelling ion acceleration is demonstrated. An additional term in the definition of the ion acceleration time is introduced to account for the time it takes for laterally transported hot electrons to escape the accelerating sheath area on the rear surface, in the case of a large focal spot diameter. An approach that combines the modified acceleration time with a plasma expansion model, along with calculations for the hot electron temperature and density, is used to model the maximum proton energy and is found to be in good agreement with experimental results. Further experimental investigation at large focal spot sizes and various laser and target parameters would be very useful in order to verify that the modelling approach presented in this paper can be expanded beyond the specific irradiation conditions described in this study.
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