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Modeling thermocapillary migration of a microfluidic droplet on a solid surface
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Abstract

A multiphase lattice Boltzmann model is developed to simulate immiscible thermocapillary flows with the presence of fluid-surface interactions. In this model, interfacial tension force and Marangoni stress are included by introducing a body force term based on the concept of continuum surface force, and phase segregation is achieved using the recoloring algorithm proposed by Latva-Kokko and Rothman. At a solid surface, fluid-surface interactions are modeled by a partial wetting boundary condition that uses a geometric formulation to specify the contact angle, and a color-conserving boundary closure scheme to improve the numerical accuracy and suppress spurious velocities at the contact line. An additional convection-diffusion equation is solved by the passive scalar approach to obtain the temperature field, which is coupled to the hydrodynamic equations through an equation of state. This model is first validated by simulations of static contact angle and dynamic capillary intrusion process when a constant interfacial tension is considered. It is then used to simulate the thermocapillary migration of a microfluidic droplet on a horizontal solid surface subject to a uniform temperature gradient. We for the first time demonstrate numerically that the droplet motion undergoes two different states depending on the surface wettability: the droplet migrates towards the cooler regions on hydrophilic surfaces but reverses on hydrophobic surfaces. Decreasing the viscosity ratio can enhance the intensity of thermocapillary vortices, leading to an increase in migration velocity. The contact angle hysteresis, i.e., the difference between the advance-
ing and receding contact angles, is always positive regardless of the contact angle and viscosity ratio. The contact angle hysteresis and the migration velocity both first decreases and then increases with the contact angle, and their minimum values occur at the contact angle of 90 degrees.
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**1. Introduction**

Thermocapillary convection is a phenomenon of fluid movement that arises as a consequence of the variation of interfacial tension at a fluid-fluid interface caused by temperature gradients. It has been known as a mechanism for driving the motion of droplets and bubbles immersed in a second fluid since the pioneering work of Young et al. [1]. For most fluids interfacial tension is a decreasing function of temperature, and this leads to the movement of droplets or bubbles suspended in a bulk fluid from the regions of lower temperature to the warmer regions; such a subject has been studied extensively due to its importance in space material processing and many other engineering and scientific applications under microgravity conditions where sedimentation and gravity-driven convection are largely eliminated [2]. Over the last decade or so, attention has been focused on using thermocapillary forces to manipulate the motion and dynamic behavior of droplets or bubbles in microfluidic devices, where bulk phenomena can be negligible in comparison with interfacial effects due to large surface-to-volume ratio and low Reynolds number. Thermocapillary actuation is advantageous over convective hydrodynamic stress, electrohydrodynamic force, and magnetic force methods for droplet and bubble manipulations, as it can be generated easily by means of substrate embedded microheaters [3, 4] or by localized laser heating [5, 6] that allows contactless, reconfigurable, and real-time control of multiple droplets without the need for any special microfabrication or moving parts. To date, the thermocapillary force has been combined with geometry of the microchannel to realise various droplet manipulations including mixing, sorting, fission, fusion, sampling and switching [7, 8].

Unlike droplets suspended in a carrier fluid, droplets are typically in touch with channel walls in microfluidic devices. The confinement and wettability
of channel walls would quantitatively or qualitatively modify the physics of thermocapillary migration in a microfluidic channel [5, 9]. For example, it was observed that a liquid droplet placed on a horizontal solid surface can move toward cooler regions [10], as opposed to that in an unbounded flow condition. There have been a number of experimental studies investigating the migration of a liquid droplet on a solid surface induced by thermal gradients [11, 12, 13, 14, 15]. However, it is still very difficult to conduct precise experimental measurements of the local temperature and flow fields during the migration process of a droplet. Theoretical studies based on a lubrication approximation have been used for analyzing the migration velocity of a droplet with sufficiently small aspect ratio (defined by the maximum height of the droplet to its length) induced by thermocapillary force [16, 17, 10, 18]. Unfortunately, they are unable to solve the transient thermocapillary migration of a spherical cap droplet with a large contact angle due to the limitation of lubrication approximation. Numerical modelling and simulations can complement theoretical and experimental studies, providing an efficient pathway to enhance our understanding of thermocapillary migration of droplets in a microchannel.

Computational modeling of thermocapillary flows with fluid-surface interactions is a challenging task. Discretization errors in computation of interfacial forces may generate unphysical spurious velocities that can cripple the velocity field in the whole computational domain. Minimization of spurious velocities at the interface still remains a major challenge for many numerical models and algorithms. In addition, contact line dynamics is still a challenging problem that has not been fully solved because of its inherent multiscale nature [19]. Finally, due to strong dependence of interfacial tension on temperature, temperature fluctuations result in non-uniform interfacial tension forces and Marangoni stresses that affect the velocity field near the interface, which in turn alters the interfacial temperature distribution through the induced interfacial flows. Although traditional CFD (computational fluid dynamics) methods such as volume-of-fluid [20, 21] and level-set methods [22, 23] have been extensively used for simulating various multiphase flow problems, they suffer from numerical instability at the interface region when the interfacial tension becomes a dominant factor in microdroplet behavior [24]. Moreover, an empirical slip model with slip length at the molecular scale has to be introduced in these methods to avoid stress singularities at the moving contact line [25]. Microscopically, the interface between different phases and the contact line dynamics on the solid surface
are due to interparticle interactions [26]. Thus, mesoscopic level models are expected to describe more accurately the multiscale thermocapillary flows in a confined microfluidic device.

The lattice Boltzmann (LB) method has become a promising alternative to traditional CFD methods for simulating complex fluid flow problems. It is a pseudo-molecular method based on particle distribution functions that performs microscopic operations with mesoscopic kinetic equations and reproduces macroscopic behavior [27]. Its mesoscopic kinetic nature offers many of the advantages of molecular dynamics, making LB method particularly suited for modeling multiphase, multicomponent flows. A number of multiphase, multicomponent models have been proposed in the LB community, which can be classified into four major types: color-fluid model [28, 29, 30, 31], phase-field-based model [32, 33, 34], interparticle-potential model [35, 36, 37], and mean-field theory model [38]. These models have shown great success in modeling multiphase flow problems with a constant interfacial tension [39]. Based on the color-fluid model, we recently proposed the first LB model to simulate thermocapillary flows, through which we first numerically demonstrate that the micro-droplet manipulation can be achieved through the thermocapillary forces induced by the laser heating [40]. Later, we developed two phase-field-based thermocapillary models with one focusing on high-density-ratio two-phase flows [41] and the other on modeling fluid-surface interactions [9]. Although the thermocapillary color-fluid model inherits a series of advantages of the model by Halliday and his coworkers [42, 29], such as low spurious velocities, high numerical accuracy and strict mass conservation for each fluid, it can only simulate thermocapillary flows with droplets suspended in a carrier fluid, away from the wall boundary.

In this paper, we present a color-fluid LB model to simulate immiscible thermocapillary flows with the presence of fluid-surface interactions. A two-phase collision operator based on the concept of a continuum surface force (CSF) [43] is used to model the interfacial tension force and Marangoni stress, and the recoloring operator proposed by Latva-Kokko and Rothman [44] is introduced to maintain the interface between two fluids. An additional convection-diffusion equation is solved by a passive-scalar approach [45] to obtain the temperature field, which is coupled to the interfacial tension by an equation of state. At the solid surface, a previously developed wetting boundary condition [46] is incorporated into the model to account for fluid-surface interactions, in which the contact angle is enforced through a geometric formulation [47] and the color-conserving boundary closure scheme [48] is
applied to improve the numerical accuracy and suppress spurious currents at the contact line. The capability and accuracy of this model are first tested by two benchmark cases with analytical solutions. It is then used to simulate the thermocapillary migration of a microfluidic droplet adhering on a horizontal solid surface subject to a uniform temperature gradient, in which the influence of contact angle and fluid viscosity ratio on the droplet migration are systematically investigated.

2. Methodology

2.1. Color-fluid lattice Boltzmann model for thermocapillary flow

A color-fluid LB model was recently developed by Liu et al. [40] to simulate thermocapillary flows. In this model, red and blue distribution functions $f_i^R$ and $f_i^B$ are introduced to represent two different fluids, and the total distribution function is defined as: $f_i = f_i^R + f_i^B$. Each of the colored fluids undergoes the collision and streaming operations:

$$f_i^k(x + e_i \delta t, t + \delta t) = f_i^k(x, t) + \Omega_i^k(x, t),$$

(1)

where the superscript $k = R$ or $B$ denotes the color (“Red” or “Blue”), $f_i(x, t)$ is the distribution function in the $i$-th velocity direction at the position $x$ and time $t$, $e_i$ is the lattice velocity in the $i$-th direction, $\delta t$ is the time step, and $\Omega_i^k$ is the collision operator. The collision operator is the result of the combination of three sub-operators [31]:

$$\Omega_i^k = (\Omega_i^k)^{(3)} \left[ (\Omega_i^k)^{(1)} + (\Omega_i^k)^{(2)} \right],$$

(2)

where $(\Omega_i^k)^{(1)}$ is the Bhatnagar-Gross-Krook (BGK) collision operator, $(\Omega_i^k)^{(2)}$ is the two-phase collision operator which contributes to the mixed interfacial region and generates an interfacial force, and $(\Omega_i^k)^{(3)}$ represents the recoloring operator which mimics the phase segregation and keeps the interface sharp.

The BGK collision operator is given by

$$(\Omega_i^k)^{(1)} = -\frac{1}{\tau_f} \left( f_i^k - f_i^{k,eq} \right),$$

(3)

where $\tau_f$ is the dimensionless relaxation time, and $f_i^{k,eq}$ is the equilibrium distribution function of $f_i^k$. Conservation of mass for each fluid and total momentum conservation require

$$\rho_k = \sum_i f_i^k = \sum_i f_i^{k,eq},$$

(4)
\[ \rho u = \sum_k \sum_i f^k_i e_i = \sum_k \sum_i f^{k,eq}_i e_i, \quad (5) \]

where \( \rho_k \) is the density of fluid \( k \), \( \rho = \rho_R + \rho_B \) is the total density and \( u \) the local fluid velocity. For the two-dimensional 9-velocity (D2Q9) model [49], the lattice velocity \( e_i \) is defined as \( e_0 = (0, 0), e_{1,3} = (\pm c, 0), e_{2,4} = (0, \pm c), e_{5,7} = (\pm c, \pm c) \), and \( e_{6,8} = (\mp c, \pm c) \), where \( c = \delta_x / \delta_t \) is the lattice speed and \( \delta_x \) the lattice spacing. The equilibrium distribution functions are chosen to respect the conservation constraints of Eqs. (4) and (5)

\[ f^{k,eq}_i (\rho_k, u) = \rho_k w_i \left[ 1 + \frac{e_i \cdot u}{c_s^2} + \frac{(e_i \cdot u)^2}{2c_s^4} - \frac{u^2}{2c_s^2} \right], \quad (6) \]

where \( c_s = 1/\sqrt{3}c \) is the lattice sound speed, and \( w_i \) is the weight factor with \( w_0 = 4/9, w_{1-4} = 1/9 \) and \( w_{5-8} = 1/36 \).

An indicator function \( \rho^N \) is introduced to identify the location of interface, and is defined by

\[ \rho^N(x, t) = \frac{\rho_r(x, t) - \rho_b(x, t)}{\rho_r(x, t) + \rho_b(x, t)}, \quad -1 \leq \rho^N \leq 1. \quad (7) \]

In the LBM community, the concept of continuum surface force (CSF) was first used by Lishchuk et al. [42] to model the interfacial force with constant interfacial tension, which was demonstrated to effectively reduce the spurious velocities. It was later extended by Liu and Zhang [40] to model the interfacial force with temperature-dependent interfacial tension and Marangoni stress. Following Liu and Zhang, the interfacial force reads as

\[ F(x, t) = \frac{1}{2} |\nabla \rho^N| (\sigma \kappa n + \nabla_s \sigma), \quad (8) \]

where \( I \) is the second-order identity tensor, \( \nabla_s = (I - n \otimes n) \cdot \nabla \) is the surface gradient operator, \( \sigma \) is the interfacial tension, \( n \) is the interfacial unit normal vector defined by

\[ n = \frac{\nabla \rho^N}{|\nabla \rho^N|}, \quad (9) \]

and \( \kappa \) is is the local interface curvature related to \( n \) by

\[ \kappa = -\nabla_s \cdot n. \quad (10) \]
In a thermocapillary flow, an equation of state is needed to relate the interfacial tension to the temperature, which may be linear or nonlinear. For the sake of simplicity, we only consider a linear relation between the interfacial tension and the temperature, i.e.,

\[
\sigma(T) = \sigma_{ref} + \sigma_T(T - T_{ref}),
\]

where \(\sigma_{ref}\) is the interfacial tension at the reference temperature \(T_{ref}\) and \(\sigma_T\) is the interfacial tension gradient with respect to temperature.

Substituting of Eqs. (9) and (11) into Eq. (8), we obtain the interfacial force as

\[
F(x, t) = \frac{1}{2} \sigma \kappa \nabla \rho N + \frac{1}{2} \sigma_T \nabla \rho N |(I - n \otimes n) \cdot \nabla T. \tag{12}
\]

The interfacial force is then incorporated into LBM through the body force model of Guo et al. [50] because of its high accuracy in modeling a spatially varying body force and capability in reducing effectively the spurious velocities [29, 46]. According to Guo et al. [50], the two-phase collision operator \((\Omega^k_i)^{(2)}\) is written as

\[
(\Omega^k_i)^{(2)} = A_k \left(1 - \frac{1}{2\tau_f}\right) \omega_i \left[\frac{e_i - u}{c_s^2} + \frac{e_i \cdot u}{c_s^4}e_i\right] \cdot F, \tag{13}
\]

where the free parameter \(A_k\) satisfies \(\sum_k A_k = 1\), and the velocity is redefined to include some of the effect of external body force [50]

\[
\rho u = \sum_k \sum_i f^k_i e_i + \frac{1}{2} F_\delta t. \tag{14}
\]

Using the Chapman-Enskog multiscale analysis, Eq. (1) can be reduced to the Navier-Stokes equations in the low frequency, long wavelength limit with Eqs. (3), (6), (13) and (14). The resulting equations are

\[
\partial_t \rho + \nabla \cdot (\rho u) = 0, \tag{15}
\]

\[
\partial_t(\rho u) + \nabla \cdot (\rho uu) = -\nabla p + \nabla \cdot [\rho \nu(\nabla u + \nabla u^T)] + F, \tag{16}
\]

where \(p = \rho c_s^2\) is the pressure, and \(\nu = c_s^2(\tau_f - \frac{1}{2})\delta_t\) is the kinematic viscosity of the fluid mixture. To account for unequal viscosities of the two fluids, the following function is used to determine the viscosity of the fluid mixture [51]

\[
\frac{1}{\nu} = \frac{1 + \rho^N}{2\nu_R} + \frac{1 - \rho^N}{2\nu_B} \quad \text{or} \quad \frac{1}{\tau - 0.5} = \frac{1 + \rho^N}{2(\tau_R - 0.5)} + \frac{1 - \rho^N}{2(\tau_B - 0.5)}, \tag{17}
\]
where \( \nu_k \) \((k = R \text{ or } B)\) is the kinematic viscosity of fluid \( k \), which is related to the dimensionless relaxation time \( \tau_k \) as \( \nu_k = c_s^2 (\tau_k - \frac{1}{2}) \). It has been demonstrated that the choice of Eq. (17) can ensure the continuity of viscosity flux across the interface [51].

To minimize the discretization errors, the derivatives in Eq. (12) are evaluated numerically through the nine-point isotropic finite difference stencils for a variable \( \psi \) [31]:

\[
\nabla \psi(x, t) = \frac{1}{c_s^2} \sum_i w_i \psi(x + e_i \delta_t, t) e_i.
\] (18)

Although the two-phase collision operator generates the interfacial tension and Marangoni stress, it does not guarantee the immiscibility of both fluids. To promote phase segregation and maintain the interface, the recoloring algorithm proposed by Latva-Kokko and Rothman [44] is applied. This algorithm allows the red and blue fluids to mix moderately at the tangent of the interface, and at the same time keeps the color distribution symmetric with respect to the color gradient. Thus, it helps further reduce the spurious velocities and removes the lattice pinning problem produced by the original recoloring algorithm of Gunstensen et al. [52]. In addition, compared to the recoloring algorithm of Gunstensen et al., it greatly increases the rate of convergence, improves the numerical stability and accuracy of the solutions over a broad range of model parameters [52]. Following Latva-Kokko and Rothman [44], the recoloring operators for the red and blue fluids are defined by

\[
(\Omega_i^R)^{(3)}(f_i^R) = \frac{\rho_R}{\rho} f_i^\dagger + \beta \frac{\rho_R \rho_B}{\rho} w_i |e_i| \cos(\varphi_i),
\]

\[
(\Omega_i^B)^{(3)}(f_i^B) = \frac{\rho_B}{\rho} f_i^\dagger - \beta \frac{\rho_R \rho_B}{\rho} w_i |e_i| \cos(\varphi_i),
\] (19)

where \( f_i^\dagger \) denotes the total distribution function after the two-phase collision. \( \beta \) is the segregation parameter and is fixed at 0.7 to maintain a narrow interface thickness and reduce spurious velocities [53]; several recent studies [54, 31] also showed that this choice is necessary to reproduce correct interface dynamics. \( \varphi_i \) is the angle between the indicator function gradient \( \nabla \rho^N \) and the lattice vector \( e_i \), which is defined by

\[
\cos(\varphi_i) = \frac{e_i \cdot \nabla \rho^N}{|e_i||\nabla \rho^N|}.
\] (20)
To model the temperature field evolution, another particle distribution function $g_i$ is used, with the governing equation [45, 40]

$$g_i(x + e_i \delta t, t + \delta t) - g_i(x, t) = -\frac{1}{\tau_g} [g_i(x, t) - g_i^{eq}(x, t)],$$  \hspace{1cm} (21)

where $\tau_g$ is the relaxation parameter, and $g_i^{eq}$ is the equilibrium distribution function

$$g_i^{eq} = T \omega_i \left[ 1 + \frac{e_i \cdot u}{c_s^2} + \frac{(e_i \cdot u)^2}{2c_s^4} - \frac{u^2}{2c_s^2} \right],$$  \hspace{1cm} (22)

where $T$ is the temperature. With the macroscopic velocity given by Eq. (14), Eq. (21) can recover the following convection-diffusion equation

$$\partial_t T + u \cdot \nabla T = \nabla \cdot (\kappa \nabla T),$$  \hspace{1cm} (23)

where $\kappa = (\tau_g - \frac{1}{2})c_s^2 \delta_t$ is the thermal conductivity. Following the definition of fluid viscosity given by Eq. (17), we define the thermal conductivity of mixture as

$$\frac{1}{\kappa} = \frac{1 + \rho^N}{2\kappa_R} + \frac{1 - \rho^N}{2\kappa_B},$$  \hspace{1cm} (24)

where $\kappa_R$ ($\kappa_B$) is the thermal conductivity of red (blue) fluid.

2.2. Wetting boundary condition

To model fluid-surface interactions, our recently developed wetting boundary condition (WBC) [46] is adopted because of its advantages in modeling the contact line dynamics such as high accuracy and small spurious velocities. In the WBC, a constant (microscale) contact angle is prescribed at the solid surface, which is assumed to be equal to the equilibrium contact angle $\theta^{eq}$, as done by Ding and Spelt [47, 55]. The contact angle is enforced by using the geometrical properties of the indicator function $\rho^N$ at the contact line, a color-conserving boundary closure scheme [48] is applied to ensure mass conservation for each fluid, and a variant of the recoloring operator is designed to maintain the reasonable interface at the solid boundary.

Assuming that the contours of the indicator function in the diffuse interface are approximately parallel to each other, the equilibrium contact angle $\theta^{eq}$ can be calculated geometrically in terms of $\rho^N$ by [47]

$$\tan \left( \frac{\pi}{2} - \theta^{eq} \right) = \frac{-n_w \cdot \nabla \rho^N}{|\nabla \rho^N - (n_w \cdot \nabla \rho^N)n_w|} = \frac{-n_w \cdot \nabla \rho^N}{(|(t_w \cdot \nabla \rho^N)t_w|)},$$  \hspace{1cm} (25)
Figure 1: (Color online) Illustration of a D2Q9 lattice node on the bottom wall of a two-dimensional domain after the propagation step. The wall is supposed to move with the velocity \( \mathbf{u}_w = (u_w, v_w) \). The fluid and solid are represented by the white and grey regions, respectively.

where \( \mathbf{n}_w \) is the unit normal vector to wall pointing towards the fluid, and \( \mathbf{t}_w \) is the unit vector tangential to wall. From Eq. (25), one has

\[
\mathbf{n}_w \cdot \nabla \rho^N = -\Theta_w |\mathbf{t}_w \cdot \nabla \rho^N|,
\]

with

\[
\Theta_w = \tan \left( \frac{\pi}{2} - \theta_{eq} \right).
\]

In the present algorithm, the tangential component of \( \nabla \rho^N \) is determined by the central difference approximation. Then, the normal component of \( \nabla \rho^N \) is obtained using Eq. (26). Thus, the contact angle is implicitly imposed by the gradient of indicator function at the solid wall.

The color-conserving boundary closure scheme \([48]\) is employed to determine appropriate distribution functions for live links after the two-phase collision. Fig. 1 depicts a lattice node on the bottom wall, which moves at a velocity of \( \mathbf{u}_w = (u_w, v_w) \). Assume that the node lies in the interface between the red and blue fluids. At this lattice node, the post-propagation value of distribution function \( f^k_i \) exists only for \( i \neq 2, 5, 6 \), thus, the total of distribution functions that propagate into the fluid domain at the node depicted for each fluid is given by \( \rho_{in}^k = \sum_{i \neq 2, 5, 6} f^k_i \). After the two-phase collision, the distribution functions need to be considered only for live links, i.e., \( i \neq 4, 7, 8 \) since the distribution functions with \( i = 4, 7, 8 \) will propagate out of the fluid domain after the propagation. Therefore, the effective mass for each fluid after two-phase collision is given as \( \sum_{i \neq 4, 7, 8} f^{k\dagger}_{i} \). To ensure mass conservation for each fluid during the collision, it requires that,

\[
\sum_{i \neq 4, 7, 8} f^{k\dagger}_{i} = \rho_{in}^k.
\]
According to Eq. (1), the distribution function for the fluid $k$ after the two-phase collision can be written as

$$f_{i}^{k} = f_{i}^{k,eq}(\rho_{k}^*, u_{w}) + (\Omega_{i}^{k})^{(2)} + \left(1 - \frac{1}{2\tau_f}\right) f_{i}^{k,(1)},$$

(29)

where $f_{i}^{k,(1)} = f_{i}^{k} - f_{i}^{k,eq}$ denotes the higher-order component of the distribution function $f_{i}^{k}$, and $\rho_{k}^*$ is an auxiliary boundary density. The subtotal of $f_{i}^{k,(1)}$ on the live links is assumed to be zero, and the subtotal of the two-phase collision operator on the live links disrupts the conservation by

$$\Delta M_{k} = \sum_{i \neq 4,7,8} (\Omega_{i}^{k})^{(2)} = \sum_{i \neq 4,7,8} A_{k} \left(1 - \frac{1}{2\tau_f}\right) \omega_{i} \left[\frac{e_{i} - u}{c_s^2} + \frac{e_{i} \cdot u}{c_s^4} e_{i}\right] \cdot F \neq 0.$$  

(30)

By substituting Eqs. (29) and (30) into Eq. (28), the auxiliary boundary density is obtained

$$\rho_{k}^* = \frac{\rho_{in}^k - \Delta M_{k}}{\sum_{i \neq 4,7,8} f_{i}^{k,eq}(1, u_{w})} = \frac{\rho_{in}^k - \Delta M_{k}}{5 + 3u_{w} - 3w_{2}^2}.$$  

(31)

The higher-order component $f_{i}^{k,(1)}$ should satisfy the following constraints as given in Refs. [48]

$$\sum_{i \neq 4,7,8} f_{i}^{k,(1)} = 0,$$

$$\sum_{i} f_{i}^{k,(1)} e_{i\alpha} = \frac{1}{2} F_{\alpha},$$

$$\sum_{i} f_{i}^{k,(1)} e_{i\alpha} e_{i\beta} = -2\rho_{k}^* c_s^2 \tau_f S_{\alpha\beta},$$

(32)

where $S_{\alpha\beta}$ is the strain rate tensor and defined as

$$S_{\alpha\beta} = \frac{1}{2}(\partial_{\alpha}u_{\beta} + \partial_{\beta}u_{\alpha}) + \frac{\delta_{\alpha\beta}}{4\rho c_s^2 \tau_f}(F_{\alpha}u_{\beta} + F_{\beta}u_{\alpha}).$$

(33)

Solving the under-specified system of equations, i.e., Eq. (32), through the singular value decomposition (SVD) method, one obtains the solution of
\( f_i^{k(1)} \) on live links [46]

\[
\begin{pmatrix}
  f_0^{k(1)} \\
  f_1^{k(1)} \\
  f_2^{k(1)} \\
  f_3^{k(1)} \\
  f_4^{k(1)} \\
  f_6^{k(1)}
\end{pmatrix}
= \frac{1}{36}
\begin{pmatrix}
  0 & -5 & -12 & -2 & 0 \\
  3 & -2 & 6 & -8 & 0 \\
  0 & 1 & -12 & 10 & 0 \\
  -3 & -2 & 6 & -8 & 0 \\
  3 & 4 & 6 & 4 & 9 \\
  -3 & 4 & 6 & 4 & -9
\end{pmatrix}
\begin{pmatrix}
  \delta_x F \\
  \delta_y F \\
  \omega_{xx} \\
  \omega_{yy} \\
  \omega_{xy}
\end{pmatrix},
\]  
(34)

where \( \omega = -2 \rho_k^s c_s^2 T_f \).

Once the distribution functions after the two-phase collision are obtained by Eq. (29), a modified recoloring step is required for the boundary node to maintain the correct interface. Based on the color conservation, the post-segregation distribution functions assigned to the live links should satisfy

\[
\sum_{i \neq 4,7,8} f_i^{R \uparrow} = \varrho_{\text{in}}^R, \quad \sum_{i \neq 4,7,8} f_i^{B \uparrow} = \varrho_{\text{in}}^B, \quad \sum_{i \neq 4,7,8} f_i^{\uparrow} = \varrho_{\text{in}}^R + \varrho_{\text{in}}^B,
\]  
(35)

where the superscript ‘\( \uparrow \)’ represents the post-segregation distribution function.

We define \( \rho_R \) and \( \rho_B \) as the boundary node red and blue densities that will satisfy mass conservation, and \( \rho \) as the total density. To obtain an equation of \( \rho_R \) or \( \rho_B \), we substitute Eq. (19) into Eq. (35) and have

\[
\frac{\rho_R}{\rho_R + \rho_B} \left( \varrho_{\text{in}}^R + \varrho_{\text{in}}^B \right) + \beta \frac{\rho_R \rho_B}{\rho_R + \rho_B} \mathbf{n} \cdot \sum_{i \neq 4,7,8} (w_i \mathbf{e}_i) = \varrho_{\text{in}}^R,
\]  
(36)

which can be simplified as

\[
\frac{\rho_R}{\rho_R + \rho_B} \left( \varrho_{\text{in}}^R + \varrho_{\text{in}}^B \right) + \beta \frac{\rho_R \rho_B}{\rho_R + \rho_B} \left( \frac{1}{6} n_y \right) = \varrho_{\text{in}}^R,
\]  
(37)

where \( n_y \) is the \( y \)-component of the interfacial normal vector \( \mathbf{n} \). The conservation of total mass requires

\[
\rho = \sum_k \rho_k^s.
\]  
(38)

Combining Eq. (37) and Eq. (38), we obtain a quadratic equation with respect to \( \rho_R \):

\[
\beta n_y \rho_R^2 - [6(\varrho_{\text{in}}^R + \varrho_{\text{in}}^B) + \beta n_y \rho] \rho_R + 6 \rho \varrho_{\text{in}} = 0,
\]  
(39)
which can be solved numerically through the Newton-Raphson method. Then, $f_i^{R\parallel}$ can be calculated by the use of the following segregation formula

$$f_i^{R\parallel} = \frac{\rho_R}{\rho_R + \rho_B} f_i^\parallel + \beta \frac{\rho_R \rho_B}{\rho_R + \rho_B} w_i e_i \cdot n. \quad (40)$$

Finally, it is worth noting that the present model is a diffuse-interface model with finite interface thickness. Although a no-slip condition is used at the solid boundary, the motion of contact lines naturally arise as a result of the diffusive flow that occurs in the diffuse interface region.

3. Results and discussion

3.1. Model validation

In Ref. [40], the present color-fluid LB model has been validated to be able to accurately simulate thermocapillary flows with absence of fluid-surface interactions. Here we focus on examining its extended capability of modeling fluid-surface interactions with variable viscosity ratio through two benchmark cases: static contact angle simulations and a dynamic capillary intrusion test.

First, we perform static contact angle simulations in a 200 $\times$ 100 lattice domain. The dependence of the interfacial tension on the temperature is switched off so that a constant interfacial tension is used. A semi-circular stationary droplet (red fluid) with the radius $R = 25$ initially sits along the center line on the bottom wall. The periodic boundary condition is used in the horizontal direction while the wetting boundary condition, which is given in Subsection 2.2, is imposed at top and bottom walls in the vertical direction. Pooley et al. [56] used the phase-field-based (i.e., free-energy) model.
Figure 3: Contact angle as a function of $\Theta_w$ for the viscosity ratios $M = 1$ (represented by triangles) and 10 (represented by circles). The solid line represents the theoretical predictions by Eq. (27).
to simulate fluid-surface interactions and identified that the BGK model produces incorrect results for the equilibrium contact angle due to strong spurious velocities when the binary fluids have different viscosities. To examine whether this also happens to the present model, two different viscosity ratios \( M = \frac{\nu_R}{\nu_B} \) are investigated: (a) \( M = 1 \) with \( \nu_R = \nu_B = 0.2 \), and (b) \( M = 10 \) with \( \nu_R = 0.35 \) and \( \nu_B = 0.035 \). The other parameters are fixed as \( \rho_R = \rho_B = 1 \) and \( \sigma = 0.02 \). Each simulation is run until the shape of droplet does not change, i.e., reaching an equilibrium state. Different contact angles can be achieved through adjusting the dimensionless parameter \( \Theta_w \) according to Eq. (26). Fig. 2 shows equilibrium shapes of the droplet with \( \Theta_w = \sqrt{3}, 0 \) and \(-\sqrt{3}\) for the viscosity ratio \( M = 10 \). Their corresponding equilibrium contact angles, calculated from the measured droplet height and base diameter, are 33.1°, 89.7° and 149.2°, respectively. The simulated equilibrium contact angle as a function of \( \Theta_w \) for \( M = 1 \) and \( M = 10 \) is presented in Fig. 3. It is clearly observed that the simulation results are independent of the viscosity ratio, and are in good agreement with the theoretical solution, Eq. (27), in the range of contact angles from 30° to 150°. A numerical artifact observed in many numerical methods is the presence of spurious velocities at the phase interface. This is also true in our case. Table 1 shows the maximum spurious velocities \( |u|_{max} \) at various \( \Theta_w \) for \( M = 1 \) and 10, where the values of \( |u|_{max} \) are magnified by \( 10^4 \) times. For all of the cases considered, the maximum spurious velocities are of order \( O(10^{-4}) \) or even smaller, comparable to those produced by a recently improved color-fluid model in the stationary bubble test [31], where the bubble is immersed in an infinite domain. Several techniques have been proposed to reduce unwanted spurious velocities in multiphase LB models, and they include increasing the isotropy order of the interfacial force [57], improving the force scheme [58, 59, 60], and using the multiple-relaxation-time (MRT) model instead of the BGK model [61, 59, 9]. Discussion of their usefulness in the present model is beyond the scope of this paper.

Capillary intrusion, which originated from the pioneering work of Washburn [62], provides a good benchmark for assessing whether a multiphase model is able to simulate moving contact line problems. The velocity of a wetting fluid column intruding a horizontal capillary tube, as shown in Fig. 4, is determined by the balance between the pressure difference over the interface, the Laplace pressure, and the viscous drag of the intruding fluid. If
Table 1: The maximum spurious velocities ($|u|_{\text{max}}$) at various $\theta^{eq}$ for $M = 1$ and 10. All angles are shown in degrees.

<table>
<thead>
<tr>
<th>$\theta^{eq}$</th>
<th>$M = 1$</th>
<th>$M = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>30</td>
<td>45</td>
</tr>
<tr>
<td>$</td>
<td>u</td>
<td>_{\text{max}} \times 10^4$</td>
</tr>
<tr>
<td></td>
<td>1.991</td>
<td>2.893</td>
</tr>
</tbody>
</table>

Figure 4: (Color online) Simulation setup for capillary intrusion. The intruding (red) fluid is the wetting phase while the defending (blue) fluid is the non-wetting phase. The portion in the center of the domain is a capillary tube of length $L$.

the gravity and inertial effects are neglected, this balance can be expressed as [63, 64]

$$\sigma \cos(\theta) = \frac{6}{r} \left[ \eta_R x + \eta_B (L - x) \right] \frac{dx}{dt},$$  

(41)

where $\theta$ is the contact angle, $r$ is the capillary tube width, $x$ is the position of the phase interface, and $\eta_R$ and $\eta_B$ are the dynamic viscosities of the red (wetting) and blue (non-wetting) fluids, respectively. In the analytical derivation, $\theta$ is specified as a wall boundary condition. However, for comparison with simulations or experiments, $\theta$ should be taken as the dynamic contact angle [63, 64]. The system consists of a $400 \times 25$ lattice domain with periodic boundary conditions used in the $x$ direction. In the middle portion the boundaries of the capillary tube are no-slip and wetting. The length of the capillary tube is taken as $L = 200$ lattices. Outside of the middle portion, the boundary conditions are periodic in the $y$ direction. We run the simulations with the parameters $\rho_R = \rho_B = 1$, $\sigma = 5 \times 10^{-3}$ and $r = 15$ for two different viscosity ratios: (a) $M = 1$ and (b) $M = 10$. The equilibrium contact angle is chosen as $\theta^{eq} = 45^\circ$ to represent hydrophilic capillary tube for the intruding red fluid. Fig. 5 shows the comparison between our simulation results and the analytical predictions from Eq. (41) for $M = 1$ and 10. Note that Eq. (41) is plotted using the dynamic contact angle, measured from our LB simulations. For $M = 1$ and $M = 10$, the measured dynamic contact angles are respectively $\theta = 52.23^\circ$ and $52.69^\circ$, which are very close but deviate from $\theta^{eq}$. It can be seen that our developed color-fluid model can predict Eq. (41) reasonably well for variable viscosity ratios.
3.2. Thermocapillary migration of a microdroplet on a horizontal solid substrate

In this section, the developed color-fluid LB model is applied to numerically study thermocapillary migration of a liquid droplet on a horizontal solid surface subject to a uniform temperature gradient.

At first, we give a brief description of the problem setup. As shown in Fig. 6, a stationary semicircular droplet of radius $R = 50$ is initially placed on a smooth substrate at the bottom. The computational domain size is $L_x \times L_y = 16R \times 3R$ and the initial droplet center is $(x_0, y_0) = (8R, 0)$. All boundaries of the computational domain are considered as stationary walls with no-slip conditions. A linear temperature profile is imposed on the bottom wall, i.e., $T(x, 0) = T_H - G \times x$, which satisfies $T = T_H$ at $x = 0$.
and $T = T_L$ at $x = L_x$. A constant temperature $T = T_L$ is specified on the top wall and the adiabatic boundary conditions are applied for the sidewalls, i.e., $\partial_n T = 0$. We follow the method of Liu et al. [65] to implement these temperature boundary conditions. To account for the effect of temperature on interfacial tension, Eq. (11) is used with $\sigma_T = -4 \times 10^{-4}$, $\sigma_{ref} = 4.5 \times 10^{-2}$, and $T_{ref} = T_L = 0$. Besides, we choose $T_H = 80$ so that the horizontal temperature gradient $G = 0.1$ on the bottom wall.

The thermocapillary migration can be characterized by several important dimensionless parameters: Reynolds number ($Re$), Marangoni number ($Ma$), capillary number ($Ca$), and the ratios of viscosity ($M$) and thermal conductivity ($\chi$) of fluids. By choosing the blue fluid as the continuous phase, these dimensionless parameters are defined as

$$
Re = \frac{RU}{\nu_B}, \quad Ma = \frac{RU}{\kappa_B}, \quad Ca = \frac{U\rho\nu_B}{\sigma_{ref}}, \quad \chi = \frac{\kappa_R}{\kappa_B},
$$

(42)

where $U = -\frac{\sigma T G R}{\rho \nu_B}$ is the characteristic velocity of the system. Note that the viscosity ratio $M$ has been defined in Subsection 3.1. In addition, the surface wettability plays an important role in determining the thermocapillary migration process in a microchannel due to large surface-to-volume ratio, which is described by the equilibrium contact angle $\theta^e$. In this study, the influence of surface wettability and $M$ on droplet dynamic behavior will be investigated for constant $Re$, $Ca$, $Ma$ and $\chi$, unless otherwise stated, which are fixed at 10, $4.4 \times 10^{-2}$, 10, and 1, respectively.

The influence of contact angle is first investigated for a fixed viscosity ratio, i.e., $M = 1$. Five different contact angles are used in the simulations, i.e., $\theta^e = 30^\circ$, $60^\circ$, $90^\circ$, $120^\circ$ and $150^\circ$, which are achieved through adjusting the value of $\Theta_w$ whilst keeping the other parameters fixed. For all contact angles under consideration, the self-motion of the droplet is driven by the thermo-induced interfacial tension gradient on the substrate. However, the droplet motion can undergo two different states, depending on the value of $\theta^e$: the droplet migrates from the region of high temperature to the colder region on hydrophilic surfaces, i.e., $\theta^e = 30^\circ$ and $60^\circ$; and the droplet migrates from the region of low temperature to the warmer region on neutral and hydrophobic surfaces, i.e., $\theta^e \geq 90^\circ$. The two states can be observed in Fig. 7 (since the droplet position has changed from its initial value ($x_0, y_0$)), which plots the flowfield (including the velocity vectors and streamlines) and the corresponding temperature field surrounding the moving droplet for various $\theta^e$ at $t = 2 \times 10^5$. The two states can be explained by a simple
Figure 7: (Color online) The flow field (the left plane) and the temperature field (the right plane) surrounding the moving droplet for $M = 1$ at the contact angle: (a) $30^\circ$, (b) $60^\circ$, (c) $90^\circ$, (d) $120^\circ$ and (e) $150^\circ$. The red lines are zero contours of $\rho^N$, the blue lines with arrows are the velocity vectors, and the black lines with arrows are the streamlines.
force balance between the shear stresses exerted by the solid surface on the
droplet and the pressure difference from thermally induced interfacial tension
gradient, which is given by [66]

\[
(\sigma_A \cos \theta_A - \sigma_R \cos \theta_R) + s_w = 0,
\]

where \(s_w\) is the integration of shear stresses along the droplet/solid interface,
and the subscripts \(A\) and \(R\) refer to the advancing and receding sides of the
moving droplet. Since the shear force prevents the relative motion of the
droplet, we have \(s_w < 0\), which leads to \(\sigma_A \cos \theta_A > \sigma_R \cos \theta_R\). We further
assume that the contact angle hysteresis is small, i.e., \(\theta_A \approx \theta_R\), which will be
demonstrated below. Thus, for hydrophilic surfaces we can obtain \(\sigma_A > \sigma_R\),
implying that the droplet moves towards the region with low temperature.
Conversely, the droplet moves towards the region with high temperature for
hydrophobic surfaces because \(\sigma_A < \sigma_R\).

As shown in the left column of Fig. 7, the vortices can be clearly seen
surrounding the droplet for all \(\theta^\text{eq}\) but exhibit different features. For the
lowest contact angle, i.e., \(\theta^\text{eq} = 30^\circ\) a small vortex with clockwise rotation
is observed at the bottom wall near the left meniscus inside the droplet.
Meanwhile, an external vortex appears on the top of the droplet. When
\(\theta^\text{eq}\) increases to 60\(^\circ\), the internal vortex grows which can almost occupy the
left-half space inside the droplet. We also notice that the flows are relatively
weak and no backward flows occurs in the region adjacent to the front end of
the droplet. For \(\theta^\text{eq} \geq 90^\circ\), two pairs of vortices are clearly visible inside and
outside the droplet. The left vortex inside the droplet rotates clockwise while
the right one rotates in an opposite direction. A similar structure of vortices
was also experimentally observed by Baroud et al. [5] in a microfluidic cross-
junction, where the laser heating was locally applied to block the droplet
motion by generating thermocapillary convection. The formation of these
vortex/recirculation regions is attributed to the response of the viscous forces
to the thermocapillary stresses. It can easily be explained by the isotherms
surrounding the droplet, which are shown in the right plane of Fig. 7, where
the temperature value is labeled on each contour. For all contact angles, the
left segment of the droplet interface is always exposed to an anticlockwise
temperature gradient, leading to the vortex near the left meniscus inside the
droplet rotating clockwise because the Marangoni stresses cause the fluid to
flow away from regions of low interfacial tension (high temperature). For
hydrophilic surfaces, the temperature gradient is anticlockwise (e.g., \(\theta^\text{eq} =
30^\circ\)) or very small (e.g., \(\theta^\text{eq} = 60^\circ\)) along the right segment of the droplet
interface due to a low curvature, and thus one cannot see the second internal vortex formed near the right meniscus. For neutral and hydrophobic surfaces, the high interface curvature causes different temperature gradients at the left and right segments of the droplet interface, inducing a pair of counter-rotating vortices inside the droplet: the left vortex is bigger in size and stronger in intensity due to higher temperature gradient along the droplet interface.

In order to quantify the effect of surface wettability on droplet motion, Fig. 8 plots the time evolution of the $x$-coordinate of droplet centroid for $M = 1$ at various $\theta_{eq}$, calculated by

$$x_d(t) = \frac{\int_V \rho^N x dV}{\int_V \rho^N dV} = \frac{\sum_x x(x, t) \rho^N(x, t)}{\sum_x \rho^N(x, t)}, \text{ where } \rho^N > 0. \tag{44}$$

Obviously, $x_d$ varies linearly with the time for each $\theta_{eq}$, suggesting that the droplet migrates on the substrate at a constant velocity. For $\theta_{eq} < 90^\circ$ the droplet migrates in the positive $x$-direction (i.e., from the hot to cold ends), whereas for $\theta_{eq} \geq 90^\circ$ it moves reversely. This result is consistent with the previous experimental observation reported in Song et al. [15] that the

Figure 8: Time evolution of the $x$-coordinate of droplet centroid for $M = 1$ at various contact angles.
direction of droplet migration is opposite for the contact angles smaller and larger than 90°. By differentiating $x_d$ with respect to time, we obtain that, the migration velocities are $9.5 \times 10^{-4}$, $3.22 \times 10^{-4}$, $-2.17 \times 10^{-4}$, $-5.76 \times 10^{-4}$ and $-7.3 \times 10^{-4}$ for $\theta^e = 30°$, 60°, 90°, 120° and 150°, respectively. This indicates that more hydrophilicity or hydrophobicity favors to enhance the magnitude of migration velocity. It is therefore not surprising that the droplet can climb up an inclined superhydrophilic substrate as a result of thermally induced Marangoni stresses, against the action of gravity [18].

Table 2: Dynamic contact angles and contact angle hysteresis of a liquid droplet at various $\theta^e$ for $M = 1$. All angles are shown in degrees.

<table>
<thead>
<tr>
<th>$\theta^e$</th>
<th>30</th>
<th>60</th>
<th>90</th>
<th>120</th>
<th>150</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_A$</td>
<td>36.33</td>
<td>64.43</td>
<td>89.64</td>
<td>115.19</td>
<td>144.34</td>
</tr>
<tr>
<td>$\theta_R$</td>
<td>34.34</td>
<td>63.95</td>
<td>89.14</td>
<td>113.66</td>
<td>142.01</td>
</tr>
<tr>
<td>($\theta_A - \theta_R$)</td>
<td>1.99</td>
<td>0.47</td>
<td>0.49</td>
<td>1.34</td>
<td>2.33</td>
</tr>
</tbody>
</table>

Table 2 shows the dynamic contact angles and contact angle hysteresis at various $\theta^e$ when the droplet motion reaches the steady state. Each of
the dynamic contact angles is evaluated as the intersection angle between the droplet interface tangent and the solid surface. The tangent is calculated by the connecting line of two intersection points, which are produced by the interface with the solid surface (denoted as point A) and the interface with the adjacent grid layer (denoted as point B), respectively. Although a constant contact angle (equal to $\theta_{eq}$) is imposed through Eq. (26) at the solid surface, the measured dynamic contact angle is different from $\theta_{eq}$ because the contact line motion can cause the relative position of point B (with respect to point A) to change, deviating from the one in static state. It is observed that the advancing and receding contact angles are both greater than $\theta_{eq}$ for a hydrophilic surface, but smaller than $\theta_{eq}$ for a hydrophobic or neutral surface. We can also see that the difference between the dynamic contact angles and $\theta_{eq}$ is negligibly small for a neutral surface, suggesting that the capillary flow is not induced inside the droplet. Thus, the thermocapillary flow dominates the droplet dynamic behavior in this case. In addition, $\theta_A$ is found to be greater than $\theta_R$ for all contact angles considered. However, the contact angle hysteresis is insignificant—typically in the range of $(\theta_A - \theta_R) \leq 2.33^\circ$, which is consistent with the previous experimental and numerical findings [12, 67]. Further, Fig. 9 shows the variation of the dimensionless driving force ($f_d$) with the contact-line capillary number ($Ca_{cl}$) in the steady state. The dimensionless driving force is defined as $f_d = \frac{\sigma_l \cos \theta_l - \sigma_r \cos \theta_r}{\sigma_{ref}}$, where the subscripts ‘l’ and ‘r’ denote the three-phase contact points on the left and right, respectively. The contact-line capillary number is defined as $Ca_{cl} = \frac{u_{cl} \rho \nu}{\sigma_{ref}}$, where $u_{cl}$ is the contact-line velocity. We can observe that $f_d$ decreases monotonously with an increase in $Ca_{cl}$. However, $|f_d|$ increases with $|Ca_{cl}|$ on either hydrophilic ($Ca_{cl} > 0$) or hydrophobic ($Ca_{cl} < 0$) surface.

For the thermocapillary migration of a droplet or bubble in an infinite medium, the viscosity ratio was found to strongly affect its migration velocity [1]. It is believed that the influence of viscosity ratio is more complicated for a droplet adhering to a solid surface due to the presence of fluid-surface interactions. Therefore, we examine the influence of viscosity ratio at three different contact angles, i.e., $\theta_{eq} = 30^\circ$, $90^\circ$ and $150^\circ$. For each $\theta_{eq}$, different viscosity ratios are achieved by adjusting the viscosity of dispersed phase while keeping the viscosity of continuous phase fixed. Fig. 10 shows the
Figure 10: (Color online) Droplet shape, position and velocity field surrounding the moving droplet for (a) $M = 0.35$ and (b) $M = 3.5$ at the contact angles of 30°, 90° and 150°. The red lines are zero contours of $\rho^N$, and the blue lines with arrows are the velocity vectors. The pink filled circles indicate the positions of stagnation point.
shape and position of the droplet and its surrounding velocity field for the viscosity ratios of 0.35 and 3.5 at \( t = 1.5 \times 10^5 \). For a fixed \( \theta_{eq} \), one cannot see any significant change in droplet shape with \( M \), and the structure of vortices (i.e., velocity field) exhibits similar characteristics to the case of \( M = 1 \) as shown in Fig. 7. However, it is observed that the vortices significantly weaken with an increase in \( M \). For all of the viscosity ratios under consideration, the droplet moves toward cooler regions on the hydrophilic surface, i.e., \( \theta_{eq} = 30^\circ \), and toward warmer regions on the hydrophobic surface, i.e., \( \theta_{eq} = 150^\circ \). On the neutral surface, the direction of droplet motion exhibits dependence on the value of \( M \): the droplet moves toward the warmer regions for low \( M \) (\( M \leq 1 \)), whereas it moves toward the cooler regions for high \( M \) (\( M = 3.5 \)). When the asymmetric vortex pair is formed inside the droplet, one can observe a stagnation point (indicated by the pink filled circles in Fig. 10) at the droplet interface, near the midplane of the droplet and closer to the cool end. At the stagnation point, the velocity is zero and the temperature is lowest compared to other positions at the interface. To capture the variation of stagnation point with \( M \) for a moving droplet, we define a dimensionless position as \( X_s = \frac{x_r - x_s}{x_r - x_l} \), where the subscript ‘s’ refers to the stagnation point. As \( M \) is varied from 0.35 to 3.5, we find that \( X_s \) decreases from 0.3 to 0.285 and from 0.244 to 0.199 for \( \theta_{eq} = 90^\circ \) and 150°, respectively. This indicates that increasing (decreasing) the migration velocity directed to the cooler (warmer) end leads to the stagnation point shifting from near the midplane to the cooler end.

Table 3: Dynamic contact angles and contact angle hysteresis of a liquid droplet at \( M = 0.35 \) and 3.5 for \( \theta_{eq} = 30^\circ \), 90° and 150°. All angles are shown in degrees.

<table>
<thead>
<tr>
<th>( \theta_{eq} )</th>
<th>( M = 0.35 )</th>
<th>( M = 3.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \theta_A )</td>
<td>( \theta_R )</td>
</tr>
<tr>
<td>30</td>
<td>36.46</td>
<td>34.29</td>
</tr>
<tr>
<td>90</td>
<td>89.93</td>
<td>88.58</td>
</tr>
<tr>
<td>150</td>
<td>144.38</td>
<td>141.26</td>
</tr>
</tbody>
</table>

Fig. 11 illustrates the time evolution of the \( x \)-coordinate of droplet centroid for the viscosity ratios of 0.35, 1, and 3.5 at \( \theta_{eq} = 30^\circ \), 90° and 150°. For all cases, the droplet migrates at an approximately constant velocity, but the migration velocity is strongly dependent on the viscosity ratio and the contact angle. For each fixed \( \theta_{eq} \), the migration velocity decreases with increasing viscosity ratio, which is in agreement with the theory of Young et
Figure 11: (Color online) Time evolution of the $x$-coordinate of droplet centroid for $M = 0.35$, 1 and 3.5 at different contact angles. The dash-dot-dot line represents the initial $x$-coordinate of droplet centroid.
al. [1] that quantifies the thermocapillary migration of a droplet/bubble in an infinite domain. Additionally, it is interesting to find that the viscosity ratio can also change the direction of droplet migration for $\theta^{eq} = 90^\circ$. Although a high viscosity ratio causes the droplet to migrate toward the cooler regions on the neutral surface, the migration velocity is extremely low (e.g., the case of $M = 3.5$ and $\theta^{eq} = 90^\circ$ in Fig. 11). In a viewpoint of practical application, it is useless to use the thermocapillary flows for controlling a more viscous droplet on a neutral surface since the migration velocity is too weak to counteract effectively the external flows. For each fixed $M$, the droplet generally migrates faster on the hydrophilic surface (i.e., $\theta^{eq} = 30^\circ$) than on the hydrophobic surface (i.e., $\theta^{eq} = 150^\circ$). Finally, we find that the viscosity ratio and the contact angle can also affect the dynamic contact angles and contact angle hysteresis, which is shown in Table 3. For all cases, the advancing and receding contact angles both deviate from the equilibrium contact angle. Specifically, $\theta_A$ and $\theta_R$ are both smaller than $\theta^{eq}$ for $\theta^{eq} = 90^\circ$ and $150^\circ$ but greater than $\theta^{eq}$ for $\theta^{eq} = 30^\circ$. Also, $\theta_A$ is always larger than $\theta_R$, resulting in a positive contact angle hysteresis. For a fixed $\theta^{eq}$, it can be observed in Table 3 that increasing $M$ can lead to an increase in $\theta_R$ and a decrease in $\theta_A$. For each fixed $M$, the contact angle hysteresis first decreases and then increases as $\theta^{eq}$ increases, and the lowest hysteresis occurs at $\theta^{eq} = 90^\circ$.

To further investigate the capability of the present model in simulating two-phase fluids with large viscosity differences, i.e., high or low viscosity ratios, we simulate the thermocapillary migration of a droplet on a horizontal solid surface subject to a uniform temperature gradient at $\theta^{eq} = 150^\circ$ for $M = \frac{1}{100}$, $\frac{1}{500}$, and $\frac{1}{1000}$. The viscosity of blue fluid is kept at 0.3, and the viscosity of red fluid is varied to obtain different $M$. The size of computational domain, and the initial location and radius of droplet are kept the same as the above simulations. $Re$, $Ca$, $Ma$, and $\chi$ are fixed at $0.333$, $1.33 \times 10^{-2}$, 1, and 1, respectively. We find that the numerical simulations are still stable for $M = \frac{1}{100}$ and $\frac{1}{500}$. Fig. 12 gives the droplet shape, position and velocity field surrounding the moving droplet at $t = 3 \times 10^5$ for (a) $M = \frac{1}{100}$ and (b) $M = \frac{1}{500}$. Note that the droplet migration has reached the steady state at this time. It can be clearly seen that the droplet migrates toward the warmer regions for both viscosity ratios, but migrates faster for a lower viscosity ratio, consistent with our observations in Fig. 11. However, numerical instability is observed when the viscosity ratio is decreased to $\frac{1}{1000}$. This might
be caused by low $\nu_R$, whose value is as low as $3 \times 10^{-4}$.

4. Conclusions

A lattice Boltzmann color-fluid model has been developed to simulate immiscible thermocapillary flows with the presence of fluid-surface interactions. Following our previous work [40], the CSF concept is employed to model the interfacial tension forces and the Marangoni stresses because of the gradient of interfacial tension, and the recoloring algorithm proposed by Latva-Kokko and Rothman [44] is used to maintain the fluid-fluid interface and overcome the lattice pinning problem. At the solid surface, our recently developed wetting boundary condition [46] is introduced to account for fluid-surface interactions, which can ensure mass conservation for each fluid and suppress spurious velocities at the contact line. An additional convection-diffusion equation is also solved using the passive scalar approach to obtain temperature field, which is related to the interfacial tension by an equation of state.

The lattice Boltzmann color-fluid model is first validated by simulations of equilibrium contact angle and dynamic capillary intrusion. This model is
then used to simulate the transient thermocapillary migration of a microfluidic droplet on a horizontal solid surface subject to a uniform temperature gradient. Depending on the surface wettability, we numerically demonstrate for the first time that the droplet migration can undergo two different states, i.e., the droplet migrates toward the cooler regions on the hydrophilic surface and toward the warmer regions on the hydrophobic surface, which is consistent with the theoretical analysis and experimental observations [66, 15]. For the droplet migration on hydrophilic surfaces, only one vortex is formed inside the droplet near the rear meniscus; whereas for the droplet migration on neutral and hydrophobic surfaces, two counter-rotating thermocapillary vortices are observed inside the droplet with the one on the warm side always greater in size. Increasing the viscosity ratio of droplet to carrier fluid leads to a reduction in migration velocity due to weakening of thermocapillary convection. The viscosity ratio can also affect the direction of droplet migration on the neutral surface, e.g., the droplet migrates toward the warmer regions for $M \leq 1$ but toward the cooler regions for $M = 3.5$. When the droplet migrates on the solid surface, the advancing contact angle is always larger than the receding contact angle, no matter what the viscosity ratio and contact angle, leading a positive contact angle hysteresis. For each fixed $M$, the contact angle hysteresis and the magnitude of migration velocity first decreases and then increases with an increase in $\theta^{eq}$, and their minimum values both occur at $\theta^{eq} = 90^\circ$.
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