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Power savings in a wavelength-division-multiplexed passive optical network for aircraft
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Abstract. Dense wavelength division multiplexing has been proposed as a means of implementing communications on aircraft. In such applications, power consumption is a critical consideration. The impact of reducing the transmitter power and recovering losses using a shared amplifier has been investigated. By recovering the power loss using a shared amplifier transmitter, power savings can be made. This network has been modeled and savings of 20% are predicted in a realistic aircraft environment. © 2014 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.OE.53.12.126109]
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1 Introduction

The growth in demand for high bandwidth sensors and real-time video capture on aircraft has stimulated a need for high capacity avionic communications networks. Implementing a communications network to accommodate such traffic using Commercial off the Shelf (COTS) components is highly desirable since this allows the avionics sector to benefit from the economies of scale associated with the telecommunications marketplace. Fiber-optic based communications are ideally positioned to address these needs and ensure that communication networks are protected against future demands for increasing bandwidth. The wavelength-division-multiplexed passive optical network (WDM-PON) is being considered as the next step toward a future proofed network. To date, extensive research has been undertaken on long reach WDM PON, low-cost light sources, fault localization, and increasing data rates among many other topics. Although these problems do apply to aircraft networks, they are not considered as pressing as the power consumption of the network. Recent analysis in Ref. 8 has analyzed the power consumption of critical network components within an optical transmission system. The analysis considered different data rates and many different transmitter/receiver designs. In general, it was established that while there are small savings that can be obtained by optimizing the receiver electronics design, a major consideration within the overall power budget of the network was identified as being the power required to drive the optical transmitters. The conclusion reached was that alternative laser technologies that are more power efficient are required. In this paper, we theoretically assess an alternative approach that uses optical amplification to minimize the overall power consumption of optical components in a WDM-PON in environments representative of those found on aircraft.

2 WDM-PON System

A possible schematic of layout of the proposed WDM-PON is shown in Fig. 1. It comprises a bidirectional network with 1550-nm upstream and 1310-nm downstream. Generally, WDM-PONs consist of laser transmitters at each wavelength on a 100-GHz grid. These signals are multiplexed, usually by an arrayed waveguide grating (AWG), and carried on a common fiber to a demultiplexer at the receiving end. The proposed topology, shown in Fig. 1, relies on the fact that the AWG wavelength response repeats itself over different wavelength bands defined by its free spectral range. With the introduction of 1300/1550 wavelength selective splitters, this transmission process can occur simultaneously in both up and downstream directions.

3 Problem Formulation

As previously discussed, Ref. 8 has analyzed the power consumption of network components and found that the greatest savings can be made at the optical transmitters. As data rates increase, distributed feedback (DFB) lasers become the only realistic transmitter option and require drive currents of 10 mA to 20 mA/mW of power. Network operation is normally designed from the perspective of an optical power budget. Consequently, the energy power budget can be overlooked and this could be significantly reduced while maintaining the desired bit error rate (BER) performance.

In this paper, we have extended the analysis made in the literature to include examples where optical amplifiers are used as power boosters within a network. The contention is that rather than designing the network for optimal signal to noise ratio (SNR), significant power savings can be made by reducing the optical power at the transmitter and recovering this power loss by adding an optical amplifier. This is because the energy required to power the amplifier is shared over a large number of users. Here, we address the calculation of the power saving that this approach will have while maintaining an adequate system performance, in this case, for a WDM-PON.

Using established design processes, an optical system is considered from the perspective of optimizing the SNR. This drives the solution toward high transmit powers. By
changing the emphasis of the design toward optimizing energy consumption, transmitter power levels will, in general, be lower, even more so if midspan booster amplifiers are used to recover optical signal strength.

Here, we present an evaluation of the network from the perspective of power consumption as a function of channel count. The key parametric considerations within this respect are amplifier gain, maximum output power that the amplifier can support (\(P_{\text{SAT}}\)), and noise figure (NF) of the amplifier, along with the variation that these three parameters have with drive current, which in turn relates back to the consumption of the amplifier. In the present analysis, the NF of the amplifier has been set to 8 dB. This is significantly higher than that reported in the literature \(^{10}\) but is representative of an operating performance that is realistic.

4 Modeling
The elements in the schematic sketched in Fig. 2 and associated parameters are relevant to the analysis:

- the transmitter—power, extinction ratio (ER), and data rate;
- filter/multiplexer—channel count, filter width;
- loss before the amplifier (insertion and trunk losses);
- amplifier parameters
  - Gain, \(P_{\text{SAT}}\) and NF;
- filtering/demultiplexing post amplification;
- loss post amplification (insertion and trunk losses);
- receiver performance.

In order to accurately model the network operation, knowledge of the receiver parameters is required, for example, the thermal noise level within a receiver. These parameters are generally not easy to source since manufacturers tend to quote performance figures that demonstrate conformity with the relevant standards. It is, therefore, necessary to make some approximations that can be related back to operational specifications that are openly available.

WDM-PON does not yet have an official standard like other PON technologies such as GPON and XG-PON. This means that no official requirements for link loss are available; in this paper, the loss requirement has been set at 26 dB. This is a representative of what would be required in a PON and fits well with the scenario of a typical link in an aircraft. On aircraft, the link distances are short at around 100 m in length. Over the avionic temperature range, the fiber attenuation increases due to material effects in the cabling materials such as the jacket layer contracting. It has been found that for a 5-m length of fiber temperature cycled through the avionic temperature range, the fiber loss is 0.2 dB. \(^{11}\) Using this value for fiber loss, 0.2 dB per 5 m over a link of 100 m, the total fiber loss will be 4 dB. Additionally, fiber routed through an avionics bay tends to be subjected to extreme bending, therefore, a 2 dB loss has been assumed to account for this bending. Insertion losses from each of the components add 11 dB, 4 dB per AWG, and 1 dB for each splitter. It may also be useful to use optical rotary joints on an aircraft, for use with a high bandwidth camera on a turret, for example, and this has a 1 dB insertion loss. In a next generation avionics link, it is expected that 10 connectors will be needed in a single link. These will be a mixture of connector types from in line connectors, with a 0.1 to 0.2 dB insertion loss over the avionic temperature range to blind mate connectors with a 0.8 dB insertion loss. It is expected that blind mate connectors will be deployed more widely, therefore, a conservative estimate for total insertion loss for the connectors is 5 dB. It is also standard practice to allow a 3 dB overhead for component degradation in this harsh environment. The breakdown of network losses is

- 4 dB fiber loss over \(-55^\circ\text{C} \text{to} +125^\circ\text{C}\) temperature range
- 2 dB bend loss
- 11 dB component insertion loss
- 1 dB loss with optical rotary joint
- 5 dB connector loss
- 3 dB overhead for degradation.

Typical transmitter power levels within COTS transceiver devices range between 0 to 5 dBm. \(^{12,13}\) In the present analysis, +3 dBm is assumed as an illustrative value and the data rate is 1.25 Gbps. To produce a link margin of 26 dB, this implies that the receiver must deliver a BER of 10\(^{-12}\) with a maximum input power of –23 dBm. This sensitivity can be achieved with the use of a pin photodiode at the receiver. While the exact details of the receiver design will influence the detail of any analysis that is based upon the receiver, this is less important from the perspective of the present analysis since it is the relative performance of the amplified and unamplified networks that are of interest. Hence, modeling the system performance with a receiver that is slightly better than the minimum required by the standard is perfectly valid. We use this design throughout the remainder of the paper.

5 Amplified Link
The SNR at the output of a photodiode can be estimated as \(^{14}\)

\[
\text{SNR} = \frac{\text{signal power}}{\text{noise power}} = \frac{I^2}{\sigma^2_{\text{TOT}}},
\]

(1)
where \( I_p \) is the photocurrent generated at the photodiode and \( \sigma_{TOT}^2 \) is the total noise for the transmission of both the bit “0” and “1.” The SNR determines the system performance and is related to the BER by

\[
\text{BER} = 0.5 \text{erfc} \left( \frac{Q}{\sqrt{2}} \right),
\]

(2)

where \( Q \) is the Q factor, which can be expressed as \( Q^2 = \text{SNR} \) or

\[
Q = \frac{I_1 - I_0}{\sigma_{TOT}^2},
\]

(3)

where \( I_1 \) and \( I_0 \) are the signal powers on bits “1” and “0,” respectively. In addition to the above considerations, it is reasonable to assume that, by adjusting the drive conditions of the DFB transmitter such that less optical power is injected into the network, the ER of the transmitter may be degraded.

In the present analysis, we have accommodated for this degradation as follows. Defining the ER, \( r_e \) as the ratio of the powers in a “1” and a “0,” \( r_e = P_1/P_0 \), if the average power in a transmission is \( P_{AVE} = (P_1 + P_0)/2 \), then we can further define

\[
P_0 = 2P_{AVE} \left( \frac{1}{1 + r_e} \right),
\]

(4)

\[
P_0 = 2P_{AVE} \left( \frac{1}{1 + r_e} \right).
\]

(5)

As a consequence, the Q factor at the receiver becomes

\[
Q = \frac{P_{AVE}}{\sigma_1^2 + \sigma_0^2} \left( \frac{1}{1 + r_e} \right)^2,
\]

(6)

and the power penalty associated with the imperfect ER can be quantified.

In order to estimate the potential power savings that might be obtained using optical amplifiers, the influence of the optical amplifier on the overall system margin must first be established. The basic model above describing system operation takes into account the optical gain and the associated noise terms. The additional noise components associated with the amplification process and how they alter the SNR is discussed in detail in the literature\(^{15} \) and can be described as follows:

\[
\sigma_1^2 = \sigma_T^2 + \sigma_S^2 + \sigma_{ASE}^2 + \sigma_{S-ASE}^2 + \sigma_{ASE-ASE}^2,
\]

(7)

\[
\sigma_0^2 = \sigma_T^2 + \sigma_S^2 + \sigma_{ASE}^2 + \sigma_{ASE-ASE}^2,
\]

(8)

where, \( \sigma_T^2 \), the noise variance of a, “1,” is the summation of \( \sigma_T^2 \), the thermal noise, \( \sigma_S^2 \), the signal induced shot noise, \( \sigma_{ASE}^2 \), the shot noise derived from the amplified spontaneous emission (ASE) power, \( \sigma_{S-ASE}^2 \) the noise resulting from the beat between the signal and ASE power, and \( \sigma_{ASE-ASE}^2 \) the beat noise derived from components of the ASE. Similarly, \( \sigma_0^2 \) is the noise variance of a “0” and includes \( \sigma_T^2 \), \( \sigma_S^2 \), and \( \sigma_{ASE-ASE}^2 \).

In turn, each of these can be modeled as

\[
\sigma_5^2 = 2eI_pB_e = 2eRP_{SAT}B_e = 2eRGP_{SIG}B_e,
\]

(9)

where \( e \) is the electron charge, \( R \) is the diode responsivity, \( P_{SIG} \) is the optical signal power, and \( B_e \) is the receiver bandwidth. The term \( G \) relates to the amplifier gain and \( \alpha \) the post amplification loss (the loss between the amplifier and the receiver). In the present analysis, we have accounted for the fact that the gain is a function of the input signal strength in relation to the amplifier \( P_{SAT} \). Hence at high input signal levels, the gain value becomes compressed. This will be discussed in more detail later.

The shot noise associated with the ASE power is

\[
\sigma_{ASE-ASE}^2 = 2eI_{ASE}B_e = 2eRaP_{ASE}B_e,
\]

(10)

where \( P_{ASE} \) is the ASE power at the receiver. The beat noise component between the signal and the ASE is expressed as

\[
\sigma_{S-ASE}^2 = 4R^2G\sigma^2P_{ASE}B_e = 4R^2G\sigma^2P_{SIG}B_e,
\]

(11)

where \( \rho_{ASE} \) is the ASE power spectral density and \( \rho_{ASE}B_e = P_{ASE}^{_B} \) is the ASE power falling within the electrical bandwidth. The beat between ASE components is quantified by

\[
\sigma_{ASE-ASE}^2 = 2R^2\sigma^2\rho_{ASE}B_eB_e = 2R^2\sigma^2P_{ASE}^{_B}P_{ASE}^{_B},
\]

(12)

where \( P_{ASE}^{_B} \) is the ASE power which is contained within the optical bandwidth. In the present case, \( B_e \) was set to 100 GHz to be compatible with a standard AWG and the operational wavelength was 1550 nm for upstream traffic.

Using this methodology, a mathematical model has been made using MATLAB which will calculate the SNR at the receiver; from this, the performance of an amplified WDM network can be quantified for various channel counts. The analysis was extended to determine the dynamic range of a WDM-PON in relation to the losses that can be tolerated before and after amplification and the results are shown in Fig. 3. This model used an amplifier with a gain of 18 dB, \( P_{SAT} \) of 13 dBm, and an NF of 8 dB operating across the C-band. These losses represent insertion losses of the various components throughout the network.

Figure 3 shows the influence of the amplifier on the network performance. If the amplifier is placed adjacent to the

![Fig. 3 Dynamic range of amplified link showing reach extension.](image-url)
receiver, it will boost the signal power to a maximum value determined by the $P_{\text{SAT}}$. In this case, the $P_{\text{SAT}}$ value was set at 13 dBm; therefore, the amplifier position after the multiplexer could, in principle, generate an additional 13 dB of signal power and hence boost the system operating margin by 13 dB. However, in practice, this would not be true because the amplifier would be driven into saturation and, in the case of a semiconductor optical amplifier (SOA), nonlinear processes could dominate the system performance. Neglecting the influence of nonlinear behavior for the time being, Fig. 3 clearly shows that placing an amplifier at the input to the network in this way would not offer any real advantage, and could as the channel count is increased, be deleterious to the system performance. For example, eight transmit wavelengths with 3 dBm transmitter power and 5 dB multiplexer losses would present 7 dBm input power into the amplifier. This is only marginally less than the 13 dBm saturation output power from the amplifier, so each channel of the amplifier could deliver (in ideal circumstances) 6 dB of gain. At the higher channel counts, the combined power is higher than that of the amplifier’s saturation power; therefore, amplification is not feasible and at worst is detrimental, particularly in the case of semiconductor amplifiers where nonlinear processes would dominate the performance.

However, if the amplifier is positioned some way into the network, the transmitter power will have been attenuated and the amplifier can be used to boost the signal to increase the network path loss capability. Eventually, if the signal is highly attenuated before being amplified, the SNR degrades to the extent that it cannot be recovered by amplification alone. The exact position where this drop off in performance occurs is determined mainly by the amplifier NF. Here, we will focus attention more closely in the area where the amplifier delivers the greatest benefit.

Figure 4 shows the benefit delivered by an amplifier throughout the link. If the amplifier is positioned at the transmitter directly after multiplexing, this is detrimental because of the effects of gain compression, as previously discussed. Other than compressing the amplifier gain in response to a strong input signal, the present model does not correct for gain-dependent nonlinearity in a semiconductor optical amplifier that may influence the system BER. However, this region of operation is not relevant to the present analysis.

As the attenuation before the amplifier increases, the additional reach becomes more beneficial. With significant losses before the amplifier, e.g., around 30 dB, the enhancement in the path loss capability reaches its maximum, approximately equivalent to the gain of the amplifier, in this case 18 dB. This high loss before the amplifier to reduce signal power into the amplifier is analogous to reducing the transmitter power in a lower loss network. In the present context, this is significant because it means that the transmitter power may be decreased to minimize overall power consumption while still maintaining an adequate SNR. Reducing the transmitter power consumption can also reduce the power needed to maintain the operational wavelength stability required of a DWDM transmitter. Typically, the wavelength drift in a DFB laser is 0.1 nm/°C; transmitters must, therefore, be held at a constant temperature. Lowering the output power from the transmitter reduces the active thermal load placed on any cooling at the transmitters which will have the effect of reducing the power consumption of the thermoelectric cooler required to stabilize the temperature.

6 Power Savings

The analysis presented above demonstrated that the impact of reduced signal strength can be recovered using appropriate amplification. The scenario that was examined relates to the case where a relatively low specification amplifier (18 dB Gain, $P_{\text{SAT}}$ 13 dBm, and NF 8 dB) is used to boost signals midspan. In this case, once the signals become attenuated by a significant degree, e.g., 20 dB, then the benefit that the amplifier can deliver also becomes significant. In the present context, this is interesting because signal attenuation is equivalent to a reduction in signal launch power which means that reducing the launch power and compensating using an amplifier may potentially lead to an overall reduction in power usage.

To evaluate the scale of such a potential enhancement, we need to estimate the overall power usage, including the transmitter drive current and also the power consumption related to temperature control. The focus concerns the use of WDM-PON on aircraft, which represents a particularly harsh environment with respect to temperature. The analysis will first be presented in relation to a room temperature environment before it is extended to cater for the temperature ranges characteristic of aircraft, which will give an idea of how cooling in extreme temperatures alters the power savings.

Typically, the threshold current of a DFB laser is in the region of 10 mA and the output power typically rises by 0.1 mW/°C. Reducing the transmit power from 2 to 5 mW (6 dB) saves around 15 mA of current. In the case of a DFB transmitter, reducing the drive current in this manner will reduce the ER that can be achieved and this must be accounted for. In the following analysis, a power penalty corresponding to an ER of 7 dB is added for the low current transmitter in the amplified network. A 20 dB ER is assumed for the unamplified scenario; 20 dB represents a near ideal condition. In practice, it may be much lower, nearer 10 dB; however, the near ideal case is a useful benchmark. The reduced ER for the low power transmission case is more problematic. Here, we have assumed that 7 dB is attainable, which might not be the case. Nonetheless, the analysis is still important because alternative transmitters which have low power consumption with low output power but have high ER may be substituted for DFB lasers.
Figure 5 presents the power consumption of an amplified network, relative to that of the unamplified network, for three different amplifiers of varying levels of power consumption in a preamplifier set up with all components at 25°C and each channel operating at 1.25 Gbps. The power consumption is calculated by solving the network link budget analysis to find the lowest transmit power to realize a BER of 10 to 12. At this point, the total network power consumption is calculated. Power requirements for a thermoelectric cooler (TEC) at each transmitter are included in the calculations. The three cases considered, their gain, \( P_{\text{SAT}} \), and pump currents are shown below in Table 1. The first case, the miniature erbium-doped fiber amplifier (EDFA), is an amplifier delivering high gain but low \( P_{\text{SAT}} \). It has low drive current requirements and does not require cooling between 0°C and +70°C. This amplifier should deliver enhancement in link performance when it has small input powers corresponding to low channel count links. Clearly, this amplifier can only be used to boost signals within the 1520 to 1560 nm range. Signals in the 1310 nm band will require an alternative technology (potentially a semiconductor amplifier). Nonetheless, the analysis is valid to benchmark the potential performance benefits. Alternatively, a C&L multiplexer may be used and the C band used for the upstream and the L for the downstream traffic. The second amplifier is a high power EDFA; this amplifier has high current requirements and does require cooling but gives high gain and high \( P_{\text{SAT}} \). This should offer improvements in high power with high channel count links. Finally, we consider an SOA; this has medium current and cooling requirements and gives a low gain and moderate \( P_{\text{SAT}} \). This should offer benefits in medium channel count links, with channel numbers between those improved by the two types of EDFA. The analysis that is presented is not exhaustive and could have taken into account more amplifiers with different \( P_{\text{SAT}} \) and gain values. Nonetheless, the performance benefits can be illustrated.

The analysis presented in Fig. 5 assumes that each user requires 3 dBm of transmitter power, which corresponds to ~30 mA of drive current. With the inclusion of the amplifier, this current requirement is reduced as the amplifier gain balances the system needs. At low channel counts the inclusion of an amplifier is not effective, as the additional power required to drive and cool the amplifier adds significantly to the network total. However, as the channel count increases, the power consumption of the amplifier is shared between greater numbers of channels and a reduction in power consumption per channel is realized.

In order to compare the same conditions across the three amplifiers, a 32 channel link has been chosen for the following comparison. The greatest saving, of 49%, is realized with the use of the mini EDFA. The low drive current and lack of cooling means that even at relatively low channel counts, the mini EDFA will offer a benefit over the unamplified link. However, at higher channel counts, the amplifier will saturate due to the low \( P_{\text{SAT}} \). Initially, this can be overcome with higher transmitter power, but this leads to increased power consumption. As the channel count increases, so does the optical input power to the amplifier; eventually, enough power will not be delivered per channel and the link will fail. This explains the bathtub shape of the curve in Fig. 5.

The enhancement was also calculated for a high power EDFA. Due to the high power consumption of this amplifier and its associated cooling, the energy savings are not realized as with the mini EDFA, although due to the higher \( P_{\text{SAT}} \), many more channels can be accommodated. An alternative to fiber amplifiers is to use an SOA. The particular SOA used in this model is not the usual choice for a preamplifier which typically has high gain and low \( P_{\text{SAT}} \); in this case, it is important to have a high \( P_{\text{SAT}} \), to perform at higher channel counts and offer scalability, so a booster amplifier has been chosen although it will be used as a preamplifier. With the SOA, a saving of 27% is predicted. The SOA performance can be seen as a compromise between the two types of EDFA; it will work at higher channel counts than the mini EDFA due to an increased saturation power, but offers a better saving at the low powers than the high power EDFA. The overarching result from the analysis of these amplifiers is that if we include an amplifier in a WDM-PON where minimal cooling is required, the energy use of the network can be significantly reduced.

### 6.1 Operation over Extended Temperature Ranges

A line replaceable unit (LRU) in an avionics system is a modular component of an aircraft designed to be replaced quickly at an operating location. In this context, it can be a box in the avionics bay containing the mission control network. It is possible that future LRUs may require a high bandwidth link to other areas throughout the aircraft.

The temperature history in an LRU on a commercial aircraft is shown in Fig. 6; this has been measured by BAE Systems but the results are not available in the public domain. Figure 6 shows the fraction of time the LRU spent at each smaller, 5 deg temperature range over a combined flight duration of roughly 100 h. Effectively, this is a cumulative distribution. To establish the power usage over

---

**Table 1** Network amplification parameters.

<table>
<thead>
<tr>
<th>Amplifier</th>
<th>Drive Current</th>
<th>Gain (dB)</th>
<th>( P_{\text{SAT}} ) (dBm)</th>
<th>NF (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mini EDFA</td>
<td>50 mA</td>
<td>29</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>EDFA</td>
<td>300 mA</td>
<td>20</td>
<td>16</td>
<td>4.3</td>
</tr>
<tr>
<td>SOA</td>
<td>100 mA</td>
<td>10</td>
<td>11</td>
<td>7</td>
</tr>
</tbody>
</table>

---

**Figure 5** Relative power consumption of amplified WDM-PON to unamplified WDM-PON as a function of channel count for three amplifier technologies.
this temperature range, the power consumption of a thermo electric cooler in a butterfly package with an SOA was measured for a range of drive currents to the SOA at temperatures plotted in Fig. 6. With knowledge of the fractional time spent at each temperature, a weighted average for the power consumption of the cooling can be calculated with varying drive currents to the SOA. Due to the similarities of the SOA and DFB laser, the thermal load on the SOA is expected to be comparable to what the thermal load would be for a DFB; so this weighted average is representative of the power consumption of the expected cooling for each transmitter in the network. The analysis has again been carried out for three amplifiers and is shown in Fig. 7.

The power consumption of a thermo electric cooler when the weighted average temperature is 40°C is 40 mW. This erodes the relative saving per transmitter. However, the inclusion of the mini EDFA still offers a 21% reduction in power consumption and the SOA offers a 10% reduction (both for a 32 channel link) and the power consumption of the cooling is still sufficiently low so as to make the implementation of WDM realistic. The network capacity with 32 channels is a 40 Gbps link. This exceeds the current requirements, therefore, greater channel counts are not envisioned as being required at this point in time on an aircraft; however, with the use of an SOA, this concept allows for significant power savings if the network is scaled. At 64 channels, the inclusion of an SOA offers a reduction in power consumption of 15% and the gain is compressed by <0.5 dB, so there will be no gain dependent nonlinear effects during amplification and there is still the possibility for further scaling.

6.2 Full Temperature Specification

For a component to be specified for operation throughout the aircraft, it must be able to operate in the temperature range of $-55^\circ C$ to $+125^\circ C$. As shown in the LRU case, the temperature is not distributed uniformly across the operating range and there is no reason to assume that this will not be the same in other areas of the aircraft. There is a lack of information about the temperature distribution in the full operating temperature specification. However, it is unlikely that this temperature distribution would be uniform; it is more probable that the time spent at a mean middistribution temperature would be considerably longer than that at the extremes of the specified range. In the following analysis, the temperature distribution has been assumed to be a Gaussian distribution with the mean temperature at $+35^\circ C$ and the extremes of the operating range at three standard deviations from the mean. It is worth noting that this is an assumption and at this point it is not known how much exposure to the extremes there will be. Although a thermoelectric cooler cannot operate throughout the entirety of this range, the power consumptions of such a cooler have been extrapolated into this range to illustrate the power consumption over the full avionic temperature profile.

A weighted average for the power consumption of a TEC in this environment has been calculated and it exceeds 1 W per transmitter. When we consider that the power consumption of the transmitters is in the order of tens of milliwatts, it is clear that the level of power required by the cooling is unfeasible on an aircraft. As shown in Fig. 8, it also completely erodes the savings made with the inclusion of an amplifier, with the cooling power requirements two orders of magnitude greater than the saving at the transmitters. This analysis shows that even with the power savings associated with the optical amplification deployment of WDM PON on aircraft, it is not feasible due to excessive cooling requirements which stem from passive heating. Significant savings in the power consumption of the cooling...
must be realized before this can realistically be used on aircraft over the extended operational temperature range. Nevertheless, the power savings predicted in the less harsh environments mean that this technique may be useful in certain areas or types of aircraft.

7 Conclusion
With the continued drive to reduce weight on aircraft for economic and environmental reasons, optical networks have been taken up to meet this need. This paper has proposed the use of WDM-PON and considered a method for reducing the power consumption of WDM-PON using preamplification. Through analysis of power consumption of both amplified and unamplified WDM-PON in a range of environments found on aircraft, it has been shown that power savings can be realized in realistic conditions. Realistic reductions in power consumption (considering the transmitter and its cooling) with the transmitter exposed to various temperature ranges have been calculated for three different scenarios. In the first case, the temperature is assumed to be a constant at $+25\, ^\circ C$ and the WDM-PON has 32 channels with savings around the order of 50% predicted. The second temperature range is taken from experimentally measured data from a civil passenger jet, which ranges from $+17\, ^\circ C$ to $+57\, ^\circ C$; for long term operation in this range, savings of 10% to 21% are predicted for a 32-channel WDM-PON depending on the choice of amplifier. The use of an SOA in this case also offers considerable scope for scaling, as the amplifier is a long way from saturation and can amplify 64 channels with less than 0.5 dB of gain compression. Finally, the calculations were repeated over the avionic temperature specification of $-55\, ^\circ C$ to $+125\, ^\circ C$; in this case, the power consumption for thermally regulating the lasers and amplifiers was almost two orders of magnitude higher than the power consumption of the optical transmitters. This power consumption is too high to be considered feasible on an aircraft over the extended temperature range.
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