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Abstract—This paper presents algorithms for generating random variables for exponential/Rayleigh/Weibull, Nakagami-m and Rician copulas with any desired copula parameter(s), using the direct conditional cumulative distribution function method and the complex Gaussian distribution method. Moreover, a novel method for optimal copula selection is also proposed, based on the criterion that for a given series of copulas, the optimal copula will have its copula density based mutual information closest to the corresponding bivariate distribution based mutual information. The corresponding bivariate distribution is the bivariate distribution that is used to derive this copula. Akaike information criterion (AIC) and Bayes’ information criterion (BIC) are compared with the proposed mutual information based criterion for optimal copula selection. In addition, several case studies are also presented to further validate the effectiveness of the copulas, which include dual branch selection combining diversity using Nakagami-m, exponential/Rayleigh/Weibull and Rician copulas with different marginal distributions as in real applications.

Index Terms—Copulas, statistical signal processing, copula random variables generation, optimal copula selection

*Corresponding Author:

Dr. J. Ren,
Centre for excellence in Signal and Image Processing
Dept. of Electronic and Electrical Engineering#
University of Strathclyde,
204 George Street, Glasgow,
United Kingdom

Email: jinchang.ren@strath.ac.uk
Phone: +44-141-5482384
1. INTRODUCTION

One of the most important advantages of copulas is to generate correlated random variables with arbitrary marginal distributions. However, obviously, this requires the successful generation of random variables for copulas. Copula random variables generation is also called copula simulation, which is widely used for constructing corresponding statistical models [1]. Once a suitable copula (an optimal copula) that can accurately model the dependence between marginal distributions is determined, the marginal variables $x$ and $y$ can be generated by their inverse marginal cumulative distribution function (cdf), based on the fact that the variables $u$ and $v$ of copula function are both uniformly distributed [1, Sec. 2.9]. Obviously, to utilize a copula function, generating random variables for the copula function is essential. In Part I of this paper, we have derived the copulas for Nakagami-m, exponential/Rayleigh/Weibull, and Rician distributions. And in this part, we will focus on algorithms for generating random variables for these copulas as no such algorithm have been presented so far.

Note that selecting a suitable copula is quite important for modeling dependence correctly between marginal distributions, and optimal copula is only determined by the marginal distributions. The empirical copula, graphic plot and Akaike information criterion (AIC) are popular methods currently for choosing optimal copula [2], and a good survey regarding this topic can be found in [3]. However, the empirical copula based method is too time consuming, thus it is not suitable for large dataset. The graphic plot based method chooses the optimal copula visually and thus is not suitable for real-time signal processing. Since AIC is a likelihood-based method, usually it requires extremely large dataset for model selection.

In this paper, a novel mutual information based method for automatic selection of optimal copulas is also presented, which suits for the case when the associated copula density functions and their corresponding joint probability density functions (pdf) are available. There are three popular methods for copula parameter estimation. The first method is the Kendall’s tau or Spearman’s rho based method [4, Sec. 3.1.2], [4, Sec. 3.1.3], this method requires an analytical expression linking the copula parameter and Kendall’s tau or Spearman’s rho, and such expressions are not available for Weibull/exponential/Rayleigh, Nakagami-m and Rician copulas. Besides, the maximum likelihood estimation (MLE) is quite popular for copula parameter estimation. Let $X = \{(X_1^i, X_2^i)\}_{i=1}^T$ denotes a observation sample, where $X_1^i$ and $X_2^i$ are two vectors with the length $T$, the expression of log-likelihood of joint probability density function can be written in terms of the copula density and marginal probability density functions as [4, Sec. 5.2]:

$$
\ell(\alpha) = \sum_{i=1}^T \ln c(F_1(x_1^i, \theta_1), F_2(x_2^i, \theta_2)) + \sum_{i=1}^T \sum_{n=1}^T \ln f_n(x_1^i; \theta_n) \tag{1}
$$

where $c$ is the copula density function, $F_1$ and $F_2$ are two marginal cumulative distribution functions (cdf) with parameters $\theta_1$ and $\theta_2$ respectively and function $f_1$ and $f_2$ are marginal pdfs. There are two popular MLE methods for this parameter estimations, the first is
called Inference for Margins (IFM) which estimates the copula parameter by two steps [4, Sec. 5.3]:

Step 1:

$$\hat{\theta}_n = \arg \max \sum_{i=1}^{T} \ln f_i(x_i^j; \theta)$$

Step 2: Estimate the parameter(s) $\hat{\alpha}$ of copula.

$$\hat{\alpha} = \arg \max \ell(\alpha) = \arg \max \sum_{i=1}^{T} \ln c(F_1(x_i^1; \theta_1), F_2(x_i^2; \theta_2), \alpha)$$

(2)

The second MLE method is called Canonical Maximum Likelihood method (CML), it estimates the copula parameter(s) $\hat{\alpha}$ as follows [4, Sec. 5.4]: the data $x_1^j$ and $x_2^j$ are first transformed into the uniform variants by using empirical distributions, then use the following MLE in Eq. (3) to estimate the parameters $\hat{\alpha}$ of the copula.

$$\hat{\alpha} = \arg \max \sum_{i=1}^{T} \ln c(u_i, u_j; \alpha)$$

(3)

The empirical distribution is defined as: $F_n(x) = \frac{1}{n} \sum_{i=1}^{n} I(X_i \leq x)$, where $I_A(x)$ function is indicator function defined as:

$$I_A(x) = \begin{cases} 1 & \text{if } x \in A \\ 0 & \text{if } x \notin A \end{cases}$$

The CML method considers the attractive advantage of copula that copula separates the dependence structure and marginal distributions since the marginal distribution are usually unknown, and it is suitable for all the copulas mentioned in this paper. Thus we always adopt CML as a universal method for copula parameter estimation in this paper.

The remainder of this paper is organized as follows. Section II discusses methods for generating random variables for exponential/Rayleigh/Weibull, Nakagami-m and Rician copulas using univariate marginal cdf method. In Section III, a novel method for optimal copula selection based on mutual information is proposed. Section IV presents case studies to apply these copulas in applications of dual branch selection combining diversity problems in communication field. Concluding marks are summarized in Section V.

2. Copula Random Variables Generation

Let $F_X(.)$ and $F_Y(.)$ be two marginal cumulative distribution functions (cdf) for random variables $x$ and $y$, respectively, the corresponding bivariate copula function is given below [1, Sec. 2.3]:

$$C(u,v) = F_{XY}(x,y) = F_{XY}(F_X^{-1}(u), F_Y^{-1}(v))$$

(4)
where the simulation task here is to generate uniformly distributed random variables \((u, v)\) whose joint distribution function is \(C\).

One of the most commonly used approaches for generating copula random variables is the conditional copula method, and the conditional copula is defined as [1, Sec. 2.9]:

\[
C_u(v) = \Pr(V \leq v | U = u) = \lim_{\Delta u \to 0} \frac{C(u + \Delta u, v) - C(u, v)}{\Delta u} = \frac{\partial C(u, v)}{\partial u}
\]

(5)

where \(C_u(v)\) is the partial derivative of the copula, a non-decreasing function which exists for almost all \(v \in [0,1]\).

The conditional copula based method can be described in the following three steps:

1) Generate two independent uniform random variables \(t_1\) and \(t_2 \in [0,1]\);

2) Let \(u = t_1\), \(c_u(v) = t_2\);

3) Compute \(v = c_u^{-1}(t_2)\), and the pairs \((u, v)\) are then regarded as the desired copula random variables, where \(c_u^{-1}\) denotes a quasi-inverse of \(c_u\). The definition of the quasi-inverse function can be found in [1, Sec. 2.3].

As can be seen, conditional copula based method is quite intuitive and works well for some copulas, especially for Archimedean copulas where the analytical expression of \(c_u^{-1}\) is resolvable. However, in more complicated cases, it is extremely difficult to find the analytical expression of \(c_u^{-1}\). To this end, an alternative approach using univariate marginal cdf should be applied as discussed below.

For a specific copula, the univariate marginal cdf based method can also be summarised in the following three steps [4, Sec. 6.2]:

1) Generate two independent uniform random variables \(t_1\) and \(t_2 \in [0,1]\);

2) Generate random variables pairs \((x, y)\) from \(t_1\) and \(t_2\) according to their bivariate distribution;

3) Let \(u = F_x(x)\) and \(v = F_y(y)\), and the pairs \((u, v)\) are then taken as the desired copula random variables.

Note that \(F_x()\) and \(F_y()\) are the marginal cdfs used to derive the copula. Apparently the univariate marginal cdf based method requires that the random variables pairs \((x, y)\) themselves can be generated before the generation of the copula random variables. In this paper, the univariate marginal cdf based method will be employed for copula random variables generation since it is too difficult to directly derive the analytical expression of \(c_u^{-1}(.)\) for our newly derived copulas.

Also note that the log-normal copula has been proven to be equivalent to Gaussian copula, and thus the same method that is applied for Gaussian copula in [4, Sec. 6.2] can be used for simulating of the log-normal copula. Therefore in this paper we will focus on the simulation of exponential/Rayleigh/Weibull, Nakagami-m and Rician copulas as these have not been investigated.
2.1. Bivariate Exponential/Rayleigh/Weibull Copula

In Part I of the paper [20], we have derived the bivariate exponential (also Rayleigh and Weibull) copula function as:

\[
C(u, v) = 1 + e^{a_1 - a_2} \int_0^{\rho s} e^{-a_1} I_0(2\sqrt{a_1 s}) ds - 1 - e^{-a_2} \int_0^{\rho s} e^{-a_2} I_0(2\sqrt{a_1 s}) ds
\]  

where \( a_1 = -\ln(1-u)/\rho \), \( a_2 = -\ln(1-v)/\rho \), and \( \rho = 1 - \rho' \).

Alternatively, it can be also defined by using Marcum’s Q function as [20]:

\[
C(u, v) = 1 + (1-v)Q_u(\sqrt{u}, \sqrt{\rho v}) - (1-u)(1-Q_v(\sqrt{\rho u}, \sqrt{v}))
\]

where \( u = 2 \ln(1-u)(\rho - 1)^{-1} \) and \( v = 2 \ln(1-v)(\rho - 1)^{-1} \).

To generate random variables for exponential, Rayleigh and Weibull copulas, we need first generate random variables \((x, y)\) for bivariate exponential/Rayleigh/Weibull distribution before the univariate marginal cdf method can be applied. To this end, two methods, based on inverse cdf and complex Gaussian distribution, respectively, are utilized as discussed below.

2.1.1 Inverse cdf based univariate marginal CDF method

The exponential copula has been proved to be equivalent to the Rayleigh and Weibull copulas, thus we only take exponential copula as an example for random variable generation of these three copulas. Note that same results are achieved if we choose bivariate Rayleigh or Weibull distribution to generate random variables for the three copulas.

Firstly, we generate two independent uniform random variables \( t_1 \) and \( t_2 \in [0,1] \). And then we compute the conditional pdf of \( y \) given \( x \) for bivariate exponential distributions by:

\[
f_{y|x}(y|x) = \frac{f_{xy}(x,y)}{f_{x}(x)} = \frac{\mu}{1-\rho} \exp(-\lambda x + \frac{\lambda x + \mu y}{1-\rho}) I_0(\frac{2}{1-\rho} \sqrt{\rho \lambda xy})
\]

The associated conditional cdf can be derived as:

\[
F_{y|x}(y|x) = \frac{\gamma}{\gamma} \exp(-\frac{\rho \lambda x + \mu y}{1-\rho}) I_0(\frac{2}{1-\rho} \sqrt{\rho \lambda xy})
\]

Note that the Marcum Q function is defined as \( Q_m(a,b) = \int_0^{\infty} x^{m-1} e^{-\frac{x^2 + a^2}{2}} I_{m-1}(ax) dx \). For the special case with \( m = 1 \), the Marcum’s Q function becomes \( Q(a,b) = \int_0^{\infty} x e^{-\frac{x^2 + a^2}{2}} I_0(ax) dx \). The Marcum Q function can also be written as:

\[
Q_m(a,b) = 1 - a^{1-m} \int_0^{b} x^m \exp(-\frac{a^2 + x^2}{2}) I_{m-1}(ax) dx
\]
and again for the special case with \( m = 1 \), we have 
\[
1 - Q_i(a, b) = \int_0^b \exp(-\frac{t^2}{2})I_0(at)dt.
\]
After algebraic manipulation, we can derive 
\[
F_{Y \mid X}(y \mid x) = 1 - Q_i\left(\frac{\rho \mu X}{\sqrt{1 - \rho^2}} \sqrt{\frac{2\mu y}{1 - \rho}}\right).
\]
Let \( F_{Y \mid X}(y \mid x) = t_2 \), we can also derive that 
\[
y = \frac{1 - \rho}{2\mu}Q^{-1}_i\left(\frac{\rho \mu X}{\sqrt{1 - \rho^2}} \sqrt{\frac{2\mu y}{1 - \rho}}(1 - t_2)\right),
\]
Note that if \( Q_i(a, b) = s \), we have \( Q^{-1}_i(a, s) = b \), where \( Q^{-1}_i(a, s) \) denotes the inverse Marcum Q function on variable \( b \). Let \( x = F_X(t_1) = -\frac{1}{\lambda} \ln(1 - t_1) \), as a result, \((x, y)\) are desired random pairs for bivariate exponential distribution. Note that the pairs \((x, y)\) depends on three parameters, \( \lambda, \mu \) and \( \rho \). Finally, we have \( v = F_Y(y) = 1 - \exp(-\mu y) = 1 - \exp\left(-\frac{1 - \rho}{2}Q^{-1}_i\left(\sqrt{\frac{2\mu \ln(1 - t_1)}{1 - \rho}}, 1 - t_1\right)\right) \).

Let \( u = t_1 \), then the pairs \((u, v)\) are the desired random variables for bivariate exponential, Rayleigh and Weibull copulas. It can be found that the correlated exponential distributed pairs \((x, y)\) depends on the parameters \( \lambda, \mu \) and \( \rho \), while the random variables of bivariate exponential, Rayleigh and Weibull copulas are only depends on the parameter \( \rho \). This can be also validated by Eq. (6) or Eq. (7). In other words, this means that copulas have helped to simplify the dependence structure of these random variables whilst preserving the most significant characteristics among them.

### 2.1.2 Complex Gaussian distribution based univariate marginal CDF method

Since multivariate Rayleigh distribution can be represented using a set of zero-mean complex Gaussian random variables as 
\[
G_k = \sigma_k(\sqrt{1 - \rho}X_k + \sqrt{\rho}X_0) + i\sigma_k(\sqrt{1 - \rho}Y_k + \sqrt{\rho}Y_0), \quad where \ k = 0, 1, 2...L, \ i = \sqrt{-1} \ and \ X_k, Y_k \sim G(0, 1/2) \ are independent [5].
\]
complex Gaussian random variables can be used to generate random variables for Rayleigh copula as well as its equivalences, i.e. exponential and Weibull copulas. Here, we have \( G_k \sim CG(0, 1/2) \), where \( G( ) \) and \( CG( ) \) represent Gaussian distribution and complex Gaussian distribution, respectively. As a result, \( |G_k| \) is a set of Rayleigh random variables, and we can derive the mean-squared value of \( |G_k| \) is \( E(|G_k|^2) = \sigma_k^2 \). Note that \( E(|G_k|^2) = \Omega_k \), thus we have
\[
G_k = \sqrt{\Omega_k}(\sqrt{1 - \rho}X_k + \sqrt{\rho}X_0) + i\sqrt{\Omega_k}(\sqrt{1 - \rho}Y_k + \sqrt{\rho}Y_0)
\]
where \( \rho \) refers to the cross-correlation coefficient between any \( G_k \) and \( G_j \) \((k \neq j)\).

Let \( x = |G_k| = \sqrt{\Omega_k}(\sqrt{1 - \rho}X_k + \sqrt{\rho}X_0)^2 + (\sqrt{1 - \rho}Y_k + \sqrt{\rho}Y_0)^2 \) and \( y = |G_j| = \sqrt{\Omega_j}(\sqrt{1 - \rho}X_k + \sqrt{\rho}X_0)^2 + (\sqrt{1 - \rho}Y_k + \sqrt{\rho}Y_0)^2 \), as a result, \((x, y)\) are desired random pairs for bivariate Rayleigh distribution. Consequently, we can simulate \((u, v)\) for exponential/Rayleigh/Weibull copulas by computing:
\[
u = 1 - \exp\{-((\sqrt{1 - \rho}X_k + \sqrt{\rho}X_0)^2 + (\sqrt{1 - \rho}Y_k + \sqrt{\rho}Y_0)^2)\} \]
\[ v = 1 - \exp\{-[(1 - \rho X_2^2 + \sqrt{\rho} X_2) + (\sqrt{1 - \rho Y_2^2 + \sqrt{\rho} Y_2}]^2 \}
\]

Note that the generation of correlated Rayleigh distributed pairs \((x, y)\) depends on the parameters \(\Omega_x, \Omega_y\) and \(\rho\). However, the generation of random variables for bivariate exponential/Rayleigh/Weibull copulas only depends on the parameter \(\rho\).

### 2.2. Bivariate Nakagami-m Copula

Similar to the bivariate exponential/Rayleigh/Weibull copulas, both inverse cdf based method and complex Gaussian distribution based method are utilized to generate random variables \((u, v)\) for bivariate Nakagami-m copula as presented below.

#### 2.2.1. Inverse cdf based univariate marginal CDF method

The Nakagami-m copula has been defined as [6]

\[
C(u, v) = \frac{(1 - \rho)^{m_u} \exp\{ - \frac{\rho^2 \Gamma(m_u) + P[m + k \frac{P^{-1}(m, u)}{1 - \rho} + P[m + k \frac{P^{-1}(m, v)}{1 - \rho}]}{2k!} \}}{\Gamma(m_u + k)} \sum_{k=0}^{\infty} \frac{\rho^{2m_u} \Gamma(m_u + k)}{2k!} [P[m + k \frac{P^{-1}(m, u)}{1 - \rho} + P[m + k \frac{P^{-1}(m, v)}{1 - \rho}]]
\]

(12)

To simulate random variables for Nakagami-m copula, we firstly generate two independent uniform random variables \(t_1\) and \(t_2 \in [0, 1]\). According to the definition of bivariate Nakagami-m pdf and marginal Nakagami-m pdf in [20, Sec. 2.4], we can derive the conditional pdf of \(y\) given \(x\) for bivariate Nakagami-m distributions as:

\[
f_{y|x}(y | x) = \frac{2mx^{-m}\Omega_x^{(m-1)/2} \exp\{- \frac{m(\rho x^2 / \Omega_x + y^2 / \Omega_y)}{1 - \rho} \}}{(1 - \rho)^{m_u} \Omega_y^{(m-1)/2}} \]

(13)

The associated conditional cdf can be derived as by applying Eq. (10):

\[
F_{y|x}(y | x) = 1 - Q_m\left( x, \sqrt{\frac{2m\rho}{1 - \rho} \Omega_x}, \sqrt{\frac{2m}{1 - \rho} \Omega_y} \right)
\]

(14)

Let \(F_{y|x}(y | x) = t_2\), thus we have \(y = \sqrt{\frac{\Omega_y}{2m}} Q_m\left( x, \sqrt{\frac{2m\rho}{1 - \rho} \Omega_x}, \sqrt{\frac{2m}{1 - \rho} \Omega_y} \right)\), where \(m\) is positive integer. However, in some applications, the parameter \(m\) of the Nakagami distributions can be non-integer. For these cases, we can consider that the generalized Marcum Q function is the complementary cdf of the noncentral chi-squared distribution with \(2m\) degrees of freedom, where \(2m\) is not necessarily an integer [18]. The relationship between generalized Marcum Q function and noncentral chi-squared distribution can be expressed as \(1 - Q_m(a, b) = K(b^2, 2ma^2)\), where \(K()\) denotes the non-central chi-squared distribution, and \(\lambda\) is called noncentrality parameter. Let \(Q_m(a, b) = y\), we can derive that the inverse Marcum Q function about its second variable as \(Q_m^{-1}(a, y) = \sqrt{K^{-1}(1 - y, 2ma^2)}\). Note that the inverse noncentral chi-square distribution is supported by Matlab through the build-in function ncv2inv.
Let $x = F^{-1}_X(t_1) = \sqrt{-\frac{\Omega_x}{m}} P^{-1}(m, t_1)$, then $(x, y)$ are the desired random pairs for bivariate Nakagami-m distribution. Note that Eq. (14) is different from Eq. (5) in [7] since the Nakagami-m distribution in this paper is defined as $f_x(x) = \frac{2m^x x^{2m-1}}{\Gamma(m\Omega_x^m)} \exp\left(-\frac{mx^2}{\Omega_x^m}\right)$, where it is defined in a different way as $f_x(x) = \frac{2x^{2m-1}}{\Gamma(m\Omega_x^m)} \exp\left(-\frac{x^2}{\Omega_x^m}\right)$ in [7]. However, the same expression of Nakagami-m copula can be derived from these two different definitions. As a result, we have $v = F_y(y) = P\left(m, \frac{m y^2}{\Omega_y}\right) = P\left(m, \frac{1 - \rho}{2} \left(Q_m^{-1}\left(\frac{2\rho P^{-1}(m, t_1)}{1 - \rho}, 1 - t_1\right)\right)\right)$.

Finally, let $u = t_1$, the pair $(u, v)$ becomes the desired random variables for bivariate Nakagami-m copula. As can be seen, the generation of random variables only depends on the parameters $\rho$ and $m$, just as validated in Eq. (12).

### 2.2.2 Complex Gaussian distribution based univariate marginal CDF method

Complex Gaussian random variables can also be used to generate random variables for Nakagami-m copula as multivariate Nakagami-m distribution can be represented by using a set of zero-mean complex Gaussian random variables defined in [5] as

$G_{kj} = \sigma_j (\sqrt{1 - \rho X_{kj}} + \sqrt{\rho X_{kj}}) + i \sigma_j (\sqrt{1 - \rho Y_{kj}} + \sqrt{\rho Y_{kj}})$

where $k=0,1,2...L$; $j=1,2...m$; $i = \sqrt{-1}$ , and $X_{kj}, Y_{kj} \sim G(0,1/2)$ are independent to each other. Consequently, we have $G_{kj} \sim CG(0,1/2)$, where again $G()$ and $CG()$ represent Gaussian distribution and complex Gaussian distribution, respectively. The cross-correlation coefficient between any $G_{kj}$ and $G_{kn}$ (k≠ j and j = n) is denoted as $\rho$. We can easily derive that $N_k = \sum_{j=1}^{m} |G_{kj}|^2$ is a set of Nakagami-m random variables, and the mean-squared value of $N_k$ is $E\left(\frac{N_k^2}{m}\right) = m\sigma_k^2$. Note that the mean-squared value also equals $\Omega_k$. Consequently, we have

$G_k = \frac{\Omega_k}{m} (\sqrt{1 - \rho X_{kj}} + \sqrt{\rho X_{kj}}) + i \frac{\Omega_k}{m} (\sqrt{1 - \rho Y_{kj}} + \sqrt{\rho Y_{kj}})$ \hspace{1cm} (15)

Let $x = \sum_{j=1}^{m} |G_{kj}|^2 = \sum_{j=1}^{m} \frac{\Omega_k}{m} (\sqrt{1 - \rho X_{kj}} + \sqrt{\rho X_{kj}})^2 + \frac{\Omega_k}{m} (\sqrt{1 - \rho Y_{kj}} + \sqrt{\rho Y_{kj}})^2$ and $y = \sum_{j=1}^{m} |G_{kj}|^2 = \sum_{j=1}^{m} \frac{\Omega_k}{m} (\sqrt{1 - \rho X_{kj}} + \sqrt{\rho X_{kj}})^2 + \frac{\Omega_k}{m} (\sqrt{1 - \rho Y_{kj}} + \sqrt{\rho Y_{kj}})^2$, then $(x, y)$ are taken as the desired random pairs for bivariate Nakagami-m distribution. As a result, $(u, v)$ are determined by

$u = P(m, \sum_{j=1}^{m} [(\sqrt{1 - \rho X_{kj}} + \sqrt{\rho X_{kj}})^2 + (\sqrt{1 - \rho Y_{kj}} + \sqrt{\rho Y_{kj}})^2])$

$v = P(m, \sum_{j=1}^{m} [(\sqrt{1 - \rho X_{kj}} + \sqrt{\rho X_{kj}})^2 + (\sqrt{1 - \rho Y_{kj}} + \sqrt{\rho Y_{kj}})^2])$
It can be found again that the Nakagami-m copula random variables only depend on the parameters $\rho$ and $m$.

2.3. Bivariate Rician Copula

The bivariate Rician copula has been derived in Part I of the paper [20] as:

$$C(u, v) = \int_0^b \int_0^a z_1 z_2 \exp\left(-\frac{z_1^2 + z_2^2 + 2(1 - \rho)z_1^2}{2(1 - \rho^2)}\right) \sum_{i=0}^{\infty} I_1(\frac{\rho z_1 z_2}{1 - \rho})I_1(\frac{z_2}{1 + \rho})dz_1 dz_2$$

(16)

where $b_1 = Q^{-1}_r(z, 1-u)$ and $b_2 = Q^{-1}_r(z, 1-v)$.

Alternatively, it can be also defined by using infinite series representation as [20]:

$$C(u, v) = \exp\left(-\frac{z_1^2}{1 + \rho}\right) \sum_{k=0}^{\infty} a_k (-1)^k \sum_{l=m-n=0}^{\infty} 2^{l+m+k+1} m! n! (l+k)! (m+k)! (n+k)! \gamma(1 + m + k + 1, \frac{1}{2}(1 - \rho^2)) \gamma(n + m + k + 1, \frac{1}{2}(1 - \rho^2))$$

(17)

For bivariate Rician distribution, it is difficult to find the analytical expression for conditional cdf of $y$ given $x$. However, complex Gaussian distribution based method can still be applied for Rician copula random variables generation as the multivariate Rician distribution can be represented by a set of non-zero means complex Gaussian random variables given in [4] as

$$G_k = \sigma(\sqrt{1 - \rho} X_k + \sqrt{\rho} X_0) + i\sigma(\sqrt{1 - \rho} Y_k + \sqrt{\rho} Y_0)$$

(18)

In Eq. (18), $X_k \sim N(0, \frac{1}{2})$ and $Y_k \sim N(0, \frac{1}{2})$ are independent to each other, where $k = 1, 2, ..., L$; $X_0 \sim N(m_1, \frac{1}{2})$ and $Y_0 \sim N(m_2, \frac{1}{2})$ are also independent; $m_1$ and $m_2$ can be arbitrary but satisfying $\sqrt{m_1^2 + m_2^2} = a$. Here, we can simply let $m_1 = m_2 = \sqrt{\frac{a^2}{2}}$, thus we have $G_k \sim CG(\sqrt{\rho}(\frac{\sqrt{a^2}}{2} + i\frac{\sqrt{a^2}}{2}), \sigma)$, where $G(\ )$ and $CG(\ )$ represent Gaussian distribution and complex Gaussian distribution, respectively. As a result, $|G_k|$ is a set of Rician random variables. Again the cross-coefficient between $G_k$ and $G_j$ $(k \neq j)$ is denoted as $\rho$, and the mean-squared value of $|G_k|$ is derived as $\text{E}(|G_k|^2) = \sigma^2(1 + \rho a^2)$. Note that the mean-squared value of $|G_k|$ equals to $a^2 + 2\sigma^2$. Let $a = \frac{a}{\sigma}$, we can derive $\sigma^2 = \frac{a^2}{\rho a^2 - 1} = \frac{z^2 + 1}{\rho z^2}$, where $a^2 > \frac{1}{\rho}$.

As a result, we have

$$x = |G_1| \sim \sigma\sqrt{(\sqrt{1 - \rho} X_1 + \sqrt{\rho} X_0)^2 + (\sqrt{1 - \rho} Y_1 + \sqrt{\rho} Y_0)^2}$$

$$y = |G_2| \sim \sigma\sqrt{(\sqrt{1 - \rho} X_2 + \sqrt{\rho} X_0)^2 + (\sqrt{1 - \rho} Y_2 + \sqrt{\rho} Y_0)^2}$$
where \( X_0 \sim G(\sqrt{\frac{x^2 + 1}{2\rho}}, \frac{1}{2}) \) and \( Y_0 \sim G(\sqrt{\frac{x^2 + 1}{2\rho}}, \frac{1}{2}) \), and \((x, y)\) are desired Rician random pairs. Consequently, bivariate Rician copula random variables \((u, v)\) can be obtained as

\[
\begin{align*}
  u &= 1 - Q_2(z, \sqrt{(|1 - \rho\, X_1 + \sqrt{\rho\, X_0})^2 + (|1 - \rho\, Y_1 + \sqrt{\rho\, Y_0})^2}) \\
  v &= 1 - Q_2(z, \sqrt{(|1 - \rho\, X_1 + \sqrt{\rho\, X_0})^2 + (|1 - \rho\, Y_1 + \sqrt{\rho\, Y_0})^2})
\end{align*}
\]

Please note the generation of Rician random pairs \((x, y)\) depends on three parameters, i.e. \(\sigma, z\) and \(\rho\) (or \(\sigma, a\) and \(\rho\)), while the Rician copula random variables generation only depends on two parameters, \(\rho\) and \(z\), since \(X_0, Y_0, X_1\) and \(Y_1\) only depend on \(\rho\) and \(z\). This can be also validated by Eq. (16) or Eq. (17).

2.4. Comparison of the inverse cdf based method and complex Gaussian based generation of copula random variables

The inverse cdf based method for generating random copula variables is an intuitive method, and it suits for the Weibull/exponential/Rayleigh and Nakagami-m copula with non-integer \(m\), while integer \(m\) is required for complex Gaussian based method. However, the inverse cdf based method usually needs to find an analytical expression of conditional pdf of bivariate distribution, which may be very difficult to achieve. For example, the inverse cdf based method is not applied for the Rician copula, as an analytical expression of conditional associated pdf cannot be derived. In addition, the inverse cdf based method is required to calculate the inverse Marcum Q function, and this increases the computational cost. The complex Gaussian distribution based method can be applied for the Weibull/exponential/Rayleigh and Rician copulas. However, it is only valid for Nakagami-m copula when the integer \(m\) is positive.

3. Optimal Copula Selection

For a given problem, optimal copula selection is always important for practical applications in accurately modeling of the data. Currently, empirical copula [1, Sec. 5.6], [8], graphic plot [9], AIC [3], [10] and [11] are three most popular used methods for optimal copula selection, and a good survey regarding this topic can be found in [3].

Let \(\{(x_k, y_k)\}_{k=1}^n\) denotes a sample of size \(n\) from a continuous bi-variate distribution, and the empirical copula \(C_n\) can be defined as [1]:

\[
C_n^i(j) = \frac{\text{number of pairs}(x, y) \text{ in the sample with } x \leq x(i), y \leq y(j)}{n}
\]  
(19)
where \( x \leq x_i, y \leq y_{ij}, 1 \leq i, j \leq n \) denotes order statistics from the sample. The candidate of copula is thought as the optimal copula if it has the minimal Euclidean distance with the empirical copula. However, the empirical copula based method is usually time consuming, thus it is not suitable for large dataset and real-time processing. Graphic plot based method selects the optimal copula by visually inspecting the scatter plots of the observation data and simulated results, and therefore it is not suitable for real-time processing as well.

AIC \([3][11]\) is defined as

\[
\text{AIC} = -2 \log[c_i(u_i, u_2) | \alpha] + q_k
\]

where \( k \) is the copula function index; \( q_k = 2p_k \) and \( p_k \) is the number of parameter of the \( k^{th} \) copula; \( c_k \) is the likelihood function corresponding to the \( k^{th} \) copula evaluated by substituting the CML of Eq. (3) as MLE. Note that using empirical distribution \( u_1 \) and \( u_2 \) has been transformed to uniform distribution from observations \( X_1 \) and \( X_2 \), respectively. We may also use IFM in Eq. (2) as MLE for AIC, though it suffers from unknown marginal distributions. To this end, CML takes into consideration one of the significant advantage of copula that copula separates the dependence structure and marginal distributions. Another solution is Bayes’ information criterion (BIC) with \( q_k = p_k \log(T) \), where \( T \) is the number of observations [11]. The copula function with the lowest AIC or BIC is then regarded as the optimal one [3], [11]. It has been pointed out that none of these methods has been proven to be superior in the survey regarding this topic [3]. Therefore, in this paper, a novel method based on mutual information measurement is presented for optimal copula selection, and the results are compared with AIC and BIC.

Mutual information has been employed for measuring the dependence between two marginal distributions in a wide range of applications such as image registration [12], data fusion [13] and MIMO system [14]. Basically, for two random variables \( X \) and \( Y \), the mutual information between them is defined as [15]:

\[
\text{MI}(X, Y) = \int_{X \times Y} f_{XY}(x, y) \log \frac{f_{XY}(x, y)}{f_X(x) f_Y(y)} \, dx \, dy
\]

where \( f_{XY}(x, y) \) is the joint pdf and \( f_X(x) \) and \( f_Y(y) \) are the corresponding marginal pdfs for \( X \) and \( Y \), respectively. As an special example, the mutual information for two Gaussian distributions with a correlation coefficient \( \rho \) has a very simple form as [15]:

\[
\text{MI}_{\text{Gau}} = - \frac{1}{2} \ln(1 - \rho^2)
\]

Actually, mutual information can also be defined by using a copula density only as [16]:

\[
\text{MI}(x, y) = \int_{[0,1]^2} c(u, v) \log c(u, v) \, du \, dv
\]
where the copula in Eq. (23) should be a valid copula.

Next we will examine the effect of mutual information for optimal copula selection. Firstly, we generate a series of bivariate Gaussian distribution dataset with size 10000x2 with 10 different Pearson correlations varying from 0 to 1, where the mean values are 5 and 6, respectively and both standard deviations are 1. And then we calculate the mutual information for the bivariate Gaussian distribution using Eq. (22) as the theoretic results. Next, we compute the Clayton, Frank, Gaussian, Rayleigh and Student’s t copula based mutual information as several candidates, where the density functions for the Clayton, Frank and Student’s t copulas are given in Table 1 [3]. These copulas density based mutual information, as shown in Figure 1, are computed by the numerical integrals [17] since it is extremely difficult to find their analytical expressions.

From Fig. 1, we can easily make the following observations: i) Both Gaussian copula and Student’s t copula have generated exactly the same mutual information as expected from the theoretic model, thus either Gaussian or Student’s t copula can be selected as the optimal copula for these datasets. Note that Student’s t copula with a large degrees of freedom can be considered as Gaussian copula [3], and this explains the results above; ii) The unsuitable copulas will cause more or less errors to the due dependence, where Clayton copula yields the worse results of the maximum errors.

In addition, to further validate these observations, the simulated datasets (x, y) are obtained by transforming (u, v) according to the Gaussian marginal cdf for these four copulas as shown in Fig. 2. Here, we choose the case of $\rho = 0.6$, the same results can be obtained as above, it is clear that the Gaussian and Student’s t copula outperforms Clayton, Frank and Rayleigh copulas for simulating Gaussian distributed datasets as the simulated result has a good matching to the original dataset.

Given a series of copula candidates, the criterion for optimal copula selection based on mutual information is described as follows. First of all, we estimate mutual information from each copula density and also the corresponding bivariate distribution, respectively. Note that the corresponding bivariate of a copula should be the bivariate distribution that is used to derive the copula. Then, we compare how close the two measurements of mutual information are. Eventually, the copula whose copula density based mutual information is closest to its corresponding bivariate distribution based mutual information is determined as the optimal one to be selected.

For example, the bivariate Gaussian distribution is used to derive the Gaussian copula, and thus the Gaussian copula is able to accurately model the dependence between Gaussian distributed dataset. As a result, for Gaussian distributed dataset, if we examine the optimal copula between Gaussian and Rayleigh copula, the difference between the Gaussian copula based mutual information and bivariate Gaussian distribution based mutual information should be smaller than the difference between Rayleigh copula based mutual information and bivariate Rayleigh distribution based mutual information. This difference can be simply expressed by the absolute value of their mathematical difference.
As for the computation of mutual information, an example using Rayleigh copula is presented below. For a given dataset, we need
to determine the Rayleigh copula based mutual information and bivariate Rayleigh distribution based mutual information to calculate
their difference. We firstly estimate Rayleigh copula parameter $\rho_C$, and use it to compute the copula based mutual information.
Next, the parameters ($\rho_{XY}$, $\Omega_X$ and $\Omega_Y$) for bivariate Rayleigh distribution are estimated and used to decide the bivariate Rayleigh
distribution based mutual information. All the copula density based mutual information, and most bivariate distribution based
mutual information can be computed using numerical integrals [17]. This is simply because there are no analytical expressions for
easily calculating them, except the bivariate Gaussian distribution based mutual information as it can be determined using Eq. (22).

It is worth noting that the proposed method for optimal copula selection does not require any theoretic results, as they are usually
unavailable in practical applications due to the fact that their marginal distribution may belong to the different distribution families.
For a series of copula candidates, only the bivariate distributions that are used to derive these copulas are required. This criterion can
be validated by the following experiment. We will first generate a series of correlated Rayleigh distributed datasets with size
30000x2, and parameters $\Omega_X = \Omega_Y = 2$ under different power correlations varying from 0 to 1, and then we are going to determine
that Rayleigh copula is the optimal copula to validate our criterion introduced above.

The computed results of optimal copula selection are shown in Table 2. From Table 2, we can find the AIC and BIC based
methods consider correctly Rayleigh copula is the optimal copula, however, they also consider Gaussian copula is ‘better’ than
Nakagami-m and Rician copulas for all the 10 bivariate Rayleigh distributed dataset with different power correlation $\rho$. As a
contrast, the proposed mutual information based method provides more reasonable results, since it considers the Rayleigh,
Nakagami-m and Rician copula are ‘better’ than Gaussian copula for all the 10 bivariate Rayleigh distributed dataset with different
power correlation $\rho$. Note that Rayleigh copula can be considered as a special case of Nakagami-m copula with $m = 1$, and also a
special case of Rician copula with $z = 0$, and therefore Rayleigh, Nakagami-m and Rician copulas should be ‘better’ than Gaussian
copula for the Rayleigh distributed datasets. We should also note that optimal copula selection is important but difficult due to the
actual data generation mechanism is usually unknown for a given dataset. It is possible that several candidate copulas fit the dataset
well or that none of the candidate of copula fit the data well.

4. CASE STUDIES AND PRACTICAL APPLICATIONS

The distributions of the derived copulas such as Rayleigh, Weibull, Nakagami-m and Rician distribution are widely used for
signal processing and communications applications [18]. In this section, we will apply them to selection diversity combining system.
Selection diversity combining is a simple but widely used diversity technique in communications. The output of a dual branch
selection diversity combiner is given by $w = \max(x, y)$. The cdf of $w$ can be obtained by the joint cdf of $(x, y)$ as [19]:
In the following, we will generate some correlated random variables by using exponential/Rayleigh/Weibull, Nakagami-m and Rician copulas and their corresponding marginal distributions, and then compute their outage probability for selection diversity systems. Note that in the practical cases, the marginal distribution may be arbitrary, thus the optimal copula must be determined before it is applied for the following on analysis tasks.

4.1 Simulation

Basically, Rayleigh copula-alike random variables means the marginal distributions can be correctly modelled by Rayleigh copula, where for Nakagami-m copula-alike and Rician copula-alike random variables, the data simulated can be more accurately modelled using the corresponding Nakagami-m and Rician copulas, respectively. For simulation, we firstly generate $10^5$ pairs of corresponding copula variables $(u, v)$, where the parameters for Rayleigh, Nakagami-m and Rician copulas are ($\rho = 0.6$), ($\rho = 0.6$, $m=2$) and ($\rho = 0.7$, $\kappa = 2$), respectively. Accordingly, this ensues the dependence between the marginal distributions are Rayleigh copula-alike, Nakagami-m copula-alike and Rician copula-alike, respectively, though the actual marginal distribution can be arbitrary. Note that in practical applications, if the copula is found as the optimal one, this dataset will be considered as corresponding copula-alike dataset.

After generating random variables for each copula, we transform copula variables $(u, v)$ to random variables $(x, y)$ according to all other different marginal distributions including Rayleigh, Weibull, Nakagami-m and Rician distributions. Let $x = F_x^{-1}(u)$, $y = F_y^{-1}(v)$, $w = \max(x, y)$. $u_w = F_x(w)$ and $v_w = F_y(w)$, where $F_x()$ and $F_y()$ represent the cdf of $x$ and $y$, respectively. Then, the selection diversity outage probability for Rayleigh copula-like datasets are determined by

$$F_{xy}(w, w) = 1 + e^{\rho w_{u_{a}}^{\rho}} \int_{0}^{w_u} e^{-s} I_0 (2 \sqrt{\rho a_1 s}) ds - 1 - e^{-w_v} \int_{0}^{a_1} e^{-w} I_0 (2 \sqrt{\rho a_1 s}) ds$$

where $w_u = -\ln(1-u_w)(1-\rho)^{-1}$ and $w_v = -\ln(1-v_w)(1-\rho)^{-1}$.

Alternatively it can also be computed by Marcum’s Q function as:

$$F_{xy}(w, w) = 1 + (1 - v_w) Q_1(\sqrt{u_1' \rho/v_1'}, (1 - u_w) (1 - Q_1(\sqrt{\rho u_1'}, \sqrt{v_1'})))$$

where $u_1' = 2 \ln(1-u_w)(\rho-1)^{-1}$ and $v_1' = 2 \ln(1-v_w)(\rho-1)^{-1}$.

For Nakagami-m copula-like datasets, the selection diversity outage probability is defined as:

$$F_{xy}(w, w) = \frac{(1-\rho)^m}{\Gamma(m)} \sum_{k=0}^{\infty} \frac{\rho^k \Gamma(m+k)}{2^k k!} \left( P[m+k, \frac{P^{-1}(m, u_w)}{1-\rho}] \right) \left( P[m+k, \frac{P^{-1}(m, v_w)}{1-\rho}] \right)$$

where $P[n, u]$ is the regularized incomplete beta function.
In addition, the selection diversity outage probability for Rician copula-like datasets is determined by

\[
F_{XY}(w, w) = \int_0^1 \int_0^1 \frac{z_1^2 + z_2^2 + 2(1 - \rho)z^2}{2(1 - \rho^2)} \sum_{k=0}^{+\infty} \delta_k I_k(\frac{z_1 z_2}{1 - \rho^2}) I_k(\frac{z_1 z_2}{1 + \rho}) \, dz_1 \, dz_2
\]  

(28)

where \( b_1 = Q^{-1}(z, 1 - u_w) \) and \( b_2 = Q^{-1}(z, 1 - v_w) \).

Alternatively, this can also be computed by infinite series as:

\[
F_{XY}(w, w) = \exp\left(-\frac{z^2}{1 + \rho}\right) \sum_{l=0}^{\infty} \sum_{m=0}^{\infty} \frac{(1 + \rho)^{l + k} (1 - \rho)^{m + k} \rho^{2mk} z^{2l}}{2^{l + m + k} \Gamma(l + m + k + 1)} \frac{\Gamma(n + k + 1)}{2(1 - \rho^2)}
\]

(29)

where \( 1' = 1 + n + k \).

4.2 Results and Discussions

In the case of Rayleigh copula, the first marginal cdf \( F_X() \) is always Rayleigh distribution with parameter \( \Omega = 2 \) as shown in Fig. 3. For Nakagami-m copula case, the first marginal cdf \( F_X() \) is always Nakagami-m distribution with parameters \( \Omega = 5 \) and \( m = 2 \), and the obtained results are given in Fig. 4. For Rician copula application, the first marginal cdf \( F_X() \) is always Rician distribution with parameters \( \sigma = 2 \) and \( a = 4 \), and the computed results are given in Fig. 5. In other words, these have demonstrated that the optimal copulas have been successfully determined using the proposed approach.

In Figures 3-5, the first marginal distribution is fixed as the Rayleigh distribution, Nakagami-m distribution and Rician distribution, respectively, where the second marginal distribution has a set of four values including the Rayleigh, Weibull, Nakagami-m and Rician distributions. Although \( \Omega = 2 \) is used for the Rayleigh distribution of the second marginal distribution in all three figures, different parameters are used for other marginal distributions. For Weibull, Nakagami-m and Rician distributions, the parameters used are \( (\Omega = 2, \beta = 5) \), \( (\Omega = 5, m = 2) \) and \( (a = 2, \sigma = 5) \) in Fig. 3, \( (\Omega = 2, \beta = 5) \), \( (\Omega = 2, m = 3) \) and \( (a = 2, \sigma = 5) \) in Fig. 4, and \( (\Omega = 6, \beta = 3) \), \( (\Omega = 6, m = 2) \) and \( (a = 2, \sigma = 2) \) in Fig. 5, respectively.

To the best of our knowledge, without the copula, the outage probability can be determined only if the marginal distributions belong to the same family. In other words, take Fig. 3 for example, only Rayleigh-Rayleigh can be obtained, and the results of Rayleigh-Weibull, Rayleigh-Nakagami-m and Rayleigh-Rician cannot be simulated when copulas are absent. Moreover, the datasets have a specific dependence structure that can be modelled by using the corresponding Rayleigh copula, and this is why their marginal distributions that belong to different families of probability distributions cannot be generated without using the Rayleigh copula. Similarly, this is also applicable for the Nakagami-m copula in Fig. 4 and the Rician copula in Fig. 5.
5. CONCLUSIONS

In this paper, three parts of innovative work have been reported in terms of simulation, optimal selection and case studies of copula functions. Firstly, algorithms are proposed for generating random variables for Rician, Nakagami-m, and exponential/Rayleigh/Weibull copulas as no such algorithms exist so far. For all the three groups of copulas, complex Gaussian distribution based method is introduced to generate associated random variables. For the last two groups, how direct conditional cdf method can be applied in generating associated random variables is also given. Secondly, a novel method for selecting the optimal copula by using mutual information is presented. This method has been fully validated by experiments, and is found suitable for all the copulas as long as their copula density functions and their corresponding joint pdfs that are used to derive these copulas are available. Thirdly, case studies are discussed to apply these copulas for outage probability estimation of selection diversity combining systems in communication based applications. Without using the corresponding copulas, the simulated datasets are required to have the same marginal distributions, yet the copula functions have helped to loosen such constraints in generating arbitrary marginal distributions.
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TABLE I: DENSITY FUNCTIONS OF CLAYTON, FRANK, GAUSSIAN AND STUDENT’S T COPULAS DEFINED IN [3], THOSE FOR EXPONENTIAL/RAYLEIGH/WEIBULL, NAKAGAMI-M AND RICIAN COPULAS ARE GIVEN IN PART I OF THE PAPER.

<table>
<thead>
<tr>
<th>Copulas</th>
<th>Copula density functions</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clayton</td>
<td>( c(u, v) = (1 + \Theta)u^{1-\Theta}(-1 + u^{-\Theta} + v^{-\Theta})^{-2/\Theta} )</td>
<td>( \Theta \in [-1, \infty) ; \Theta \neq 0 )</td>
</tr>
<tr>
<td>Frank</td>
<td>( c(u, v) = \frac{\partial \Theta^{\Theta(1-u+v)(-1+e^{\Theta})}}{e^{\Theta} - e^{\Theta(1+u)} + e^{\Theta(1+v)}} )</td>
<td>( \Theta \in (-\infty, +\infty) ; \Theta \neq 0 )</td>
</tr>
<tr>
<td>Gaussian</td>
<td>( c(u, v) = \frac{1}{\sqrt{1-\rho^2}} e^{\frac{-\rho^2(u^2v^{-2}+v^2u^{-2})}{2}} \left{ \begin{array}{l} \hat{u} = \Phi^{-1}(u) \ \hat{v} = \Phi^{-1}(v) \end{array} \right. )</td>
<td>( \rho \in (-1, 1) )</td>
</tr>
<tr>
<td>Student’s t</td>
<td>( c(u, v) = \frac{\Gamma(\frac{v}{2}+1)\Gamma(\frac{\nu}{2})}{\Gamma(\frac{\nu}{2})} \left[ \frac{1 + [\gamma^{-1}(u)]^2 + [\gamma^{-1}(v)]^2 - 2\rho\gamma^{-1}(u)\gamma^{-1}(v)}{\nu(1-\rho^2)} \right]^{-\frac{\nu+2}{\nu}} )</td>
<td>( \rho \in (-1, 1) )</td>
</tr>
</tbody>
</table>

* Note that In Table 1, \( \Phi() \) denotes the cdf of standard univariate Gaussian distribution, \( t_v() \) denotes the cdf of student T distribution with freedom \( v \), and \( \Gamma() \) denotes Gamma function. It is proven in this paper that bivariate exponential, Rayleigh and Weibull copulas are equivalent.
Table 2. Computed results of optimal copula selection for Rayleigh distributed dataset

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>0.100</th>
<th>0.184</th>
<th>0.269</th>
<th>0.353</th>
<th>0.438</th>
<th>0.522</th>
<th>0.607</th>
<th>0.691</th>
<th>0.776</th>
<th>0.86</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian difference</td>
<td>0.004</td>
<td>0.0015</td>
<td>0.0037</td>
<td>0.0056</td>
<td>0.0091</td>
<td>0.0127</td>
<td>0.0203</td>
<td>0.0277</td>
<td>0.0383</td>
<td>0.0567</td>
</tr>
<tr>
<td>Rayleigh difference</td>
<td>0.0001</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0030</td>
<td>0.0024</td>
<td>0.0020</td>
<td>0.0025</td>
<td>0.0053</td>
<td>0.0020</td>
<td>0.0016</td>
</tr>
<tr>
<td>Nakagami-m difference</td>
<td>0.0001</td>
<td>0.0006</td>
<td>0.0009</td>
<td>0.0017</td>
<td>0.0011</td>
<td>0.0016</td>
<td>0.0034</td>
<td>0.0046</td>
<td>0.0043</td>
<td>0.0009</td>
</tr>
<tr>
<td>Rician difference</td>
<td>0.0002</td>
<td>0.0005</td>
<td>0.0006</td>
<td>0.0013</td>
<td>0.0026</td>
<td>0.0024</td>
<td>0.0034</td>
<td>0.0052</td>
<td>0.0041</td>
<td>0.0316</td>
</tr>
<tr>
<td>BIC of Nakagami-m copula</td>
<td>10.5146</td>
<td>8.4099</td>
<td>6.8834</td>
<td>5.8044</td>
<td>4.8159</td>
<td>3.9945</td>
<td>3.2597</td>
<td>2.5540</td>
<td>1.8507</td>
<td>1.0772</td>
</tr>
</tbody>
</table>

Note: Gaussian, Rayleigh, Nakagami-m and Rician difference denote the difference between Gaussian copula, Rayleigh, Nakagami-m and Rician copula based mutual information and bivariate Gaussian, Rayleigh, Nakagami-m and Rician distribution based mutual information, respectively.
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Fig. 2. For Gaussian distributed datasets, simulated results using Gaussian (top-left), Clayton (top-right), Frank (bottom-left) and Rayleigh (bottom-right) copulas.
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Fig. 4: Selection diversity combining outage probability for Nakagami-m copula-like datasets with different types of marginal distributions.
Fig. 5: Selection diversity combining outage probability for Rician copula-like datasets with different types of marginal distributions.