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ASYMPTOTIC BEHAVIOURS OF STOCHASTIC DIFFERENTIAL DELAY EQUATIONS

Yi Shen and Xuerong Mao

ABSTRACT

Most of the existing results on stochastic stability use a single Lyapunov function, but we shall instead use multiple Lyapunov functions in this paper. We shall establish the sufficient condition, in terms of multiple Lyapunov functions, for the asymptotic behaviours of solutions of stochastic differential delay equations. Moreover, from them follow many effective criteria on stochastic asymptotic stability, which enable us to construct the Lyapunov functions much more easily in applications. In particular, the well-known classical theorem on stochastic asymptotic stability is a special case of our more general results. These show clearly the power of our new results. Two examples are also given for illustration.
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I. INTRODUCTION

Since Itô introduced his stochastic calculus more than 50 years ago, the theory of stochastic differential equations has been developed very quickly. In particular, Lyapunov’s second method has been developed to deal with stochastic stability by many authors, and we here only mention Arnold [1], Friedman [2], Has’minskii [3], Kolmanovskii and Myshkis [4], Kushner [5], Lakshmikantham et al. [7], Mao [10-13] and Mohammed [15]. Most of the existing results on stochastic stability use a single Lyapunov function. Recently, Mao [14] discussed the asymptotic stability of stochastic system via multiple Lyapunov functions, but the results obtained in [14] can not be applied to the stochastic differential delay equations. The main aim of this paper is to establish the sufficient condition, in terms of multiple Lyapunov functions, for the asymptotic behaviours of solutions of stochastic differential delay equations. Furthermore, from them follow many useful results on stochastic asymptotic stability, which enable us to construct the Lyapunov functions much more easily in applications. In particular, we shall show in Section 4 below that the well-known classical theorem on stochastic asymptotic stability is a special case of our more general results. These show clearly the power of our new results. It should also be pointed out that the idea of using two Lyapunov functions in the study of stability of ordinary differential equations can be found in Salvadori [16] and, more generally, the idea of using vector Lyapunov functions can be found in Lakshmikantham et al. [7].

II. MAIN RESULTS

Throughout this paper, unless otherwise specified, we let $(\Omega, F, \{F_t\}_{t \geq 0}, P)$ be a complete probability space with a filtration $\{F_t\}_{t \geq 0}$ satisfying the usual conditions (i.e., it is increasing and right continuous while $F_0$ contains all P-null sets). Let $B(t) = (B_1(t), \cdots, B_m(t))^T$ be an $m$-dimensional Brownian motion defined on the probability space. Let $|\cdot|$ denote the Euclidean norm in $\mathbb{R}^n$. If $A$ is a vector or matrix, its transpose is denoted by $A^T$. If $A$ is a matrix, its trace norm is denoted by $|A| = \sqrt{\text{trace}(A^T A)}$. Let $\tau > 0$ and $C([-\tau, 0]; R^n)$ denote the family of all continuous $R^n$-valued functions on $[-\tau, 0]$. Let $\mathcal{F}_t$ be the family of all $F_t$-measurable bounded $C([-\tau, 0]; R^n)$-valued random variables $\xi = \{\xi(t): -\tau \leq t \leq 0\}$. 
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Consider the following non-autonomous n-dimensional stochastic differential delay equation

$$dx(t) = f(t, x(t), x(t - \tau))dt + g(t, x(t), x(t - \tau))dB(t)$$

(1)

on \( t \geq 0 \) with initial data \( \{x(0): -\tau \leq 0 \leq 0\} = \xi \in C_{\mathbb{F}}([\tau, 0]; R^n) \), where \( f: R_+ \times R^n \times R^n \rightarrow R^n \) and \( g: R_+ \times R^n \times R^n \rightarrow R^n \).

We assume that \( f \) and \( g \) satisfy the following conditions:

**Hypothesis (H).** Both \( f \) and \( g \) are Borel-measurable functions. They satisfy the local Lipschitz condition and the linear growth condition. That is, for each \( k = 1, 2, \ldots \), there is a \( c_k > 0 \) such that

$$|f(t, x, y) - f(t, \bar{x}, \bar{y})| + |g(t, x, y) - g(t, \bar{x}, \bar{y})| \leq c_k (|x - \bar{x}| + |y - \bar{y}|)$$

for all \( t \geq 0 \) and those \( x, y, \bar{x}, \bar{y} \in R^n \) with \( \max \{x, y, \bar{x}, \bar{y}\} \leq k \) and there is moreover a \( c > 0 \) such that

$$|f(t, x, y)| + |g(t, x, y)| \leq c(1 + |x| + |y|)$$

for all \( t, x, y \in R_+ \times R^n \).

Under hypothesis (H), it is known (see e.g. [12]) that, for any initial data \( \{x(0): -\tau \leq 0 \leq 0\} = \xi \in C_{\mathbb{F}}([\tau, 0]; R^n) \), Eq. (1) has a unique continuous solution on \( t \geq -\tau \), which is denoted by \( x(t; \xi) \) in this paper.

Let \( \kappa \) denote the class of continuous (strictly) increasing functions \( \mu \) from \( R_+ \) to \( R_+ \), with \( \mu(0) = 0 \). Let \( \kappa_\epsilon \) denote the class of continuous functions \( \mu \) in \( \kappa \) with \( \mu(r) \rightarrow \infty \) as \( r \rightarrow \infty \). We also denote by \( L^1(R_+; R^n) \) the family of all functions \( \gamma: R_+ \rightarrow R^n \) such that \( \int_0^t \gamma(t) dt \leq \infty \) while we denote by \( D(R_+; R^n) \) the family of all continuous functions \( \gamma: R_+ \rightarrow R^n \), such that \( \int_0^t \eta(t) dt \leq \infty \). Let \( C_{\mathbb{F}}^\mathcal{A}(R_+; R^n) \) denote the family of all nonnegative functions \( V(t, x) \) on \( R_+ \times R^n \) which are continuously twice differentiable in \( x \) and once differentiable in \( t \). For a given \( V \in C_{\mathbb{F}}^\mathcal{A}(R_+; R^n, R) \), define an operator \( LV: R_+ \times R^n \times R^n \rightarrow R \) by

$$LV(t, x, y) = V_t(t, x) + V_x(t, x) f(t, x, y) + \frac{1}{2} \text{trace} \left[ g^T(t, x, y) V_{xx}(t, x) g(t, x, y) \right],$$

where

$$V_t(t, x) = \frac{\partial V(t, x)}{\partial t},$$

$$V_x(t, x) = \begin{pmatrix} \frac{\partial V(t, x)}{\partial x_1}, & \ldots, & \frac{\partial V(t, x)}{\partial x_n} \end{pmatrix},$$

$$V_{xx}(t, x) = \begin{pmatrix} \frac{\partial^2 V(t, x)}{\partial x_1^2}, & \ldots, & \frac{\partial^2 V(t, x)}{\partial x_n \partial x_j} \end{pmatrix}_{n \times n}.$$

It should be emphasised that the operator \( LV \) is defined on \( R_+ \times R^n \times R^n \), although the function \( V \) is defined only on \( R_+ \times R^n \). In particular, \( LV \) is a single operator but not thought as \( L \) acting on \( V \).

To prove our main result, which is a stochastic version of the well-known LaSalle theorem (see [8, 13]) for locating limit sets of Eq. (1), we will need the following nonnegative semi-martingale convergence theorem established by Liptser and Shiryayer [9].

**Lemma 2.1.** Let \( A(t) \) and \( U(t) \) be two continuous adapted increasing processes on \( t \geq 0 \) with \( A(0) = U(0) = 0 \) a.s. Let \( M(t) \) be a real-valued continuous local martingale with \( M(0) = 0 \) a.s. Let \( \xi \) be a nonnegative \( F_0 \)-measurable random variable such that \( E\xi < \infty \). Define

$$X(t) = \xi + A(t) - U(t) + M(t) \quad \text{for} \quad t \geq 0.$$

If \( X(t) \) is nonnegative, then

$$\lim_{t \to \infty} A(t) \subset \lim_{t \to \infty} X(t) < \infty \cap \lim_{t \to \infty} U(t) < \infty \quad \text{a.s.,}$$

where \( B \subset D \) a.s. means \( P(B \cap D) = 0 \). In particular, if \( \lim_{t \to \infty} A(t) \nless \infty \) a.s., then for almost all \( \omega \in \Omega \)

$$\lim_{t \to \infty} X(t, \omega) < \infty, \quad \lim_{t \to \infty} U(t, \omega) < \infty,$$

and

$$\lim_{t \to \infty} M(t, \omega) < \infty.$$

**Theorem 2.2.** Let \( \mathcal{H} \) hold. Assume that there are functions \( U, V \in C_{\mathbb{F}}^\mathcal{A}(R_+; R^n), \gamma_1, \gamma_2 \in L^1(R_+; R^n), w_1, w_2 \in C(R_+; R^n) \), and \( \eta \in D(R_+; R^n) \) such that

$$LU(t, x, y) \leq \gamma_1(t),$$

$$LV(t, x, y) \leq \gamma_2(t) - w_1(t, x) + w_2(t, y),$$

and

$$\gamma_2(t) - LV(t, x, y) - w_1(t, x) + w_2(t, y) + |V_t(t, x) g(t, x, y)|^2 \geq \eta(t) \rho(U(t, x)) \quad \text{a.s.,}$$

for all \( (t, x, y) \in R_+ \times R^n \times R^n \). Then \( \ker(p) = \{ u \geq 0: \rho(u) = 0 \} \not\in \mathcal{D} \) (as usual \( \mathcal{D} \) denotes the empty set), and the solution \( x(t; \xi) \) of Eq. (1) satisfies

$$\lim_{t \to \infty} U(t, x(t; \xi)) \in \ker(p) \quad \text{a.s.}$$

for every \( \xi \in C_{\mathbb{F}}^\mathcal{A}([-\tau, 0]; R^n) \).

**Proof.** Fix any initial data \( \xi \) and write \( x(t; \xi) = x(t) \) for simplicity. We shall first prove that

$$\lim_{t \to \infty} U(t, x(t)) < \infty \quad \text{a.s.}$$

(7)
By Itô’s formula,
\[
U(t, x(t)) = U(0, \xi) + \int_0^t LU(s, x(s), x(s - \tau)) \, ds \\
+ \int_0^t U_x(s, x(s)) \, g(s, x(s), x(s - \tau)) \, dB(s) \\
= U(0, \xi) \\
+ \int_0^t \gamma_1(s) \, ds - LU(s, x(s), x(s - \tau)) \, ds \\
+ \int_0^t U_x(s, x(s)) \, g(s, x(s), x(s - \tau)) \, dB(s) \\
(8)
\]
By Lemma 2.1, we know that (7) holds.
Secondly, the following inequality (9) will be proved:
\[
\int_0^t [\gamma_2(s) - LV(s, x(s), x(s - \tau)) \\
- w_1(s, x(s)) + w_2(s, x(s - \tau)) \\
+ |V_x(s, x(s)) \, g(s, x(s), x(s - \tau))|^2] \, ds < \infty \quad a.s.
(9)
\]
By Itô’s formula again, we have
\[
V(t, x(t)) = V(0, \xi) + \int_0^t LV(s, x(s), x(s - \tau)) \, ds \\
+ \int_0^t V_x(s, x(s)) \, g(s, x(s), x(s - \tau)) \, dB(s) \\
(10)
\]
Further,
\[
\int_{t-}^t w_2(s + \tau, x(s)) \, ds = \int_{t-}^t w_2(s + \tau, \xi(s)) \, ds \\
+ \int_0^t [w_2(s + \tau, x(s)) - w_2(s, x(s - \tau))] \, ds
(11)
\]
By (10) and (11), we get
\[
V(t, x(t)) + \int_{t-}^t w_2(s + \tau, x(s)) \, ds \\
= V(0, \xi) + \int_{t-}^t w_2(s + \tau, \xi(s)) \, ds \\
+ \int_0^t [w_2(s + \tau, x(s)) - w_2(s, x(s - \tau))] \, ds \\
+ \int_0^t LV(s, x(s), x(s - \tau)) \, ds \\
+ \int_0^t V_x(s, x(s)) \, g(s, x(s), x(s - \tau)) \, dB(s) \\
\leq V(0, \xi) + \int_{t-}^t w_2(s + \tau, \xi(s)) \, ds \\
+ \int_0^t [w_1(s, x(s)) - w_2(s, x(s - \tau))] \, ds \\
+ \int_0^t LV(s, x(s), x(s - \tau)) \, ds \\
+ \int_0^t V_x(s, x(s)) \, g(s, x(s), x(s - \tau)) \, dB(s)
\]
where we have used condition (4). By condition (3), applying the nonnegative semi-martingale convergence theorem (Lemma 2.1) to (12) yields
\[
\int_0^\infty [\gamma_2(s) - LV(s, x(s), x(s - \tau)) \\
- w_1(s, x(s)) + w_2(s, x(s - \tau))] \, ds < \infty \quad a.s.
(13)
\]
\[
-\infty < \lim_{t \to \infty} M(t) < \infty \quad a.s.
(14)
\]
where \( M(t) = \int_0^t V_x(s, x(s)) \, g(s, x(s), x(s - \tau)) \, dB(s) \).
For any integer \( i \geq 1 \), define a stopping time
\[
\tau_i = \inf \{t \geq 0 : |M(t)| \geq i \},
(15)
\]
where throughout this paper we set \( \inf \emptyset = \infty \). It is clear that \( \tau_i \) is increasing. By (14), there exists a subset \( \Omega_i \) of \( \Omega \) with \( P(\Omega_i) = 1 \) such that for every \( \omega \in \Omega_i \) there is an \( i(\omega) \) such that
\[
\tau_i(\omega) = \infty, \quad \forall i \geq i(\omega).
(16)
\]
On the other hand, for any \( i > 0 \) and \( i \geq 1 \), we have
\[
E \int_0^\infty |V_x(s, x(s)) \, g(s, x(s), x(s - \tau))|^2 \, ds \\
= E |M(t \wedge \tau_i)|^2 \leq i^2.
\]
Letting \( t \to \infty \) yields
\[
E \int_0^\infty |V_x(s, x(s)) \, g(s, x(s), x(s - \tau))|^2 \, ds \leq i^2,
\]
which implies that
\[
\int_0^\infty |V_x(s, x(s)) \, g(s, x(s), x(s - \tau))|^2 \, ds < \infty
(16)
\]
holds with probability 1. Therefore, there is another subset \( \Omega_2 \) of \( \Omega \) with \( P(\Omega_2) = 1 \) such that if \( \omega \in \Omega_2 \), (16) holds for any \( i \geq 1 \). Hence for any \( \omega \in \Omega_1 \cap \Omega_2 \), we have
\[
\int_0^\infty |V_x(s, x(s, \omega)) \, g(s, x(s, \omega), x(s - \tau, \omega))|^2 \, ds \\
= \int_0^{\tau(\omega)} |V_x(s, x(s, \omega)) \, g(s, x(s, \omega), x(s - \tau, \omega))|^2 \, ds
< \infty.
\]
Since \( P(\Omega_1 \cap \Omega_2) = 1 \), we must have
\[
\int_0^\infty |V_s(s, x(s)) g(s, x(s), x(s-\tau))|^2 ds < \infty \quad \text{a.s. (17)}
\]
This, together with (13), gives the required result (9).

Thirdly, we shall prove \( ker(\rho) \neq \emptyset \) and (6). It follows from (5) and (9) that
\[
\int_0^\infty \eta(t) \rho(U(t, x(t))) dt < \infty \quad \text{a.s. (18)}
\]
Since \( \rho \in C(R_+; R_+) \), it follows from (7) that
\[
0 \leq \lim_{t \to \infty} \rho(U(t, x(t))) = \rho(\lim_{t \to \infty} U(t, x(t))) < \infty \quad \text{a.s.}
\]
We now claim that
\[
\lim_{t \to \infty} \rho(U(t, x(t))) = \rho(\lim_{t \to \infty} U(t, x(t))) = 0 \quad \text{a.s. (19)}
\]
If this is false, there is some \( \Omega_0 \subseteq \Omega \) with \( P(\Omega_0) > 0 \) such that for any \( \omega \in \Omega_0 \)
\[
\lim_{t \to \infty} \rho(U(t, x(t, \omega))) > 0.
\]
Therefore, for any \( \omega \in \Omega_0 \), there exist \( \varepsilon(\omega) > 0 \) and \( T(\omega) > 0 \) such that for \( t \geq T(\omega) \) we have
\[
\rho(U(t, x(t, \omega))) > \varepsilon(\omega).
\]
So
\[
\int_0^\infty \eta(t) \rho(U(t, x(t, \omega))) dt \geq \varepsilon(\omega) \int_{T(\omega)}^\infty \eta(t) dt = \infty,
\]
which contradicts (18). Hence (19) must hold. It now follows from (19) immediately that \( ker(\rho) \neq \emptyset \) and
\[
\lim_{t \to \infty} U(t, x(t)) \in ker(\rho) \quad \text{a.s.}
\]
as required. This completes the proof.

**Remark 1.** Theorem 2.2 can be regarded as the stochastic version of the LaSalle theorem and the extension of the main results in [8,13,14]. Apparently, when the time delay \( \tau = 0 \), Eq. (1) reduces to a delay-free equation which was discussed in [14]. In this case, the results in the paper reduce to the corresponding results in [14].

### III. ASYMPTOTIC STABILITY

In this section we shall show that Theorem 2.2 can be applied to study asymptotic stability. For the stability purpose, we impose a standing hypothesis:
\[
f(t, 0, 0) = 0 \quad \text{and} \quad g(t, 0, 0) = 0 \quad \forall t \geq 0.
\]
Hence Eq. (1) admits a trivial solution \( x(t) = 0 \). In this paper when we say that (the trivial solution of) Eq. (1) is asymptotically stable with probability 1 we mean that for any initial data \( \xi \in C^b_{\kappa_e}([-\tau, 0]; R^d) \), the solution of Eq. (1) obeys
\[
\lim_{t \to \infty} |x(t; \xi)| = 0 \quad \text{a.s.}
\]

**Theorem 3.1.** Let (H) hold and assume that all the conditions of Theorem 2.2 hold. If
\[
ker(\rho) = \{ 0 \},
\]
and, moreover, there is a function \( \mu \in \kappa \) such that for any \( (t, x) \in R_+ \times R^d \),
\[
\mu(|x|) \leq U(t, x),
\]
then for any \( \xi \in C^b_{\kappa_e}([-\tau, 0]; R^d) \),
\[
\lim_{t \to \infty} |x(t; \xi)| = 0 \quad \text{a.s.}
\]
The proof is straightforward and hence omitted.

**Theorem 3.2.** Let (H) hold. Assume that there are functions \( U, V \in C^{2,1}(R_+ \times R^d; R_+) \), \( \gamma_1, \gamma_2 \in L^1(R_+; R) \), \( w_1, w_2 \in C(R_+ \times R^d; R_+) \), \( \eta \in D(R_+; R) \) and \( \mu_1, \mu_2, \mu_3 \in \kappa \) such that for all \( (t, x, y) \in R_+ \times R^d \times R^d \), (2)-(4) hold and, moreover,
\[
\mu_i(|x|) \leq U(t, x) \leq \mu_2(|x|),
\]
and
\[
\gamma_2(t) - LV(t, x, y) - w_1(t, x) + w_2(t, y) + |V_s(t, x) g(t, x, y)|^2 \geq \eta(t) \mu_3(U(t, x(t))).
\]
Then, for any \( \xi \in C^b_{\kappa_e}([-\tau, 0]; R^d) \), the solution \( x(t; \xi) \) of Eq. (1) satisfies
\[
\lim_{t \to \infty} |x(t; \xi)| = 0 \quad \text{a.s. (22)}
\]

**Proof.** Without loss of generality we may assume that \( \mu_2 \in \kappa_e \) (otherwise we can replace \( \mu_2 \) by \( \mu_2 + \mu \) which is in \( \kappa_e \), where \( \mu(r) = r \) for \( r \geq 0 \). Therefore, its inverse function \( \mu^{-1}_2 \in \kappa_e \). It follows from (20) that
\[
\mu^{-1}_2(U(t, x)) \leq |x|.
\]
Substituting this into (21) yields
\[
\gamma_2(t) - LV(t, x, y) - w_1(t, x) + w_2(t, y) + |V_s(t, x) g(t, x, y)|^2 \geq \eta(t) \mu_3(U(t, x(t)))
\]
Set \( \rho(u) = \mu_3(\mu^{-1}_2(u)) \) for \( u \in R_+ \), which is in \( \kappa \) whence \( ker(\rho) = 0 \). Hence the required assertion (22) now follows from Theorem 3.1. This completes the proof.

**Remark 2.** Letting \( U = V, w_1 = w_2 = 0, \gamma_1 = \gamma_2 \) in Theorem
3.2, we observe that if condition (20) holds, then the asymptotic stability with probability one of Eq. (1) can be guaranteed by

$$LV(t, x, y) \leq \gamma_1(t) + |V_i(t, x) g(t, x, y)|^2$$

$$- \eta(t) \mu_1(|x|).$$

(23)

In the classical stability theory of stochastic differential equations (see [1,3,5]), \(LV\) is required to be negative definite. But our Theorem 3.2 does not require this negative definite property since \(LV\) may take positive values somewhere. Moreover, the term \(|V_i(t, x) g(t, x, y)|^2\) is connected with the diffusion coefficient \(g(t, x, y)\). Therefore, our results reveal the important role of noise in stabilizing the system which is described by (1). Stabilization by noise is a very interesting issue but we will not develop it further in this paper due to page limit and we only refer the reader to Mao [12]. Let us now give an example to illustrate the above features explicitly.

**Example 3.3.** Consider a 2-dimensional stochastic differential delay equation

$$d \begin{pmatrix} x_1(t) \\ x_2(t) \end{pmatrix} = \begin{pmatrix} -x_1(t) + x_2(t) + e^{-t} \sin(x_2(t - \tau)) \\ -x_2(t - \tau) - x_2(t) + e^{-t} \sin(x_2(t - \tau)) \end{pmatrix} dt$$

$$+ \begin{pmatrix} \eta(t) \mu_2(|x|) \\ \eta(t) \mu_2(|x|) \end{pmatrix} dB(t),$$

(24)

where \((B_1(t), B_2(t))\) is a two-dimensional Brownian motion. Let \(V(t, x, y) = U(t, x, y) = |x|^2\) so (20) is satisfied clearly. It is easy to show that the operator \(LV : R \times R^2 \times R^2 \to R\) has the form

$$LV(t, x, y) = -2x_1^2 + 2e^{-t}x_1 \sin(y_2) + e^{-2t} \sin(y_1),$$

which is not negative definite, and in fact \(LV(t, x, y) > 0\) for some \((t, x, y)\). To apply our result, we note that

$$LV(t, x, y) \leq -x_1^2 + 2e^{-2t} \leq 2e^{-2t}.$$

Moreover, compute

$$|V_i(t, x) g(t, x, y)|^2 = 4x_1^2 e^{-2t} \sin^2(y_1) + 16x_2^2.$$

So

$$\gamma_1(t) - LV(t, x, y) + |V_i(t, x) g(t, x, y)|^2$$

$$\geq x_1^2 + 16x_2^2 \geq \eta(t) \mu_2(|x|),$$

where

$$\gamma_1(t) = 2e^{-2t}, \quad \eta(t) = 1,$$

$$\mu_2(r) = \min \left\{ x_1^2 + 16x_2^2 \mid |x| \leq r \right\} \quad \text{for} \ r \geq 0.$$

In other words, (23) is satisfied. By Theorem 3.2 we can therefore conclude that the solution of Eq. (24) starting from anywhere in \(R^2\) will tend to zero asymptotically with probability one.

**IV. USEFUL COROLLARIES**

When the time delay \(\tau = 0\), Eq. (1) becomes a stochastic differential equation (without delay)

$$dx(t) = f(t, x(t)) dt + \overline{g}(t, x(t)) dB(t)$$

(25)

on \(t \geq 0\) with initial value \(x(0) = \zeta \in R^n\), where

$$f(t, x, y) = f(t, x, x), \quad \overline{g}(t, x) = g(t, x, x).$$

For a given \(\overline{V} \in C^{2,1}(R \times R^n ; R^n)\), define an operator \(L\overline{V} : R \times R^n \to R\) by

$$L\overline{V}(t, x) = \overline{V}_j(t, x) + \overline{V}_j(t, x) \overline{f}(t, x)$$

$$+ \frac{1}{2} \text{trace} \left[ \overline{g}'(t, x) \overline{V}_j(t, x) \overline{g}(t, x) \right].$$

The following Corollaries 4.1, 4.2, and 4.3 on Eq. (25) follow easily from Theorems 2.2, 3.1, and 3.2, respectively, by setting \(w_1 = w_2 = 0\).

**Corollary 4.1.** Assume that there are functions \(\overline{U}, \overline{V} \in C^{2,1}(R \times R^n ; R_n), \gamma_1, \gamma_2 \in C(R \times R_n, \gamma_1, \gamma_2 \in D(R \times R_n) \in C(R \times R_n), \eta \in D(R \times R_n), \rho \in C(R \times R_n)\) such that, for all \((t, x) \in R \times R^n, \overline{U}(t, x) \leq \gamma_1(t),\) \(L\overline{V}(t, x) \leq \gamma_2(t),\) and

$$\gamma_2(t) - L\overline{V}(t, x) + |V_j(t, x) \overline{g}(t, x)|^2 \geq \eta(t) \rho(\overline{U}(t, x)).$$

(28)

Then \(ker(\rho) = \{ u \geq 0 \mid \rho(u) = 0 \} = \emptyset\), and the solution \(x(t; \zeta)\) of Eq. (25) satisfies

$$\lim_{t \to \infty} \overline{U}(t, x(t; \zeta)) \in ker(\rho) \quad a.s.$$

(29)

for every \(\zeta \in R^n\).

**Corollary 4.2.** Assume that the conditions of Corollary 4.1 hold. If \(ker(\rho) = 0\), and there is moreover a function \(\mu \in \kappa\) such that for any \((t, x) \in R \times R^n, \mu(|x|) \leq \overline{U}(t, x)\).

$$\mu(|x|) \leq \overline{U}(t, x).$$

Then, for every \(\zeta \in R^n\), the solution \(x(t; \zeta)\) of (25) satisfies

$$\lim_{t \to \infty} |x(t; \zeta)| = 0 \quad a.s.$$
Corollary 4.3. Assume that there are functions $\vec{U}, \vec{V} \in C^{2,1}(R \times R^2; R)$, $\gamma_1, \gamma_2 \in L'(R^2, \gamma, \mu), \gamma \in D(R; R)$, $\mu_1, \mu_2, \mu_3 \in \kappa$ such that, for all $(t, x) \in R \times R^2,$ (26) and (27) hold and, moreover,

$$\mu_1(\|x\|) \leq \vec{U}(t, x) \leq \mu_2(\|x\|),$$

and

$$\gamma_2(t) - L\vec{V}(t, x) + |\vec{V}_x(t, x)| \geq \eta(t) \mu_3(\|x\|).$$

Then, for every $x \in R', \xi \leq 0$ holds and, moreover,

$$\xi \leq \gamma(t) \wedge |\gamma(t)| \geq \eta(t) \mu_3(\|x\|).$$

The following corollary using a single Lyapunov function follows from Corollary 4.3 by setting $\vec{V} = \vec{U}$.

Corollary 4.4. Assume that there are functions $\vec{V} \in C^{2,1}(R \times R^2, \gamma, \mu), \gamma \in L'(R^2, \gamma, \mu), \mu_1, \mu_2, \mu_3 \in \kappa$ such that for all $(t, x) \in R \times R^2,$

$$\mu_1(\|x\|) \leq \vec{V}(t, x) \leq \mu_2(\|x\|),$$

and

$$L\vec{V}(t, x) \leq \gamma(t) + \gamma(t) \times |\vec{V}_x(t, x)| \geq \eta(t) \mu_3(\|x\|).$$

Then, for every $x \in R', \xi \leq 0$ holds and, moreover,

$$\xi \leq \gamma(t) \wedge |\gamma(t)| \geq \eta(t) \mu_3(\|x\|).$$
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