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Flow enhancement in nanotubes of different materials and lengths

Konstantinos Ritos, a) Davide Mattia, Francesco Calabrò, and Jason M. Reese

James Weir Fluids Lab, Department of Mechanical and Aerospace Engineering, University of Strathclyde, Glasgow G1 1XJ, United Kingdom
Department of Chemical Engineering, University of Bath, Bath BA2 7AY, United Kingdom
School of Engineering, University of Cassino, 03043 Cassino, Italy

(Received 4 May 2013; accepted 27 November 2013; published online 2 January 2014)

The high flow rates observed in carbon nanotubes (CNTs) have previously been attributed to the unfavorable energetic interaction between the liquid and the graphitic walls of the CNTs. This paper reports molecular dynamics simulations of water flow in carbon, boron nitride, and silicon carbide nanotubes that show the effect of the solid-liquid interactions on the fluid flow. Alongside an analytical model, these results show that the flow enhancement depends on the tube’s geometric characteristics and the solid-liquid interactions. © 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4846300]

I. INTRODUCTION

In the last ten years, the enhancement of fluid flow in carbon nanotubes (CNTs) has been intensively investigated. While there is now compelling evidence, from both experiments and molecular dynamics (MD) simulations, that liquid flow enhancement does indeed occur in nanotubes and other nanochannels, the origin of this phenomenon and how to control it is still subject to debate. Some aspects are now generally accepted, including the nanotube diameter threshold below which the conventional continuum fluid mechanics model can no longer be applied, the presence of a reduced viscosity or depletion layer near the tube wall due to solid-liquid molecular interactions, that the flow enhancement is proportional to the tube length, and that losses are mainly confined to the entrance region of the tube.

Another important aspect is the nanotube wall structure and chemistry. While the effect of roughness on fluid flow is not clear, there is compelling evidence that modifying the surface chemistry can alter the flow velocity, and so the flow enhancement. MD simulations have shown that imposing hydrophilic potentials on a CNT structure would significantly reduce the flow enhancement. A similar result can be obtained when introducing defects to the CNT structure. Experiments have shown that functionalization of the entrance of CNT membranes can significantly alter capillary filling and flow enhancement, and that surface modification of the CNTs can be used to control their ability to imbibe liquids of different nature. MD simulations have also shown that functionalization of the CNT tips could be used to control selective permeation of ions through CNT membranes, which is important for their potential use in water filtration and desalination applications.

This latter aspect, in particular, has led to the development of models to understand the effect of the solid-liquid interactions on fluid flow in nanotubes. Initial developments focussed on relating the flow enhancement to the wetting behavior of the nanotubes, via the slip length. Others have attributed the enhancement effect solely to a reduced fluid viscosity at the wall. In contrast to this, a model based on the macroscopic Navier friction coefficient, calculated using a constant value of density and viscosity, has been recently proposed. Each of these models is able to capture only some of the flow enhancement data in the literature, and they also make use of a number of fitting or semi-empirical parameters.

In this paper, we present new MD simulations of water flowing in CNTs, boron nitride nanotubes (BNNTs), and silicon carbide nanotubes (SiCNTs) in order to investigate the effect of the solid-liquid molecular interactions on the flow. The choice of these materials is motivated by the recent interest in constructing BNNT and SiCNT membranes in terms of permeability and selectivity. Further, our MD results are analysed using a model recently developed by the authors that makes explicit the dependence of the flow enhancement on both the tube geometry and the interactions between the nanotube wall and the flowing liquid. The combination of MD results and model sheds new light on the different physical effects that can help guide researchers in developing future nanotube membranes for specific applications.

II. SIMULATION METHODOLOGY

A. Molecular dynamics

We conduct molecular dynamics simulations of systems consisting of a membrane separating two water reservoirs that contain at least 25,000 water molecules. The pore of the membrane is a nanotube, which is made of either carbon, boron nitride, or silicon carbide. In order to separate the two reservoirs, and so form a membrane, two sheets made of the same material as the nanotube are placed at the entrance and exit of the nanotube (see Fig. 1). The investigated nanotubes have
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a chirality of (15,15) in the case of CNTs and BNNTs, and (12,12) for SiCNTs. Taking into account the differences in bond lengths between these materials, the given chiralities correspond to a tube radius of 1.017 nm for the CNT, 1.036 nm for the BNNT, and 1.031 nm for the SiCNT. The thickness of the simulated membranes (i.e., the length of the nanotubes) is varied from 2.5 nm up to 50 nm. Periodic boundary conditions in all directions are applied, and the temperature in the reservoirs is controlled by Berendsen thermostats at a constant 298 K; in the longer (∼25 nm) BNNTs and SiCNTs the z-component of the velocity is also thermalized along the nanotube in order to avoid excessive viscous heating. It takes around 7 days to simulate 1 ns of problem time on 24 CPU cores for nanotubes smaller than 12.5 nm, or 48 CPU cores for all other cases. The problem time for each of our MD simulations ranges from 10 ns to about 25 ns.

After an equilibration time of at least 5 ns, a pressure difference of 200 MPa between the two water reservoirs is imposed and then maintained constant. This high pressure difference enables steady state of the fluid flow to be reached in a reasonable time, thus reducing the computational cost of the simulations. It is common practice in MD studies, as no major spurious effects appear when compared to the low-pressure-difference case that is closest to actual operating conditions. In addition, water thermal velocities are quite high, so a high flow velocity improves the signal-to-noise ratio in velocity profile measurements.

In previous publications, pressure difference control was achieved by imposing a uniform body force to all liquid molecules in the nanotube, for a standalone nanotube with periodic boundary conditions in the flow direction. In all the simulations presented here the rigid TIP4P/2005 water model is used, which consists of a Lennard-Jones (LJ) 6-12 interaction potential at the oxygen atom site (O), positive coulomb charges at the two hydrogen sites (H), and a negative charge at a massless site (M), located a small distance away from O. The solid atoms of the membranes are kept fixed, which is a common simplification in MD simulations as it provides significant computational savings while generating only a small error in the measured flow.

In our simulations we instead impose a pressure difference between the two reservoirs by applying a Gaussian-distributed force over cross-sectionally uniform areas only (see the blue shaded regions in Fig. 1). This creates a known pressure drop over the entire system. This approach is a development of previous publications in which step-forcing was used to create the necessary pressure difference. Our approach creates a spatially smooth imposition of momentum to the MD fluid, while maintaining the simplicity of using periodic boundary conditions. The magnitude of the imposed force in the shaded areas in Fig. 1 is

$$F(x) = \begin{cases} \bar{F} \exp \left(-x^2/2\sigma_s^2\right) & \text{if } x_1 \leq x \leq x_2 \\ 0 & \text{otherwise} \end{cases}$$ (1)

where $\sigma_s$ is the standard deviation of the distribution and $\bar{F}$ is its peak value, i.e.,

$$\bar{F} = \frac{\Delta p}{\rho_n \sigma_s \sqrt{2\pi}}.$$ (2)

with $\rho_n$ the average number density inside the two reservoirs and $\Delta p$ the desired pressure difference between them. The standard deviation $\sigma_s$ can take any value provided that it is significantly smaller than the distance $x_2 - x_1$. A more detailed description of this Gaussian-forcing method is provided by Borg et al.

In all the simulations presented here the rigid TIP4P/2005 water model is used, which consists of a Lennard-Jones (LJ) 6-12 interaction potential at the oxygen atom site (O), positive coulomb charges at the two hydrogen sites (H), and a negative charge at a massless site (M), located a small distance away from O. The solid atoms of the membranes are kept fixed, which is a common simplification in MD simulations as it provides significant computational savings while generating only a small error in the measured flow.
The solid atoms interact with the water molecules through LJ and Coulomb potentials:

\[ U_{\text{LJ}-12}(r_{ij}) = \begin{cases} \frac{4\epsilon_{ij}}{\sigma_{ij}^{12}} \left( \frac{\sigma_{ij}}{r_{ij}} \right)^{12} - \frac{\epsilon_{ij}}{\sigma_{ij}^6} \left( \frac{\sigma_{ij}}{r_{ij}} \right)^6 & \text{if } r_{ij} < r_{\text{cut}} \\ 0 & \text{if } r_{ij} \geq r_{\text{cut}} \end{cases} \]

\[ U_{\text{Coulomb}}(r_{ij}) = \begin{cases} \frac{q_i q_j}{\epsilon_0 r_{ij}} \left( \frac{1}{r_{ij}} - \frac{1}{r_{\text{cut}}} + \frac{1}{r_{\text{cut}}} (r_{ij} - r_{\text{cut}}) \right) & \text{if } r_{ij} < r_{\text{cut}} \\ 0 & \text{if } r_{ij} \geq r_{\text{cut}} \end{cases} \]

where \( \epsilon_0 \) is the vacuum permittivity 8.854 \times 10^{-12} C^2/N m^2. Both type of interactions are truncated at a cutoff radius of \( r_{\text{cut}} = 1.2 \) nm (which is chosen according to previous publications \(^6,8,49\) and after performing a sensitivity test), while Coulomb interactions are also shifted.\(^{51}\) The LJ parameters of the water-carbon interactions for the CNT membranes (see Tables I and II) are chosen specifically for the TIP4P/2005 water model in order to reproduce the macroscopic contact angle of a water droplet on a graphitic surface, following the methodology of Werder et al.\(^{49}\) Water molecules interact more strongly with BNNTs and SiCNTs, compared to CNTs, due to the electrostatic forces caused by the materials’ polarity. For the much weaker van der Waals forces, represented here by Lennard-Jones interactions, the parameters used are from previously reported force fields and \textit{ab initio} calculations for BNNTs\(^{26}\) and SiCNTs\(^{24,49}\) along with King’s mixing rules.\(^{52}\)

### B. Measurement techniques

A series of flow property measurements are performed during each MD simulation at every timestep, and the reported results have always been time-averaged over at least \( 2.5 \times 10^6 \) timesteps. Flux measurement planes are placed as shown in Fig. 1 to measure the net mass flow rate \( \dot{m} \)

### Table I. Lennard-Jones parameters between interacting atoms.

<table>
<thead>
<tr>
<th>Interaction pair</th>
<th>( \sigma ) (nm)</th>
<th>( \epsilon \times 10^{21} ) (J)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O–O</td>
<td>0.315890</td>
<td>1.286750</td>
</tr>
<tr>
<td>C–O</td>
<td>0.319000</td>
<td>0.709302</td>
</tr>
<tr>
<td>C_{SiC}–O</td>
<td>0.327776</td>
<td>0.705867</td>
</tr>
<tr>
<td>N–O</td>
<td>0.326169</td>
<td>1.135040</td>
</tr>
<tr>
<td>B–O</td>
<td>0.330352</td>
<td>0.919718</td>
</tr>
<tr>
<td>Si–O</td>
<td>0.329339</td>
<td>2.021310</td>
</tr>
</tbody>
</table>

### Table II. Charges on atoms of polar molecules.

<table>
<thead>
<tr>
<th>Atom</th>
<th>( q ) (e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>...</td>
</tr>
<tr>
<td>H</td>
<td>-1.1128</td>
</tr>
<tr>
<td>C</td>
<td>0.5564</td>
</tr>
<tr>
<td>C_{SiC}</td>
<td>-0.6000</td>
</tr>
<tr>
<td>N</td>
<td>-1.0500</td>
</tr>
<tr>
<td>B</td>
<td>1.0500</td>
</tr>
<tr>
<td>Si</td>
<td>0.6000</td>
</tr>
</tbody>
</table>

The mass of the total number of molecules that cross the target flux plane in the \( x \)-direction is counted as positive, and the mass of those which cross in the opposite direction is counted as negative. The mass flow rate is then calculated by dividing the total mass flow counted by the time over which we perform the averaging.\(^{5,44}\) i.e.,

\[ \dot{m} = \frac{1}{\Delta t_{\text{av}}} \sum_i \delta N \, \text{sgn}(v_i \cdot \hat{n}_x), \]

where \( \hat{n}_x \) is the unit vector in the \( x \)-direction perpendicular to the flux-plane, \( v_i \) and \( m_i \) are the velocity vector and the mass of molecule \( i \) crossing the flux plane, and \( \delta N \) is the total number of molecules that cross the plane in either direction during the time \( t \rightarrow t + \Delta t_{\text{av}} \). The function \( \text{sgn}() \) provides the crossing direction. The volumetric flow rate \( Q_{\text{MD}} \) is calculated by simply dividing \( \dot{m} \) by the water bulk density \( \rho \). In order to compare the water flow performance of the various nanotube materials, the mass flow rate in every system was measured under the same conditions. After steady state conditions have been reached, measurements for a given nanotube at all three planes in Fig. 1 agree.

Radial density and velocity profile measurements provide further insight into the water structure inside the nanotubes and how the various tube materials affect the flow behavior. Each nanotube is divided into 100 radial cylindrical bins, and the density and the velocity are measured inside every bin over the full length of the nanotube, from the first flux measurement plane up to the third one. The results are averaged over a large number of MD timesteps.

Water axial self-diffusivity is also measured inside the nanotubes under equilibrium MD simulations, before any pressure difference is applied. Two equivalent methods to calculate the self diffusivity of a liquid or gas are often used,\(^{53}\) the first one based on the time integration of the velocity autocorrelation function, and the second based on calculating the mean-squared displacement. In this paper the former was chosen, and \( D_s \) is calculated with the Green-Kubo expression,

\[ D_s = \frac{1}{N} \int_0^\infty \sum_{i=1}^N (v_{i,x}(t) \cdot v_{i,x}(t')) dt', \]

where \( v_{i,x}(t) \) is the axial center of mass velocity of molecule \( i \) at some time \( t \), and \( \langle \cdot \cdot \rangle \) denotes the ensemble average. Equation (6) is an average over all \( N \) water molecules. The autocorrelation function decays quite quickly, and then fluctuates around zero, so a small time window of a few timesteps is enough to calculate \( D_s \). A production simulation contains thousands of sampling time windows, and the reported values of \( D_s \) are averaged over all the collected samples. The same measurements are then repeated in steady flow conditions under an applied pressure difference, and show no significant difference. So pressure-driven flow inside nanotubes does not further alter water’s self diffusivity\(^{37}\) beyond that of the effect of confinement, as will be shown in Sec. III. From its self-diffusivity, the water viscosity \( \mu \) can be calculated through the Stokes-Einstein relation,\(^{5,31,54}\)

\[ \mu = \frac{k_B T}{5 \pi a D_s}, \]
FIG. 2. (a) Cross-section snapshots of the three different nanotubes transporting water molecules. The nanotube material of the top snapshot is carbon, the middle is boron nitride, and the bottom is silicon carbide. The bulk region (B) is illustrated with light blue shading, and the annular region (W) (where the viscosity is reduced) has a thickness $\delta = 0.5$ nm, constant for all materials. (b) Water density profiles across the nanotube radii showing the concentric water ring structure. (c) Velocity profiles across the nanotubes for the same applied pressure difference of 200 MPa.

where $k_B$ is Boltzmann’s constant, $T$ is the water temperature, and $\alpha = 1.7$ Å is the effective hydrodynamic diameter of a water molecule, which is calculated from the average positions of hydrogen atoms and charge sites relative to the oxygen atom in the TIP4P/2005 water model.\textsuperscript{47,54}

Finally, the work of adhesion $W_A$, which is the potential energy from the interaction of the first water layer with the nanotube atoms divided by the nanotube surface area, is easily measured. The potential energy of every atom is readily available in MD simulations, as this is at the core of the MD algorithm. As a result, no special measurement technique is needed besides a summation of the potential energy of water molecules due to their interaction with the nanotube atoms in an annular region close to the nanotube wall.

### III. RESULTS AND DISCUSSION

Figure 2(a) shows the structure of the water molecules inside carbon, boron nitride, and silicon carbide nanotube cross-sections, taken from characteristic simulations of membranes with 25 nm long nanotubes. In all cases, a highly ordered and packed layer of water molecules is formed close to the inner nanotube walls. This is more apparent from the radial density profiles in Fig. 2(b). This arrangement lends itself to the idea of modeling water inside the nanotubes as a two-fluid system, with a fluid viscosity in the annular region close to the wall that is distinct from the bulk fluid viscosity close to the tube’s axis. The thickness of the annular region is very similar for all nanotube materials studied at $\delta = 0.5$ nm, which includes the “empty” region along with the first high-density water layer (Fig. 2), in agreement with previous MD work.\textsuperscript{4,54} The averaged velocity profile across each nanotube is presented in Fig. 2(c). It is seen that water flows with minimum viscous losses and has a plug-like velocity profile for all three simulated materials. This is reflected in the variation of the flow rate with the pressure gradient for the three materials tested (Figure 3), with CNTs showing a significantly higher flow rate than BNNTs and SiCNTs. The deviations in this figure for the shortest tube lengths are attributed to a dominating effect of entrance losses in short tubes, as shown in the recent literature.\textsuperscript{6–8}
To understand the difference in flow rates for the different nanotube materials, the MD results are analysed using a model recently developed by the authors\textsuperscript{35} that makes explicit the relationship between flow enhancement (defined as the ratio of the measured MD flow rate to the conventional Hagen-Poiseille prediction with no-slip boundary conditions, $\epsilon = Q_{\text{measured}}/Q_{\text{HPR}}$) and the strength of the solid-liquid interactions occurring at the nanotube walls:

$$\epsilon = \left( \frac{R - \delta}{R} \right)^4 \left( 1 - \frac{\mu_B}{\mu_W} \right) + \frac{\mu_B}{\mu_W} \left( 1 + 8\mu_W \frac{L}{R^2 W_A} D_s \right),$$

where $\mu_B$ is the bulk viscosity of the fluid, $\mu_W$ is the viscosity of the fluid in the annular region near the tube wall (where the effect of the solid-liquid molecular interactions is the strongest), and $D_s$ and $W_A$ are the self-diffusivity of water molecules and the work of adhesion between the liquid and the channel wall, respectively. This model is based on the Hagen-Poiseille equation but takes into account the molecular solid-liquid interactions at the wall, the tube geometrical characteristics, and water properties inside the nanotube. It has shown good agreement with previously reported experimental and computational results for carbon\textsuperscript{15} and inorganic\textsuperscript{55} nanotube materials. Details of the derivation of Eq. (8) can be found in Ref. \textsuperscript{35}. This equation contains no fitting parameters: as noted above, $\delta$ has been found to be the same for all three cases (Fig. 2), while $D_s$ and $W_A$ are constant values for any given solid-liquid couple and flow conditions. Both can be measured experimentally (for example, $W_A$ can be measured via immersion calorimetry) or calculated via MD. The viscosities $\mu_B$ and $\mu_W$ are calculated from MD results using the Stokes-Einstein relation for water in the bulk and annular regions close to the wall, respectively, following an established MD methodology.\textsuperscript{5,54} Table III reports the averaged values calculated from MD for each nanotube material. This table shows that the fluid viscosity close to the nanotube wall is always lower than the viscosity calculated in the center of the tube (the bulk flow). Furthermore, the bulk values differ from the value measured for the same water model in an unconfin ed environment,\textsuperscript{36} so it can be deduced that confinement has a significant effect on the water viscosity.\textsuperscript{5}

A measure of the reliability of calculating $D_s$ and $W_A$ through MD simulations can be obtained by comparing our MD results for CNTs in Table III with published data:\textsuperscript{35} $W_A$ for water on graphite (measured via immersion calorimetry) is $97 \times 10^{-3}$ N/m; $D_s$ for water on graphene and through graphitic slit pores has been found to be $(2-4) \times 10^{-6}$ m$^2$/s.\textsuperscript{56} To the authors’ knowledge, independent measures of these properties for boron nitride and silicon carbide are not yet available in the literature.

In Fig. 4 the flow enhancement data are plotted against the $D_s/W_A$ ratio, which represents the strength of the solid-liquid interaction for each of the nanotube materials tested. A reasonable linear fit through all data points confirms what MD, experimental results, and Eq. (8) have previously suggested: the more hydrophobic the material comprising the nanotube walls, the higher the flow enhancement (for a polar liquid such as water).

In Fig. 5 the flow enhancement data for the three nanotube materials are re-plotted as a function of the tube aspect ratio ($L/D$) to highlight the linear dependence shown by both the MD results and the model. A deviation between the two for the shortest tubes is explained by the presence of significant entrance losses, as previously discussed. This same linear dependence has been observed in MD results for CNTs of comparable lengths.\textsuperscript{6} Whether the dependence remains linear for much longer tubes is still a matter of debate: experimental results for very long tubes have shown proportionally high enhancement values (~60 000 for 125 $\mu$m CNTs\textsuperscript{37} and ~400 000 for 4 mm long CNTs\textsuperscript{38}). A recent publication, on the other hand, indicates that the linear dependence for tubes of comparable length to the ones analysed here is followed by a plateau in the flow enhancement for micrometer long CNTs. This is attributed to a combination of entrance/exit losses and
fig. 5). Flow enhancement as a function of tube aspect ratio for CNTs, BNNTs, and ScCNTs of comparable diameter (≈2 nm). The model results for each material have been calculated using Eq. (8) and data from Table III. Standard deviation of all MD data points is smaller than 5%, with error-bars covered by data-point symbols themselves. The standard error of the mean is smaller than 0.01% for all reported values.

Addressing this issue requires further MD and experimental investigation, beyond the scope of this present work.
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