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This paper considers a finite element approach to modeling electromagnetic waves in a periodic diffraction grating. In particular, an a priori error estimate associated with the $\alpha$-quasi-periodic transformation is derived. This involves the solution of the associated Helmholtz problem being written as a product of $e^{ikx}$ and an unknown function called the $\alpha$-quasi-periodic solution. To begin with, the well-posedness of the continuous problem is examined using a variational formulation. The problem is then discretized, and a rigorous a priori error estimate, which guarantees the uniqueness of this approximate solution, is derived. In previous studies, the continuity of the Dirichlet-to-Neumann map has simply been assumed and the dependency of the regularity constant on the system parameters, such as the wavenumber, has not been shown. To address this deficiency, in this paper an explicit dependence on the wavenumber and the degree of the polynomial basis in the a priori error estimate is obtained. Since the finite element method is well known for dealing with any geometries, comparison of numerical results obtained using the $\alpha$-quasi-periodic transformation with a lattice sum technique is then presented.
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1. INTRODUCTION

Periodic diffraction gratings have been used recently, for example, in crystalline silicon solar cells [1], gas sensors [2], and medical x-ray imaging [3,4]. The problem of wave diffraction is based on solving Maxwell’s equations in the diffraction grating region and on finding the resulting electromagnetic field when an incident wave interacts with the grating [5]. As there are two types of waves to consider [transverse magnetic (TM) and transverse electric (TE)] and there are two types of gratings (perfectly conducting and transmitting dielectric), there are in fact four cases to investigate. These cases will be denoted by Case 1A/B (perfectly conducting) and Case 2A/B (transmitting dielectric), where A (B) denotes the TE (TM) wave [5]. For brevity, the main focus is on the TM mode for the transmitting dielectric grating (Case 2B) in this article. There are of course other numerical methods in the literature to solve the problem of diffraction of waves [5–7]. This paper is an extension of the work in [8], which mainly focuses on the finite element approach. In fact, a finite element method and the periodicity of the grating with respect to one direction are used to address the problem over one period. Since the domain is infinite in the other direction, some transparent boundary conditions are applied to truncate the domain. The advantage of the finite element method is its flexibility in dealing with complex geometries. It also naturally gives rise to a variational formulation that provides a platform to rigorously derive existence and uniqueness results and regularity bounds. Hence, the well-posedness of the problem and an a priori error estimate can be derived.

In Section 2, the geometry, a statement of the Helmholtz problem to be solved, and the associated function spaces are presented. There have been a number of theoretical investigations into the use of the finite element method as a tool for studying the electromagnetic waves interacting with a diffraction grating [5,6,8,9]. In these studies the continuity of the Dirichlet-to-Neumann (DtN) map was simply assumed and hence the dependency of the regularity constant on the system parameters such as the wavenumber was not derived. These are essential components in the analysis, and so these results are derived here for the first time in Section 2. The $\alpha$-quasi-periodic method is studied in Section 3 with an examination of the continuous problem, its variational formulation, and its well-posedness. The problem is then discretized to approximate its solution and a new a priori error estimate is derived. This result guarantees the uniqueness of the approximate solution and shows an explicit dependence on the wavenumber $k$, the mesh size $h$, and the degree of the polynomial basis $p$. In order to keep this paper to a manageable size, the proofs of the majority of the results are relegated to online reports [10,11].

2. PHYSICAL AND MATHEMATICAL DESCRIPTION OF THE PROBLEM

The aim of this paper is to solve the Helmholtz equation for a periodic grating of period $d$ (with respect to $x$), as shown in Fig. 1. In order to formulate the scattering problem as a boundary value problem, an appropriate radiation condition (outgoing wave condition) must be included. In this paper, electromagnetic waves interacting with a periodic diffraction...
The α-quasi-periodic method applies transformation (1) to the Helmholtz problem and solves the resulting scattering problem for the function $U_a$. It is more straightforward to implement periodic rather than quasi-periodic constraints using the finite element method since the quasi-periodic case involves the extra term $e^{i \alpha x}$. In addition, when there are high wavenumbers, the $e^{i \alpha x}$ term will oscillate rapidly and increase the computational error. There is motivation therefore to find $U_a$ and not to solve the original Helmholtz problem directly.

A. Transparent Boundary Conditions

(Dirichlet-to-Neumann Maps)

To solve the grating problem numerically for a wide range of grating geometries, a finite element method is used here. It is therefore necessary to truncate the domain to render it finite. To provide suitable boundary conditions for the finite element solver, an analytical solution (known as the Rayleigh expansion) in the adjacent domains is used. Transparent boundary conditions that match this analytical solution continuously and smoothly with the finite element solution inside the truncated region are employed. These transparent boundary conditions are captured by the DN operators $T_\pm$ to match the Rayleigh expansion of the electromagnetic field on the boundary of the truncated region with the finite element solution inside the truncated domain. Denote the interfaces by $\Gamma_+ = \{(x, y): 0 \leq x \leq d, y = B\}$, $\Gamma_- = \{(x, y): 0 \leq x \leq d, y = -B\}$.

Since both periodic and $\alpha$-quasi-periodic functions are used, the function spaces on the domain boundaries are

$$L^1_{\alpha}(\Omega) = \{g \in L^1([0,d], g(d) = e^{i \alpha d} g(0))\},$$

$$H^1_{\alpha}(\Omega) = \{g \in H^1([0,d], g(d) = g(0))\},$$

and the function spaces inside $\Omega = \{(x, y): 0 \leq x \leq d, -B \leq y \leq B\}$ are

$$H^1_{s}(\Omega) = \{f \in H^1(\Omega): f(d, y) = f(0, y), \quad \forall y \in [-B,B]\},$$

$$H^1_{s}(\Omega) = \{f \in H^1(\Omega): f(d, y) = e^{i \alpha d} f(0, y), \quad \forall y \in [-B,B]\},$$

with $s \in \mathbb{R}$ and $L^1(\Omega)$, $H^1(\Omega)$, $\mathcal{L}(\Omega)$, and $H^1(\Omega)$ are Sobolev spaces [15]. The following norm is used later to simplify the algebra.

**Definition 1.** Let $F \subset \mathbb{R}^2$ and $v \in H^1(F)$ ([15]); then define [16]

$$\|v\|_{L^1(F)} = \|v\|_{L^1(F)} + \|k\|_{\infty} \|v\|_{L^1(F)}.$$ 

Note that $\|v\|_{L^1(F)}$ is equivalent to $\|v\|_{L^1(F)}$ since

$$\inf \left(1 - \frac{1}{\|k\|_{\infty}}\right) \|v\|_{L^1(F)} \leq \|v\|_{L^1(F)} \leq \sup \left(1 - \frac{1}{\|k\|_{\infty}}\right) \|v\|_{L^1(F)}$$

using the definition of Sobolev norms [15]. Also note that $\|v\|_{L^1(F)} \leq \|v\|_{H^1(F)} + \|k\|_{\infty} \|v\|_{L^1(F)}$. Since $H^1(F) \subset H^1(F)$ and $H^1(F) \subset H^1(F)$ for any $l \geq 0$, then for any $v \in H^1(F)$ ($v \in H^1(F)$), $\|v\|_{L^1(F)}$ is well defined.

The following property holds.
Theorem 2. Let \( v \in H^1_{\text{eq}}(\Omega) \) and let \( v_a \in H^1_y(\Omega) \) such that

\[ v = e^{i \alpha x} v_a. \]

Then,

\[ \|v_a\|_{H^1_y(\Omega)} \leq T^2 \|v\|_{H^1_y(\Omega)} \]

for \( l \neq 0 \) and

\[ \|v_a\|_{L^2(\Omega)} = \|v\|_{L^2(\Omega)}. \]

**Proof** [11, p. 61].

The DtN maps are defined below.

**Definition 3.** Let \( f \in H^{1/2}_{\text{eq}}(\Gamma_\pm) \); then the DtN maps [8] are defined by

\[ T f(x) = T_\pm f(x) = \sum_{n \in \mathbb{Z}} i \beta_n f^{(n)}(\pm B)e^{i n \alpha x}, \]

where \( T f \in H^{-1/2}_{\text{eq}}(\Gamma_\pm), \ n_a = a + (2 \pi n / d), \ \beta_n = e^{i \pi / 2} \left( k_0^2 - n_a^2 \right)^{1/2} \), and

\[ z_n = \arg(k_0^2 - n_a^2), \]

for \( j \in \{1, 2\} \) and \( f^{(n)}(\pm B) = 1 / d \int_0^d f(x, \pm B)e^{i n \alpha x} \, dx \). The wavenumbers must satisfy \( k_0^2 \neq n_a^2 \), and at these discrete frequencies these guided modes propagate without loss along the grating and cause the phenomenon of resonance [7,8].

The following property holds for \( T_\pm \).

**Lemma 4.** The inner product of a function \( g \) and its normal derivative on the boundary \( \Gamma_\pm \) satisfy

\[ \Re(T g, g)_{\Gamma_\pm} = -d \sum_{n \in \mathbb{Z}} \sin(z_n/2) \left| \beta_n \right|^2 \left| g^{(n)} \right|^2 \leq 0 \]

and

\[ \Im(T g, g)_{\Gamma_\pm} = -d \sum_{n \in \mathbb{Z}} \cos(z_n/2) \left| \beta_n \right|^2 \left| g^{(n)} \right|^2 \geq 0. \]

**Proof** [11, p. 25].

From Definition 3, the DtN map can be used so that the scattering domain can be truncated at \( \Gamma_\pm \) and the problem studied in this paper can be stated as follows [11, p. 38, Lemma 17]. The homogeneous Helmholtz problem is to find \( U(x, y) \in C^1(\Omega) \), where

\[ \nabla \cdot \left( \frac{1}{k^2(x, y)} \nabla U(x, y) \right) + U(x, y) = 0, \quad (x, y) \in \Omega. \]

with the DtN map interface conditions at the boundaries of the truncated region given by

\[ \partial_n U(x, y)|_{\Gamma_+} = T_+ U + g(x) \quad x \in \Gamma_+, \]

\[ \partial_n U(x, y)|_{\Gamma_-} = T_- U \quad x \in \Gamma_-, \]

subject to the \( \alpha \)-quasi-periodic condition given by

\[ U(d, y) = e^{i \alpha x} U(0, y), \quad (x, y) \in [-B, B]. \]

For the homogeneous Helmholtz problem, the inhomogeneous Helmholtz equation is needed to show the continuous dependence of the problem on the data (for any given forcing term). Hence, the regularity of the solution \( U(x, y) \) is now investigated to enable an \textit{a priori} error estimate to be derived. In general, the \textit{inhomogeneous} Helmholtz problem is to find \( 1 / k^2(x, y) \nabla U(x, y) \in C^1(\mathbb{R}^2) \), such that the following is satisfied:

\[ \nabla \cdot \left( \frac{1}{k^2(x, y)} \nabla U(x, y) \right) + U(x, y) = f(x, y). \]


\[ T_+ U(x) = \sum_{n \in \mathbb{Z}} i \beta_n^+ f^{(n)}(B)e^{i n \alpha x}, \]

\[ T_- U(x) = \sum_{n \in \mathbb{Z}} i \beta_n^- f^{(n)}(-B)e^{i n \alpha x}, \]

\[ g(x) = -2i \beta_0 e^{i \alpha x} B + i \alpha x. \]

with \( k_0^2 \neq n_a^2 \). \( f^{(n)}(\pm B) = 1 / d \int_0^d f(x, \pm B)e^{i n \alpha x} \, dx \).

Note that \( (1/k^2(x, y)) \nabla U(x, y) \in C^1(\Omega) \) is from the interface condition that corresponds to the TM case [17]. Hence, \( \nabla \cdot (1/k^2(x, y)) \nabla U(x, y) \) is well defined if \( U(x, y) \in C^2(\Omega) \). The \( \alpha \)-quasi-periodic approach [11] is used to solve the scattering problem and so additional DtN maps are required as detailed below.

**Definition 5.** Let \( f \in H^{1/2}_{\text{eq}}(\Gamma_\pm) \). Then define the DtN maps [13]

\[ T_\pm f(x) = T_\pm^* f(x) = \sum_{n \in \mathbb{Z}} \beta_n f^{(n)}(\pm B)e^{i n \alpha x}, \]

where \( T_\pm^* f \in H^{-1/2}_{\text{eq}}(\Gamma_\pm) \) and

\[ f^{(n)}(\pm B) = \frac{1}{d} \int_0^d f(x, \pm B)e^{i 2 \pi n \alpha x / d} \, dx. \]

In order to show the uniqueness of the solution to the scattering problem, one of the prerequisites is that \( T \) is a continuous operator.

**Lemma 6.** The operator \( T: H^{1/2}_{\text{eq}}(\Gamma_\pm) \to H^{-1/2}_{\text{eq}}(\Gamma_\pm) \) is a continuous linear form, for any \( k_0^2 \neq n_a^2 \) and there exists a positive constant \( 2 \leq C \leq \sqrt{5} \) such that

\[ \| T f \|_{H^{-1/2}_{\text{eq}}(\Gamma_\pm)} \leq C^2 \sup_{|k_j| \leq 1} \| f \|_{H^{1/2}_{\text{eq}}(\Gamma_\pm)} \]

for \( j = 1, 2 \). In addition, the bilinear form \( T(f, g)_{\Gamma_\pm} \) is continuous on \( H^{1/2}_{\text{eq}}(\Gamma_\pm) \times H^{1/2}_{\text{eq}}(\Gamma_\pm) \) and

\[ \| T(f, g)_{\Gamma_\pm} \| \leq d C \sup_{|k_j| \leq 1} \| f \|_{H^{1/2}_{\text{eq}}(\Gamma_\pm)} \| g \|_{H^{1/2}_{\text{eq}}(\Gamma_\pm)} \]

for all \( n \in \mathbb{N} \) and \( j = 1, 2 \) with

\[ \left| \beta_j \right|^2 \leq \begin{cases} C^2 |k_j|^2 & \text{if } |k_j|^2 > n_a^2, \\ C^2 n_a^2 & \text{if } |k_j|^2 < n_a^2. \end{cases} \]

**Proof** [10, p. 23].

To model the scattering problem, the homogeneous Helmholtz problem is used since the forcing term (incident wave) is part of the boundary conditions. But when it comes to the well-posedness of the problem, the inhomogeneous Helmholtz equation is needed to show the continuous dependence of the problem on the data (for any given forcing term). Hence, the regularity of the solution \( U(x, y) \) is now investigated to enable an \textit{a priori} error estimate to be derived. In general, the \textit{inhomogeneous} Helmholtz problem is to find \( 1 / k^2(x, y) \nabla U(x, y) \in C^1(\mathbb{R}^2) \), such that the following is satisfied:

\[ \nabla \cdot \left( \frac{1}{k^2(x, y)} \nabla U(x, y) \right) + U(x, y) = f(x, y). \]
subject to the radiation condition \( \lim_{|y| \to \infty} U(x, y) = 0 \). Utilizing the periodicity of the grating reduces the problem to one on the vertical single strip \( S = [0, d] \times \mathbb{R} \), where \( f \) is a general given \( \alpha \)-quasi-periodic with respect to \( x \) and a compact support in \( \Omega \); the solution \( U \) is also \( \alpha \)-quasi-periodic with respect to \( x \) and must satisfy the UPRC [12, p. 30]. In the following theorem, the regularity of the solution to Eq. (11) is stated.

**Theorem 7.** For any \( \gamma = (\gamma_1, \gamma_2) \) such that \( \gamma_j \in \mathbb{N} \), for \( j = 1, 2 \), and for \( x \in [0, d] \), \( y \in [-B, B] \subset \mathbb{R} \), there exists a constant \( C_{\text{reg}} \) that is independent of the wavenumber \( k_j \), such that the solution \( U \) of Eq. (11) satisfies

\[
\|\mathcal{D}^\gamma U\|_{L^2(\Omega)} \leq C_{\text{reg}} (1 + C_s C(k_0, k_3)) \|k\|_{\mathbb{Z}}^{-1-1} \|f\|_{L^2(\Omega)},
\]

where \( C_s \) is a constant independent of \( k \), \( C(k_0, k_3) \) is a constant that only depends on \( k_0 \) and \( k_3 \) [10, p. 219], \( |\gamma| = \sqrt{\gamma_1^2 + \gamma_2^2} \), and \( \|\mathcal{D}^\gamma U\|_{L^2(\Omega)} \) is an \( L^2 \)-Sobolev norm of order \( \gamma \) [15, 18, 19].

**Proof.** Let \( U \) be the solution of the inhomogeneous equation (11); using the integral representation [17, 20] of \( U \) leads to

\[
U(x, y) = \int_S G_j(x - x_0, y - y_0) f(x_0, y_0) dx_0 dy_0
\]

for \( j \in \{0, 1, 2, 3\} \) with

\[
G_j(x, y) = \frac{1}{2d} \sum_{m \in \mathbb{Z}} e^{i\pi x \beta_j y} \frac{e^{i m \gamma_j y}}{\beta_j^0} + \frac{1}{2d} \sum_{m \in \mathbb{Z}} e^{i \pi x \beta_j^{-1} y} \frac{e^{-i m \gamma_j y}}{\beta_j^{-1}},
\]

where \( \beta_j \) and \( \beta_j^{-1} \) represent the coefficients of the Green’s functions \( G_j(x, y) \).

By introducing the notation

\[
I_{mn}(y, y_0) = \int_\mathbb{R} \left( c_j e^{i \pi \beta_j y} + d_j e^{-i \pi \beta_j^{-1} y} \right) f^{(m)}(y_0) dy_0.
\]

we note by using the continuity of \( I_{mn} \) with respect to \( y_0 \) along with the outgoing wave boundary condition that

\[
I_{mn}(y, y_0) = 0 \quad \text{if} \quad y_0 \neq y.
\]

and

\[
I_{mn}(y, y) = \frac{1}{\beta_j} (c_j + d_j) f^{(m)}(y) \quad \text{if} \quad y_0 = y.
\]

We have

\[
U(x, y) = \frac{1}{d} \int_{[0, d] \times \mathbb{R}} \sum_{m \in \mathbb{Z}} e^{i \pi x \beta_j y} \left( c_j e^{i \pi \beta_j y} + d_j e^{-i \pi \beta_j^{-1} y} \right) + \frac{1}{2d} \sum_{m \in \mathbb{Z}} e^{i m \gamma_j y} f^{(m)}(y_0) dx_0 dy_0.
\]

Now \( \sum_{m \in \mathbb{Z}} c_j e^{i \pi \beta_j y} + d_j e^{-i \pi \beta_j^{-1} y} / (2i \beta_j) \) and \( f \) are continuous with compact support and the integral is well defined so we can use Fubini’s theorem [21, p. 110] to interchange the order of summation and integration to get

\[
U(x, y) = \frac{1}{d} \sum_{n \in \mathbb{Z}} \int_{[0, d] \times \mathbb{R}} e^{i \pi x \beta_j y} \left( c_j e^{i \pi \beta_j y} + d_j e^{-i \pi \beta_j^{-1} y} \right) + \sum_{m \in \mathbb{Z}} e^{i m \gamma_j y} f^{(m)}(y_0) dx_0 dy_0.
\]

Using Eq. (15),

\[
U(x, y) = \sum_{n \in \mathbb{Z}} \frac{1}{2d} \int_{[0, d]} e^{i \pi x \beta_j y} \left( c_j e^{i \pi \beta_j y} + d_j e^{-i \pi \beta_j^{-1} y} \right) f^{(m)}(y_0) dy_0.
\]

so and

\[
\|U\|_{L^2(\Omega)} \leq \sup_{n \in \mathbb{Z}} \|e^{i \pi \beta_j y} f^{(m)} (y_0)\|_{L^2(S)}.
\]

Since \( \text{supp} f \subset \Omega \), then

\[
\|U\|_{L^2(\Omega)} \leq \sup_{j \in \{0, 1, 2, 3\}, m \in \mathbb{Z}} \|e^{i \pi \beta_j y} f^{(m)} (y_0)\|_{L^2(S)}.
\]

Taking the weak derivative of \( U \) with respect to \( x \), in Eq. (16), \( \gamma_1 \) times gives

\[
\partial_x U = \frac{1}{d} \sum_{m, n \in \mathbb{Z}} \int_{[0, d]} (i n \gamma_1) e^{i \pi x \beta_j y} e^{i \pi \beta_j y} f^{(m)}(y_0) dy_0 dx_0.
\]

and so

\[
\|\partial_x U\|_{L^2(\Omega)} \leq \sup_{n \in \mathbb{Z}} \left\|e^{i \pi \beta_j y} f^{(m)} (y_0)\right\|_{L^2(S)}.
\]

Since \( \text{supp} f \subset \Omega \),

\[
\|\partial_x U\|_{L^2(\Omega)} \leq \sup_{n \in \mathbb{Z}} \left\|e^{i \pi \beta_j y} f^{(m)} (y_0)\right\|_{L^2(S)}.
\]
continuous for $r_2 > 1$ on each interface separating each medium $S_j$ of constant wavenumber $k_j$. Therefore

$$\partial_j^2 U = \frac{1}{d} \sum_{m, n \in \mathbb{Z}} \int_{x(x-x_0)}^{i^m} e^{(x-x_0)} e^{i^m(x-x_0)}
\times \left[ \left\{ \left( i^m e^{i^m(x-x_0)} + d^m e^{i^m(x-x_0)} \right) f^{(m)}(y_0) dy_0 dx_0 
\right. 
\left. + \sum_{p=1}^{n} \sum_{m, n \in \mathbb{Z}} \left( \left( c^m e^{i^m(x-x_0)} + d^m e^{i^m(x-x_0)} \right) f^{(m)}(y_0) \right) \right\}_{S_j \cap S_j} \times f^{(m)}(y_0). \right] \tag{20}$$

such that $(\sum_{m \in \mathbb{Z}}((e^{i^m(x-x_0)} + d^m e^{i^m(x-x_0)})/2i^m)^n f^{(m)}(y_0))_{S_j \cap S_j}$

denotes the jump at the interface separating $S_j$ and $S_i$ with $j, l \in \{0, 1, 2, 3\}$. Hence,

$$\left[ \sum_{m \in \mathbb{Z}} \left( \left( c^m e^{i^m(x-x_0)} + d^m e^{i^m(x-x_0)} \right) f^{(m)}(y_0) \right) \right]_{S_j \cap S_j} \leq \sup_{m \in \mathbb{Z}, l \in \{0, 1, 2, 3\}} \left( \left( |e^{i^m(x-x_0)}| + |d^m e^{i^m(x-x_0)}| \right) \sum_{m \in \mathbb{Z}} |f^{(m)}(y_0)| \right) \times \left( \sum_{p=1}^{n} \left( \left( c^m e^{i^m(x-x_0)} + d^m e^{i^m(x-x_0)} \right) f^{(m)}(y_0) \right) \right)_{S_j \cap S_j} \times f^{(m)}(y_0).$$

First, we note that when $j \in \{1, 2\}, S_j \cap S_0$ is given by $y = \pm b$; therefore $y - y_0 = 0$ on the interface and so

$$|e^{i^m(x-x_0)}| = 1. \tag{21}$$

We also note that, for $y \neq y_0$,

$$|e^{i^m(x-x_0)}| \leq 1. \tag{22}$$

because $\Re(\beta_j^m) > 0$ and

$$|e^{i^m(x-x_0)}| \leq e^{\sin|z_0/2|} = \sup_{m \in \mathbb{Z}, l \in \{0, 1, 2, 3\}} \frac{1}{k_{\text{ref}}(x-x_0)} \sum_{m \in \mathbb{Z}} |f^{(m)}(y_0)|. \tag{23}$$

because $\Re(\beta_j^m) = \sin(z_0/2)|k_j^2 - n^2|^{1/2}$. From the radiation condition, there exists $N_0$ such that for $|n| > N_0$, $d^m$ equals zero. Therefore, $|k_j^2 - n^2| \leq |k_j^2| - (n^2/k_j^2) = 4|k_j^2|$. \text{ref}

such that $|k_j| > k_{\text{ref}}$ for $j \in \{0, 1, 2, 3\}$ and $N_0 = \sup_{(2\pi N_0/d)^2, |u|^2}$. Combining Eqs. (21), (22), and (23), we have

$$\left[ \sum_{m \in \mathbb{Z}} \left( \left( c^m e^{i^m(x-x_0)} + d^m e^{i^m(x-x_0)} \right) f^{(m)}(y_0) \right) \right]_{S_j \cap S_j} \leq \sup_{m \in \mathbb{Z}, l \in \{0, 1, 2, 3\}} \left( \left( |e^{i^m(x-x_0)}| + |d^m e^{i^m(x-x_0)}| \right) \sum_{m \in \mathbb{Z}} |f^{(m)}(y_0)| \right) \times \left( \sum_{p=1}^{n} \left( \left( c^m e^{i^m(x-x_0)} + d^m e^{i^m(x-x_0)} \right) f^{(m)}(y_0) \right) \right)_{S_j \cap S_j} \times f^{(m)}(y_0).$$

with $C_0 = \sup_{m \in \mathbb{Z}, l \in \{0, 1, 2, 3\}} \left( |e^{i^m(x-x_0)}| + |d^m e^{i^m(x-x_0)}| \right)$. Hence, from Eqs. (16) and (20),

$$\|\partial_j^2 U\|_{L^2(S)} \leq \sup_{n \in \mathbb{Z}} \left\| \beta_j^m \| \| U \|_{L^2(S)} \right\|
\times \sup_{n \in \mathbb{Z}, l \in \{0, 1, 2, 3\}} \left( \left( \left( |e^{i^m(x-x_0)}| + |d^m e^{i^m(x-x_0)}| \right) \sum_{m \in \mathbb{Z}} |f^{(m)}(y_0)| \right) \times \left( \sum_{p=1}^{n} \left( \left( c^m e^{i^m(x-x_0)} + d^m e^{i^m(x-x_0)} \right) f^{(m)}(y_0) \right) \right)_{S_j \cap S_j} \times f^{(m)}(y_0).\right. \tag{24}$$

We note that $n_0$ satisfies $n_0 = (2\pi n/d) + k \sin \theta = k \sin \theta_{\text{in}} [10, \text{ p.} 56]$ and $\beta_j^m$ satisfies $\beta_j^m = e^{i^m(x-x_0)} \sqrt{|k_j^2 - n^2|} = |k_j^2 - n^2| \cos \theta_{\text{in}} [10, \text{ p.} 57]$; therefore using Eq. (18), inequality (19) becomes

$$\|\partial_j^2 U\|_{L^2(S)} \leq \sup_{n \in \mathbb{Z}} \left( \left( \left( |e^{i^m(x-x_0)}| + |d^m e^{i^m(x-x_0)}| \right) \sum_{m \in \mathbb{Z}} |f^{(m)}(y_0)| \right) \times \left( \sum_{p=1}^{n} \left( \left( c^m e^{i^m(x-x_0)} + d^m e^{i^m(x-x_0)} \right) f^{(m)}(y_0) \right) \right)_{S_j \cap S_j} \times f^{(m)}(y_0).\right. \tag{25}$$

In a similar fashion to Eq. (18), inequality (24) becomes

$$\|\partial_j^2 U\|_{L^2(S)} \leq \sup_{n \in \mathbb{Z}, l \in \{0, 1, 2, 3\}} \left( \left( \left( |e^{i^m(x-x_0)}| + |d^m e^{i^m(x-x_0)}| \right) \sum_{m \in \mathbb{Z}} |f^{(m)}(y_0)| \right) \times \left( \sum_{p=1}^{n} \left( \left( c^m e^{i^m(x-x_0)} + d^m e^{i^m(x-x_0)} \right) f^{(m)}(y_0) \right) \right)_{S_j \cap S_j} \times f^{(m)}(y_0).\right. \tag{26}$$

with $C_0 = \sup_{n \in \mathbb{Z}, l \in \{0, 1, 2, 3\}} \left( |e^{i^m(x-x_0)}| + |d^m e^{i^m(x-x_0)}| \right) e^{i^m(x-x_0)}$. Combining Eqs. (18), (19), and (25), we finish the proof.
3. WELL-POSEDNESS OF THE PERIODIC PROBLEM

Although it is easier to study the scattering problem analytically using $U$, since it lends itself more readily to a variational formulation, it will transpire that it is more efficient to implement periodic rather than quasi-periodic boundary conditions within the finite element method. This is essentially due to the quasi-periodic boundary condition containing the extra term $e^{i\alpha x}$, which is oscillatory and can lead to computational errors. From Eq. (1), the Helmholtz problem (5) is transformed, and the following lemma holds.

**Lemma 8.** Let $U_a(x, y) \in C^2(\Omega)$ satisfy Eq. (1): then $U_a(x, y)$ is the solution of the following problem:

$$\nabla \cdot \left( \frac{1}{k^2(x, y)} \nabla U_a(x, y) \right) + U_a(x, y) = 0, \quad (x, y) \in \Omega$$

(26)

with the DtN map at the boundaries of the truncated region given by

$$\begin{align*}
T_+ - \frac{\partial}{\partial n} U_a &= 2i\beta_1 e^{-i\beta_1 \Gamma}, \quad \text{on } \Gamma_+,
T_- - \frac{\partial}{\partial n} U_a &= 0, \quad \text{on } \Gamma_-
\end{align*}$$

The periodic condition

$$U_a(d, y) = U_a(0, y), \quad y \in [-B, B],$$

holds, where $U(x, y)$ is the solution of the original Helmholtz problem given by Eq. (9), where $T_{\pm}$ is given by Eq. (9) and $\nabla = \nabla + i(\alpha, 0)$.

**Proof.** Since $U = e^{i\alpha x} U_a$ and $U$ satisfies Eq. (6), we have

$$\nabla U = \nabla (e^{i\alpha x} U_a) = \nabla (e^{i\alpha x} U_a) + e^{i\alpha x} \nabla U_a$$

$$= \begin{bmatrix} i\alpha e^{i\alpha x} \\ 0 \end{bmatrix} U_a + e^{i\alpha x} \nabla U_a.$$

Denoting $\nabla a = \nabla + i(\alpha, 0)$ and with some straightforward algebraic manipulation, it can be shown that $U_a$ satisfies the above equations [10, p. 222–223].

To show the well-posedness of the variational formulation, one needs to show that the solution to the problem exists, that it is unique, and that it depends continuously on the data [22]. Since the variational form associated with $U$ is easier to study analytically, the $\alpha$-quasi-periodic problem is shown to be well-posed, before deriving the well-posedness of the periodic problem. It is therefore necessary to show the equivalence of these two variational formulations.

Let $v \in H^1_{\alpha}(\Omega)$; then Eq. (5) gives

$$\int_{\Omega} \nabla \left( \frac{1}{k^2} \nabla U \right) \cdot \bar{v} + \int_{\Omega} U \bar{v} = 0.$$

Integrating by parts, using Eqs. (7) and (8) and denoting

$$a(U, v) = \left( \frac{1}{k^2} \nabla U, \nabla v \right)_{\Omega} - (U, v)_{\Omega} - \frac{1}{k^2} \int_{\Gamma_+} U \bar{v}, \quad \text{and}$$

$$
(f, v)_{\Gamma_+} = - \int_{\Gamma_+} 2i\beta_1 e^{i(\alpha x - j \delta) \cdot \nu} \bar{v},
$$

(28)

it can be shown that solving Eq. (6) is equivalent to the variational problem of finding $U_a \in H^1_{\alpha}(\Omega)$ for all $v \in H^1_{\alpha}(\Omega)$ such that

$$a(U_a, v) = (f_a, v)_{\Gamma_+}.$$  (29)

To establish an upper bound on the error arising when the scattering problem is solved numerically, the equivalence of the variational form for the periodic and $\alpha$-quasi-periodic problems is required. For the periodic function $U_a$, let

$$a(U_a, v_a) = \left( \frac{1}{k^2} \nabla U_a, \nabla v_a \right)_{\Omega} - \left( \frac{1}{k^2} \nabla U_a, v_a \right)_{\Omega} - i\alpha \frac{1}{k^2} \nabla U_a, v_a \right)_{\Omega} - \frac{1}{k^2} T_\alpha U_a, v_a \right)_{\Gamma_+},$$

$$= \int_{\Gamma_+} 2i\beta_1 e^{i(\alpha x - j \delta) \cdot \nu} \bar{v}.$$  (30)

From Eq. (26), it can be shown that the corresponding variational problem is to find $U_a \in H^1_{\alpha}(\Omega)$ for all $v_a \in H^1_{\alpha}(\Omega)$ such that

$$a(U_a, v_a) = (f_a, v_a)_{\Gamma_+}.$$  (31)

Note that to ease the notation, we have noted $a$ in the bilinear form associated to functions in both $H^1_{\alpha}(\Omega)$ and $H^1_{\alpha}(\Omega)$.

**Lemma 9.** Finding $U_a \in H^1_{\alpha}(\Omega)$ for all $v_a \in H^1_{\alpha}(\Omega)$ such that $a(U_a, v_a) = (f_a, v_a)_{\Gamma_+}$, as given in Eq. (30), is equivalent to finding $U \in H^1_{\alpha}(\Omega)$ for all $v \in H^1_{\alpha}(\Omega)$ such that $a(U, v) = (f_a, v)_{\Gamma_+}$ using Eq. (29).

**Proof.** Use Eq. (1); $f = e^{i\alpha x} f_a$ and $v = e^{i\alpha x} v_a$ in Eq. (30) to get Eq. (29).

**Lemma 10.** Let $|k| > k_{\text{ref}} > 0$ such that $k_{\text{ref}} < |k|$. For all $v \in H^1_{\alpha}(\Omega)$, the solution $U_a \in H^1_{\alpha}(\Omega)$ that satisfies equation (30) exists and is unique at all but a discrete set of frequencies, for each fixed horizontal wavenumber $k_j = \pi_j$ [7].

**Proof.** To start with, the sesquilinear form $a$ in Eq. (27) is shown to be continuous. From the Cauchy–Schwarz inequality [15],

$$\left| \left( \frac{1}{k^2} \nabla U, \nabla v \right)_{\Omega} \right| \leq \frac{1}{k^2} \int_{\Omega} |\nabla U| \cdot |\nabla v| \, dx \, dy \leq \frac{1}{k_{\text{ref}}^2} \|\nabla U\|_{L^2(\Omega)} \|\nabla v\|_{L^2(\Omega)}$$

(31)

and similarly it can be shown that

$$\|(U, v)_{\Omega} \leq \|U\|_{L^2(\Omega)} \|v\|_{L^2(\Omega)}.$$  (32)
Since
\[ \left| \int_{\Gamma_a} T^a_- U \, \text{d}x \right|^2 \leq C^2 d^2 \left( \| k_j^2 \| U \|^2_{L^2(\Omega)} + \| U \|^2_{H^2(\Omega)} \right) \| v \|^2_{H^1(\Omega)}, \]  
(33)
using the trace theorem [15,18,23,24], it follows that
\[ \left| \int_{\Gamma_a} T^a_- U \, \text{d}x \right| \leq C d \frac{1}{k_{ref}} \left( \| k_j^2 \| U \|^2_{L^2(\Omega)} + \| U \|^2_{H^2(\Omega)} \right) \| v \|^2_{H^1(\Omega)}. \]
(34)

Hence, Eq. (27) leads to
\[ |a(U,v)| \leq \frac{1}{k_{ref}} \| U \|^2_{H^1(\Omega)} \| v \|^2_{H^1(\Omega)} + \| U \|^2_{L^2(\Omega)} \| v \|^2_{L^2(\Omega)} \]
and so
\[ |a(U,v)| \leq C_0 \sup \left( \frac{1}{k_{ref}} \frac{1}{k_{ref}} \left| k_j^2 \| U \|^2_{H^1(\Omega)} \| v \|^2_{H^1(\Omega)} \right| \right). \]

Hence, \( a(U,U) \) is continuous \([15,18,25]\). From Eq. (27),
\[ |a(U,U)| + \int_{\Omega} \| U \|^2 = \left| \int_{\Omega} \frac{1}{k^2} \| \nabla U \|^2 - \int_{\Gamma_a} \frac{1}{k^2} T U \bar{U} \right| \geq \left| \int_{\Omega} \frac{1}{k^2} \| \nabla U \|^2 - \int_{\Gamma_a} \frac{1}{k^2} T U \bar{U} \right| \geq \| k \|^2_{\infty} - C d \sup(k_j) \| k \|^2_{\infty} \| U \|^2_{H^1(\Omega)} \]
using Eq. (10) and the equivalence of the norm in \( H^l(\Omega) \) for \( l \geq 1 \). Hence,
\[ |a(U,U) + \| U \|^2_{L^2(\Omega)} \geq M_1 \| U \|^2_{H^2(\Omega)} \]
a\( U, U \) is then \( H^l(\Omega) \) coercive and the existence of a solution can be shown from its uniqueness \([26, p. 51]\). Suppose that there are two solutions \( U_1 \) and \( U_2 \) and let \( w = U_1 - U_2 \). Taking the imaginary part and using Eqs. (5) and (27), it can be shown that \( w = 0 \) and so \( U_1 = U_2 \). From Lemma 9 and since \( U_1 = e^{i\omega t} U_{a_1} \) and \( U_2 = e^{i\omega t} U_{a_2} \), then \( U_{a_1} = U_{a_2} \), which finishes the proof.

In order for a variational formulation to depend continuously on the data, it is necessary to show that the variational formulation satisfies a regularity estimate. To this end an explicit dependency on the wavenumber \( k \) is derived in a regularity bound in the following theorem.

**Theorem 11.** Let \( f_a \in H^1(\Omega) \) be a general forcing function and let \( U_{a} \in H^2(\Omega) \) be the solution of the inhomogeneous Helmholtz equation
\[ \nabla_a \left( \frac{1}{k^2} \nabla_a U_a \right) + U_a = f_a \quad \text{in } \Omega, \]
(35)

Then there exists a constant \( C_{stab} \) that is dependent on the wavenumbers \( k_0 \) and \( k_3 \) such that
\[ \| U_a \|_{\Omega} \leq C_{stab} \| f_a \|_{L^2(\Omega)}. \]
(36)

where \( C_{stab} = C_{reg} (1 + C_\gamma (k_0, k_3)) \) and \( C_\gamma (k_0, k_3) \) is defined in Theorem 7.

**Proof.** Let \( U_{a} \in H^1(\Omega) \) be the solution of Eq. (35); then from Definition 1 and Eq. (3),
\[ \| U_{a} \|^2_{\Omega} = |U_{a}|^2_{H^1(\Omega)} + \| k \|^2_{\infty} \| U_{a} \|^2_{L^2(\Omega)}. \]

From Eqs. (2) and (3),
\[ \| U_{a} \|^2_{\Omega} \leq 2 \| \| U_{a} \|^2_{H^1(\Omega)} + \| k \|^2_{\infty} \| U_{a} \|^2_{L^2(\Omega)}. \]

Since \( U = e^{i\omega t} U_{a} \), the proof is finished by using the regularity estimate of \( U \) as given in Theorem 7.

Hence, the problem given by Eq. (30) is well-posed since its solution exists, is unique (Lemma 10), and satisfies a regularity result (Theorem 11).

**4. A PRIORI ERROR ESTIMATE FOR THE EXACT SOLUTION**

To derive an a priori error estimate for the periodic solution \( U_{a} \), the following three key results are needed:
- an estimate of the error arising from the discretization of the problem
- an estimate of the error arising from the truncation of the DtN operator
- an estimate of the total error

**A. A Priori Error Estimate for the Discretized Problem**

Let \( X \subset H^1(\Omega) \) be a finite element subspace of order \( p \) with \( l \geq 1 \), and let \( \zeta_h \) be any regular partition of \( \Omega \) [15,18,25,27]. Denote by \( h \) the maximum mesh size after partitioning \( \Omega \) using \( \zeta_h \). The following standard assumption on the subspace \( X \) is used:
\[ \inf_{\psi \in X} \left( \| \psi - \varphi \|^2_{L^2(\Omega)} + \frac{h}{p} \| \nabla \psi - \nabla \psi \|^2_{L^2(\Omega)} \right) \leq C \left( \frac{h}{p} \right)^{1/2} \| \psi \|^2_{H^1(\Omega)}. \]
(36)

Similarly, let \( X^a \) be a finite element subspace of order \( p \) of \( H^1(\Omega) \). The discretized problem corresponding to Eq. (29) is to find \( U_{a} \in X \) such that
\[ a(U_{a}, \varphi) = (f, \varphi)_{\Gamma_+} \quad (37) \]
with $a(U, \phi)$ and $(f, \phi)_{T_{+}}$ given by Eqs. (27) and (28) for all $\phi \in X$, where $T_{\pm}$ is given by Definition 3.

**Lemma 12.** Let $U \in H^{1}_{\text{at}}(\Omega)$; then for all $v \in H^{1}_{\text{at}}(\Omega)$,

$$|a(U, v)| \leq C_{c}||U||_{H^{1}_{\text{at}}(\Omega)}||v||_{H^{1}_{\text{at}}(\Omega)}$$

such that $C_{c} = (C_{d} + 1)k_{\text{reg}}^{2}$ depends only on the period of the diffraction grating $d$ and a lower bound on the wavenumber $k_{\text{reg}}$.

**Proof.** From the triangle inequality, putting Eqs. (31), (32), and (33) in Eq. (27) and using Definition 1,

$$|a(U, v)| \leq \frac{1}{k_{\text{ref}}}||U||_{H^{1}_{\text{at}}(\Omega)}||v||_{H^{1}_{\text{at}}(\Omega)} + ||U||_{H^{2}_{\text{at}}(\Omega)}||v||_{L^{2}_{\text{at}}(\Omega)}$$

$$+ Cd ||U||_{H^{1}_{\text{at}}(\Omega)}||v||_{H^{1}_{\text{at}}(\Omega)}.$$ 

Since $(||k^{2}_{\text{at}}/k_{\text{ref}}^{2}||) \geq 1$,

$$|a(U, v)| \leq \frac{1}{k_{\text{ref}}}||U||_{H^{2}_{\text{at}}(\Omega)}||v||_{H^{2}_{\text{at}}(\Omega)} + ||k^{2}_{\text{at}}/k_{\text{ref}}^{2}||||U||_{H^{2}_{\text{at}}(\Omega)}||v||_{L^{2}_{\text{at}}(\Omega)}$$

$$+ Cd ||U||_{H^{1}_{\text{at}}(\Omega)}||v||_{H^{1}_{\text{at}}(\Omega)}.$$ 

Noting that

$$||U||_{H^{1}_{\text{at}}(\Omega)}||v||_{H^{1}_{\text{at}}(\Omega)} + ||k^{2}_{\text{at}}/k_{\text{ref}}^{2}||||U||_{H^{2}_{\text{at}}(\Omega)}||v||_{L^{2}_{\text{at}}(\Omega)} \leq ||U||_{H^{1}_{\text{at}}(\Omega)}||v||_{H^{1}_{\text{at}}(\Omega)}$$

using Definition 1, we have

$$|a(U, v)| \leq C_{c}||U||_{H^{1}_{\text{at}}(\Omega)}||v||_{H^{1}_{\text{at}}(\Omega)}.$$

where $C_{c} = (1/k_{\text{ref}}^{2})(C_{d} + 1)$.

**Lemma 13.** For $U \in H^{1}_{\text{at}}(\Omega)$,

$$\frac{1}{||\text{Re}(k^{2})||_{\infty}}||U||_{H^{2}_{\text{at}}(\Omega)}^{2} \leq ||a(U, U)|| + \left|\left(\frac{1}{k^{2}} T_{\pm} U, U\right)_{\Gamma_{\pm}}\right|$$

such that $a(u, v)$ is given by Eq. (27).

**Proof.** From Eq. (27),

$$\left(\frac{1}{k^{2}} \nabla U, \nabla U\right)_{\Omega} - (U, U)_{\Gamma_{\pm}} = a(U, U) + \left(\frac{1}{k^{2}} T_{\pm} U, U\right)_{\Gamma_{\pm}}.$$ 

Since $|\text{Re}(\phi)| \leq |\phi|$ for any $c \in \mathbb{C}$,

$$\left|\text{Re}\left(\frac{1}{k^{2}} \nabla U, \nabla U\right)_{\Omega} - (U, U)_{\Gamma_{\pm}}\right| \leq |a(U, U)| + \left|\left(\frac{1}{k^{2}} T_{\pm} U, U\right)_{\Gamma_{\pm}}\right|.$$ 

By noting that $|b - c| \geq |b| - |c|$ and with the triangle inequality, it can be shown that

$$\left|\text{Re}\left(\frac{1}{k^{2}} \nabla U, \nabla U\right)_{\Omega} - (U, U)_{\Gamma_{\pm}}\right| \leq |a(U, U)| + \left|\left(\frac{1}{k^{2}} T_{\pm} U, U\right)_{\Gamma_{\pm}}\right|.$$ 

The proof is finished by noting that

$$\left|\text{Re}\left(\frac{1}{k^{2}} \nabla U, \nabla U\right)_{\Omega}\right| \geq \frac{1}{||\text{Re}(k^{2})||_{\infty}}||U||_{H^{2}_{\text{at}}(\Omega)}^{2}.$$ 

The following lemma is needed to express the norm of the error in $L^{2}_{\text{at}}$ in terms of the norm of the error in $H^{1}_{\text{at}}$.

**Lemma 14.** Let $U \in H^{1}_{\text{at}}(\Omega)$ be the solution of Eq. (29), and let $U_{h}$ be the corresponding discretized solution of Eq. (37). By denoting $e_{h} = U - U_{h}$, there exists a constant $C_{l} = C_{\text{stab}}(h/p)(||k||_{\infty}/k_{\text{ref}}^{2})(C_{d} + 1)$, where $C_{\text{stab}} = (1 + C_{s}C(k_{0}, k_{3}))C_{\text{reg}}$ as defined in Theorem 7, such that

$$||e_{h}||_{L^{2}_{\text{at}}(\Omega)} \leq C_{l}||e_{h}||_{H^{1}_{\text{at}}(\Omega)}.$$ 

**Proof.** Let $w$ be the dual solution of

$$\nabla \cdot \left(\frac{1}{k^{2}} \nabla w\right) + w = \phi \quad (x, y) \in \Omega,$$

$$(T_{\pm} - \partial_{n}w) = 0 \quad \text{on} \Gamma_{\pm}, \quad (39)$$

for all $\phi, w \in H^{1}_{\text{at}}(\Omega)$, where $T_{\pm}$ are the dual operators of $T_{\pm}$ [28, p. 476]. Using the duality argument [18, p. 137],

$$||e_{h}||_{L^{2}_{\text{at}}(\Omega)} = \sup_{\phi \in C_{00}(\Omega)}\frac{|a(e_{h}, w - \psi)|}{||\phi||_{L^{2}_{\text{at}}(\Omega)}} \quad (40)$$

such that $\psi \in X$, and so from Eq. (27),

$$|a(e_{h}, w - \psi)| = \left|\left(\frac{1}{k^{2}} \nabla e_{h}, \nabla (w - \psi)\right)_{\Omega} - (e_{h}, w - \psi)_{\Omega}\right|$$

$$- \left(\frac{1}{k^{2}} T_{\pm} e_{h}, w - \psi\right)_{\Gamma_{\pm}} \leq \frac{1}{k_{\text{ref}}}||e_{h}||_{H^{1}_{\text{at}}(\Omega)}||w - \psi||_{H^{1}_{\text{at}}(\Omega)}$$

$$+ ||k^{2}_{\text{at}}/k_{\text{ref}}^{2}||||e_{h}||_{H^{1}_{\text{at}}(\Omega)}||w - \psi||_{L^{2}_{\text{at}}(\Omega)}$$

$$+ Cd ||e_{h}||_{H^{1}_{\text{at}}(\Omega)}||w - \psi||_{H^{1}_{\text{at}}(\Omega)}$$

using Eq. (33) with Cauchy’s inequality [18, p. 50]. Hence, Eq. (38) gives

$$|a(e_{h}, w - \psi)| \leq (C_{d} + 1) \frac{1}{k_{\text{ref}}^{2}}||e_{h}||_{H^{1}_{\text{at}}(\Omega)}||w - \psi||_{H^{1}_{\text{at}}(\Omega)}.$$ 

From the standard approximation estimate in a finite element space given by Eq. (36),

$$||w||_{H^{1}_{\text{at}}(\Omega)} \leq C(h/p)^{2}||w||_{H^{1}_{\text{at}}(\Omega)},$$

and so

$$|a(e_{h}, w - \psi)| \leq C\frac{1}{k_{\text{ref}}^{2}}\frac{h}{p}||e_{h}||_{H^{1}_{\text{at}}(\Omega)}||w||_{H^{1}_{\text{at}}(\Omega)}. \quad (41)$$

From Theorem 7 the regularity estimate is derived as follows from Eq. (38):
\[
\| \varepsilon_h \|_{H^1_0(\Omega)} \leq (1 + C_0 C(k_0, k_3)) C_{\text{reg}} \| k \|_{\infty} = C_{\text{stab}} \| k \|_{\infty}.
\]

Hence, from Eqs. (40) and (41),
\[
\| e_h \|_{L^2(\Omega)} \leq C_{\text{stab}} h \| k \|_{\infty} (Cd + 1) \| e_h \|_{H} = C_1 \| e_h \|_{H}.
\]

The previous three lemmas are used to derive the following \emph{a priori} error estimate for the periodic solution \( U_a \).

**Theorem 15.** Let the wavenumber \( |k| \geq k_{\text{ref}} > 0 \), let the maximum mesh size \( h \in [0, h_0] \), and let the order of the polynomial basis \( p \in [p_0, \infty) \) such that \( k(h_0/p_0) < 1 \), and \( C_1 = 1 - 2 \| k \|_{\infty} C_1 > 0 \) with \( C_1 \) as given in Lemma 14. Let \( U_a \) be the continuous solution of Eq. (35); then the corresponding discretized solution, \( U_{a_n} \in X^n \), exists and is unique. If \( e_{a_n} = U_a - U_{a_n} \), then
\[
\| e_{a_n} \|_{H} \leq \frac{C_0}{C_1} (Cd + 1) \| U_a - \psi_a \|_{H}.
\]

and
\[
\| e_{a_n} \|_{L^2(\Omega)} \leq \frac{C_0}{C_1} C_1 (Cd + 1) \| U_a - \psi_a \|_{H}.
\]

for all test functions \( \psi_a \in X^n \), where \( C \in \mathbb{R} \), \( C = \| \Re (k^2) \|_{\infty} / k_{\text{ref}}^2 \), and \( d \) is the period of the grating.

**Proof.** Let \( e_{\psi} = U - U_a \) and \( \psi = e_{\psi}^{\text{test}} - \psi_a \). From Lemma 13 and by using Galerkin orthogonality [18, p. 58],
\[
\frac{1}{\| \Re (k^2) \|_{\infty}} \left( \| e_{\psi}^2 \|_{H^1_0(\Omega)} - \| \Re (k^2) \|_{\infty} \| e_{\psi} \|_{L^2(\Omega)} \right) \leq \| a(e_\psi, U - \psi) + \left( \frac{1}{k^2} T_{\pm} e_\psi, e_\psi \right) \Gamma_{\pm} \|.
\]

Since \( \| k \|_{\infty} \geq \| \Re (k^2) \|_{\infty} \), Lemma 12 and Eq. (34) lead to
\[
\frac{1}{\| \Re (k^2) \|_{\infty}} \left( \| e_{\psi}^2 \|_{H^1_0(\Omega)} - \| k \|_{\infty} \| e_{\psi} \|_{L^2(\Omega)} \right) \leq C_0 \| e_{\psi} \|_{H} \| U - \psi \|_{H} + \frac{Cd}{k_{\text{ref}}} \| e_{\psi} \|_{H} \| U - \psi \|_{H}
\]

using Céa’s theorem [18, p. 64]. Let \( C_0 = (Cd + 1)/k_{\text{ref}}^2 \) as given in Lemma 12, and so
\[
\frac{1}{\| \Re (k^2) \|_{\infty}} \left( \| e_{\psi}^2 \|_{H^1_0(\Omega)} - \| k \|_{\infty} \| e_{\psi} \|_{L^2(\Omega)} \right) \leq \frac{2Cd + 1}{k_{\text{ref}}} \| e_{\psi} \|_{H} \| U - \psi \|_{H}.
\]

By letting \( C_0 = \| \Re (k^2) \|_{\infty} / k_{\text{ref}}^2 \), and noting that \( \| k \|_{\infty} \| e_{\psi} \|_{H^1_0(\Omega)} \leq \| e_{\psi} \|_{H} \), we have
\[
\| e_{\psi}^2 \|_{H^1_0(\Omega)} - \| k \|_{\infty} \| e_{\psi} \|_{L^2(\Omega)} \| e_{\psi} \|_{H} \leq C_0 (2Cd + 1) \| e_{\psi} \|_{H} \| U - \psi \|_{H}.
\]

Using Lemma 14 and Definition 1,
\[
\| e_{\psi} \|_{H} - 2 \| k \|_{\infty} C_1 \| e_{\psi} \|_{H} \leq C_0 (2Cd + 1) \| U - \psi \|_{H}.
\]

Suppose that \( 2 \| k \|_{\infty} C_1 < 1 \) and so \( C_1 = 1 - 2 \| k \|_{\infty} C_1 > 0 \):
\[
\| e_{\psi} \|_{H} \leq \frac{C_0}{C_1} (2Cd + 1) \| U - \psi \|_{H}.
\]

From Theorem 2 and Definition 1, \( \| e_{\psi} \|_{H} \leq 2 \| e_{\psi} \|_{H} \), and \( \| U - \psi \|_{H} \leq 2 \| U_a - \psi \|_{H} \); then equation (43) is used to get
\[
\| e_{a_n} \|_{H} \leq \frac{C_0}{C_1} (2Cd + 1) \| U_a - \psi \|_{H}.
\]

For the second result, Lemma 14 and Eq. (43) are used to get
\[
\| e_{a_n} \|_{L^2(\Omega)} \leq \frac{C_0}{C_1} C_1 (2Cd + 1) \| U_a - \psi \|_{H}.
\]

From Theorem 2 and from Definition 1,
\[
\| e_{a_n} \|_{L^2(\Omega)} \leq \frac{2C_0}{C_1} C_1 (2Cd + 1) \| U_a - \psi \|_{H}.
\]

By assuming that there exists two solutions and letting \( h/p \) tend to zero, it can be shown that \( U_{a_n} \) is unique.

**B. \textit{A Priori} Error Estimate of the Continuous Problem Arising from Truncating the DtN Operator**

For computational purposes, the infinite sum inside the DtN map that is used as transparent boundary conditions must be truncated. Let \( M \in \mathbb{N} \) and \( M < \infty \); then from Definition 9, \( T_{\pm}^M \) is approximated by \( T_{\pm}^{M'} \), which is given by
\[
T_{\pm}^{M'} U_{\alpha_n}(z) = \sum_{n=-M}^{M} i q_j^{(m)} U_{\alpha_n}^{(m)} (\pm B)e^{i2\pi dz}.
\]

Let \( U_{\alpha}^{M} \) be the approximated solution of the continuous problem where \( T_{\pm}^{M'} \) is used instead of \( T_{\pm}^{M} \) in Eq. (35). Then, the error estimate by truncating \( T_{\pm}^{M} \) is given in the following theorem.

**Theorem 16.** Let \( M \in \mathbb{N} \) such that \( M > M_0 = |k| + |a| \) and \( 2|\pi|/d > M \). Let \( \| k \|_{\infty} \geq k_{\text{ref}} \) and denote by
\[
e_{\alpha}^{M} = U_a - U_{\alpha}^{M}.
\]

If \( 2 \| k \|_{\infty} C_1 < 1 \), such that \( C_1 \) is as given in Lemma 14, and \( C \) is as defined in Lemma 6, then \( U_{\alpha}^{M} \) exists and is unique. In addition, if \( C_1 = 1 - 2 \| k \|_{\infty} C_1 > 0 \), then
\[
\| e_{\alpha}^{M} \|_{H} \leq 4C_0 \frac{Cd}{C_1} \left( C \| U_a - \psi \|_{H} + e^{-B|\pi|d} \sqrt{|M| - |a|^2 - k_0^2} \| U_a \|_{H^1_0(\Gamma_{L+1})} \right),
\]

\[
\| e_{\alpha}^{M} \|_{L^2(\Omega)} \leq 2C_0 \frac{Cd}{C_1} \left( C \| U_a - \psi \|_{H} + e^{-B|\pi|d} \sqrt{|M| - |a|^2 - k_0^2} \| U_a \|_{H^1_0(\Gamma_{L+1})} \right),
\]
for all test functions \( \psi_a \in X^a \) with \( c_k = (\|R(k^2)\|_\infty/k^2_{\text{el}}) \), 
\( c_{\min} = \inf_{|n| > (Md/2a)} \sin(z_n/2) \), \( z_n \) given by Eq. (4), and 
\( \Gamma_{1,\pm} = \{(x, \pm b) \in \Gamma \} \).

**Proof.** Let \( U \in H^1_{\text{ref}}(\Omega) \) satisfy Eq. (29) for all \( v \in H^1_{\text{ref}}(\Omega) \). Approximate the continuous problem by finding \( U^M \in H^1_{\text{ref}}(\Omega) \) such that

\[
a^M(U^M, v) = (f, v)_{\Gamma_+} \tag{44}
\]

with

\[
a^M(U^M, v) = \left( \frac{1}{k^2} \nabla U^M, \nabla v \right)_{\Omega} - \left( U^M, v \right)_{\Omega} - \left( \frac{1}{k^2} T^M_{\pm} U^M, v \right)_{\Gamma_+},
\]

\[
(f, v)_{\Gamma_+} = \left( -\frac{2i\beta_0}{k_1}, e^{i(ax-\beta_0|n|)}, \psi \right)_{\Gamma_+},
\]

and \( T^M_{\pm}v = \sum_{n=M}^{n=M} i\beta_0 e^{i(n\alpha)}(\pm B)e^{in\alpha} \), for all \( v \in \Omega \). From Eqs. (29) and (44), note that

\[
a(U, v) - a^M(U^M, v) = 0. \tag{45}
\]

By letting \( e^M = U - U^M \) and noting that \( T_+ = T^M_+ + (T_+ - T^M_+) \), Eq. (45) leads to

\[
\left( \frac{1}{k^2} \nabla e^M, \nabla v \right)_{\Omega} - \left( e^M, v \right)_{\Omega} - \left( \frac{1}{k^2} T^M_{\pm} e^M, v \right)_{\Gamma_+}
= \left( \frac{1}{k^2} (T_+ - T^M_+) U, v \right)_{\Gamma_+},
\]

and so

\[
a^M(e^M, v) = \left( \frac{1}{k^2} (T_+ - T^M_+) U, v \right)_{\Gamma_+}. \tag{46}
\]

Let \( M \) such that \( M > |k| + |\alpha| \) so that \( n_{\alpha}^2 > k^2 \) for \( |n| \geq (Md/2a) \); then it can be shown that \( |C_1| \leq 2C_1 |k| \leq 1 \), \( C_1 \) is defined in Lemma 14 so that \( C_1 = 1 - |C| \leq 0 \). Let \( M \leq \mathbb{N} \) be such that \( \mathbb{M} = M \), let \( U \) be the continuous solution of Eq. (25), let \( U^M \) be the corresponding discretized solution with the truncated DN operator, and let the total error be \( e_a = U_a - U^M_a \). Then the total error satisfies

\[
\left\| e_a \right\|_\infty \leq 4 \frac{c_k}{C_4} \left( C |U_a - \psi_a|_\infty \right) + 2d \frac{c_k}{C_4} e^{-(B-b)c_{\text{run}} \sqrt{(M-[\alpha])^2 - k^2}} \left\| U_a \right\|_{H^s_{\text{ref}}(\Gamma_+)}^{1/2}.
\]

C. Estimate of the Total Error

By denoting the total error by \( e_a = U_a - U^M_a \), it can be estimated as follows.

**Theorem 17.** Let \( |k| \geq k_{\text{ref}} > 0 \), the maximum mesh size \( h \in [0, h_0] \), and the degree of the polynomial basis \( p \in [p_0, \infty] \) be such that \( kh_0/p_0 < 1 \) with \( 2C_1 |k| \leq 1 < 1 \), where \( C_1 \) is defined in Lemma 14 so that \( C_1 = 1 - 2C_1 |k| \leq 0 \). Let \( M \leq \mathbb{N} \) be such that \( \mathbb{M} = M \), let \( U \) be the continuous solution of Eq. (25), let \( U^M \) be the corresponding discretized solution with the truncated DN operator, and let the total error be \( e_a = U_a - U^M_a \). Then the total error satisfies

\[
\left\| e_a \right\|_\infty \leq 4 \frac{c_k}{C_4} \left( C |U_a - \psi_a|_\infty \right) + 2d \frac{c_k}{C_4} e^{-(B-b)c_{\text{run}} \sqrt{(M-[\alpha])^2 - k^2}} \left\| U_a \right\|_{H^s_{\text{ref}}(\Gamma_+)}^{1/2}.
\]

and

\[
\left\| e_a \right\|_{L_2(\Omega)} \leq 2 \frac{c_k}{C_4} C_1 \left( C |U_a - \psi_a|_\infty \right) + 2d \frac{c_k}{C_4} e^{-(B-b)c_{\text{run}} \sqrt{(M-[\alpha])^2 - k^2}} \left\| U_a \right\|_{H^s_{\text{ref}}(\Gamma_+)}^{1/2},
\]

for all \( \psi_a \in X^a \), where \( c_k = \|k\|_{\infty}/k_{\text{ref}}^2 \), \( C_c \) is given in Lemma 12, \( C \) is as in Lemma 6, and \( c_{\min} = \inf_{|n| > (Md/2a)} \sin(z_n/2) \) with \( z_n \) as defined in Eq. (4).
Theorem 16 together with Eqs. (48) and (49) is used to finish the proof.

5. NUMERICAL RESULTS

The α-quasi-periodic method can be applied straightforwardly to any geometry, and its implementation is independent of the number of scatterers inside the scattered region. In this section, a grating composed of two dielectric transmitting cylinders is considered as shown in Fig. 2. The reflection efficiency of order zero ($R_0$) (the ratio of the reflected field to the incident field [11, p. 65]), for the TM case (Case 2B), where the wavelength-spatial periodicity ratio $\lambda/d$ varies from 0.7 to 1, is computed numerically. These structures are of interest in the field of 2D photonic bandgap structures that are used as tunable filters. A cylindrical harmonic expansion approach, called the lattice sum technique, has been used to study this problem previously [20]. However, the lattice sum technique is limited to scattering with polygonal geometry and is dependent on the number of cylinders inside the scattered region. This limitation does not apply to the finite element method presented in this paper. The α-quasi-periodic method is used below to solve the problem and a comparison with the lattice sum technique is presented. To illustrate the accuracy of the α-quasi-periodic method, a polynomial basis of degree 4 with 21633 degrees of freedom is used and $R_0$ is plotted as a function of $\lambda/d$ in Fig. 2(b). It can be concluded from this figure that the numerical results from the α-quasi-periodic method are in good agreement with those from the lattice sum technique. The deployment of the α-quasi-periodic method to more complex geometries is the subject of ongoing work.

In the following example, the transmitting dielectric lamellar grating as shown in Fig. 3 is considered. This type of grating is used in modeling multiscale phenomena grating problems, and has been studied in [3] using a hybrid approach that combines a perfectly matching layer technique and an adaptive finite element method. Here the wavenumbers are fixed as $k_1 = 2\pi$ and $k_2 = (0.22 + 6.71i)2\pi$, the angle of incidence is $\theta = \pi/6$, and the period is $d = 1$. The α-quasi-periodic method is once again used below to solve the problem with uniform mesh using polynomial degree 6, and a comparison with [3] is presented. To provide a basis for a relative error, the global method in [9] is used with 201205 dof, which gives $R_0^{\text{Adapt}} = 0.8484815$. The relative error using the adaptive finite

---

**Proof.** Note that $\|e_a\|_H \leq \|U_a - U^{M}_a\|_H + \|U^{M}_a - U^{M}_{a_h}\|_H$, where $\|U_a - U^{M}_a\|_H$ has already been shown in Theorem 16. An a priori error estimate for the second term can be derived in a similar way to that performed in Theorem 16. By denoting $e^{M}_h = U^{M} - U^{M}_a$, where $U^{M} = e^{\alpha x}U^{M}_a$ and $U^{M}_a = e^{\alpha x}U^{M}_{a_h}$, it can be shown similarly as in Lemma 13 that

$$\frac{1}{\|R(k^{(2)})\|_\infty} \|e^{M}_h\|_H^2 \leq bM \frac{1}{k^2} \frac{T_{\alpha}^{M}_e}{L_2(\alpha)} \frac{1}{\|e^{M}_h\|_H^2} \|e^{M}_h\|_H^2 \|e^{M}_h\|_H^2.$$  

Hence, from Definition 1, and letting $|k| \geq |k_{ref}| > 0$,

$$\frac{1}{\|R(k^{(2)})\|_\infty} \|e^{M}_h\|_H^2 \leq \frac{1}{\|e^{M}_h\|_H^2} \|e^{M}_h\|_H^2 \|e^{M}_h\|_H^2.$$  

Similarly to Eq. (42), it can be shown that

$$\|e^{M}_h\|_H^2 = \frac{1}{\|e^{M}_h\|_H^2} \|e^{M}_h\|_H^2 \|e^{M}_h\|_H^2.$$  

where $\psi = e^{\alpha x}e_a$ such that $e_a \in X^c$. Since $2C_1 \|k\|_\infty < 1$, $C_1 = 1 - 2C_1 \|k\|_\infty > 0$ and so

$$\|e^{M}_h\|_H^2 \leq \frac{C_1}{C_4} \|U^{M} - \psi\|_H^2.$$  

For $M \geq M_0$, $U^{M}$ tends to $U$; therefore

$$\|e^{M}_h\|_H^2 \leq \frac{C_1}{C_4} \|U^{M} - \psi\|_H^2.$$  

From Definition 1,

$$\|e^{M}_h\|_H^2 \leq \frac{4C_1}{C_4} \|U^{M} - \psi\|_H^2.$$  

From Lemma 14 and Theorem 2,

$$\|e^{M}_h\|_H^2 \leq \frac{2C_1}{C_4} \|U^{M} - \psi\|_H^2.$$  

---

Fig. 2. (a) Double layered dielectric transmitting cylinders. (b) Comparison between the reflection efficiency of order 0 from the α-quasi-periodic method (full line) and the lattice sum technique (dots) [30] for dielectric transmitting cylinders for the TM case [see (a)]. The reflection efficiency is shown as a function of the ratio of the wavelength of the incident field ($\lambda$) to the lattice period ($d$).
element method in [9] and our method can be compared by defining $\text{err} = |R_{0}(\alpha - \text{quasi-periodic}) - R_{0}^{\text{Adapt}}|/R_{0}^{\text{Adapt}}$.

6. CONCLUSION

Diffraction gratings have been used, for example, in crystalline silicon solar cells [1], gas sensors [2], high-intensity color displays [30], and medical x-ray imaging [3, 4]. The gratings are also used on credit cards or other identification cards as a security measure, providing an image that can be read by an optical scanner [31]. In order to develop these technologies further, it would be useful to have fast and reliable mathematical models so that putative designs can be constructed. The appropriate model is given by the Helmholtz equation, but this needs to be solved numerically even for fairly simple diffraction gratings. In this paper, a rigorous \textit{a priori} error analysis for the $\alpha$-quasi-periodic transformation method has been derived.

To start with, the physical and mathematical aspects of the problem of diffraction when an electromagnetic wave interacts with a periodic grating have been described. From Maxwell’s equations, it can be shown that the problem can be decomposed into two elementary mathematical problems, which are TM and the TE Helmholtz problems. For each problem, the grating can be perfectly conducting or transmitting, and so there are four cases. To keep this paper at a reasonable length, the results presented here were restricted to Case 2B (TM case for the transmitting dielectric grating). The domain was truncated with respect to the $y$ direction, and appropriate DtN maps were introduced. The boundary value problem corresponding to the truncated domain was formulated, where the incident wave was included via the boundary conditions. An equivalent but alternative formulation that incorporated the incident wave via an inhomogeneous forcing term (with compact support) was considered so that a regularity result could be derived. This regularity result showed an explicit dependence on the wavenumber $k$ and the forcing term $f$, and it was then used to prove the well-posedness of the variational formulation. It also gave a hold on the convergence and the stability of the solution when the scattering problem was approximated using finite elements. In fact, if $h$ denotes the maximum mesh size of the elements, and $p$ the highest order of the finite element basis, since the dependence of the regularity results on the wavenumber $k$ is known explicitly, the \textit{a priori} error estimate presented a power factor of $kh/p$. Hence, the mesh size $h$ and the order of the polynomial basis $p$ for a given wavenumber $k$ can be chosen to balance the computational time and the accuracy of the approximate solution.

The $\alpha$-quasi-periodic method is used to solve numerically the problem of two dielectric transmitting cylinders studied in [29], using the lattice sum technique and the lamellar grating studied in [9] using the adaptive finite element technique. The application is straightforward regardless of the shape and the number of scatterers inside the scattered region as opposed to the lattice sum technique. Good agreement of the numerical results with those in [29] and in [9], using the $\alpha$-quasi-periodic method, is obtained.
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