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ON THE ADAPTIVE SELECTION OF THE PARAMETER IN STABILIZED FINITE ELEMENT APPROXIMATIONS*
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Abstract. A systematic approach is developed for the selection of the stabilization parameter for stabilized finite element approximation of the Stokes problem, whereby the parameter is chosen to minimize a computable upper bound for the error in the approximation. The approach is applied in the context of both a single fixed mesh and an adaptive mesh refinement procedure. The optimization is carried out by a derivative-free optimization algorithm and is based on minimizing a new fully computable error estimator. Numerical results are presented illustrating the theory and the performance of the estimator, together with the optimization algorithm.
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1. Introduction. The numerical approximation of the Stokes problem generally follows one of two complementary approaches. The first consists of using discrete velocity-pressure spaces satisfying the discrete inf-sup condition. Many such methods are available in the literature (see [20, 10] for extensive reviews). However, one perceived drawback of this approach is the fact that the discrete spaces cannot be of the same polynomial order in both variables while maintaining stability. The second approach consists of adding so-called stabilizing terms to the discrete formulation using an equal (or the lowest unequal) order velocity-pressure combination. These stabilizing terms can depend on residuals of the equation at the element level or can simply be based on compensating for the inf-sup deficiency of the pressure. For extensive reviews on different alternatives for stabilized finite element methods, see [6, 30].

One characteristic feature of stabilized methods is the presence of a positive constant multiplying the stabilization term. Naturally, the question of the selection of the actual value of the stabilization parameter in practical computation arises, which, although not affecting the rate of convergence, can have a significant impact on the absolute value of the error. Considerable effort has been expended in the quest to avoid having to make an ad hoc decision about the specific choice of the parameter.
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Variational multiscale methods (including residual-free bubbles and, recently, Petrov Galerkin Enriched methods [22, 11, 4, 5, 3]) may be regarded as a systematic approach to the selection of an explicit, closed form of the value of the stabilization parameter, thereby rendering the methods parameter-free.

In this work our approach is based on the premise that the best parameter is the one for which the error is minimal. Of course, the true value of the error is generally unknown. However, if a computable quantity $\eta(\alpha)$ is available, which depends on the value $\alpha$ of the stabilization parameter, and for which a two-sided bound on the true error in an appropriate norm $\| (e_V, e_P) \|$ holds, i.e., there exists a constant $c > 0$ independent of $\alpha$, for which

$$
c \eta(\alpha) \leq \| (e_V, e_P) \| \leq \eta(\alpha),
$$

then we may, in lieu of minimizing the true error, seek the value of $\alpha$ which minimizes the value of $\eta(\alpha)$. This approach constitutes an objective, rational approach to the selection of the stabilization parameter. Of course, the quality of the results will reflect the quality of the bounds (1.1): If $c = 1$, then we would be minimizing the true error, but this is, of course, unrealistic. In any case, what is really needed is for the value of $\alpha$ at which $\eta(\alpha)$ has a minimum to coincide with the value of $\alpha$ at which the true error has a minimum. The development of a method for defining a computable quantity $\eta(\alpha)$, satisfying (1.1) up to higher-order oscillation terms, is a key component of our approach and occupies section 5. As a fringe benefit, we obtain an expression for $\eta(\alpha)$ which enables us to estimate the error for virtually any existing stabilized method for the Stokes problem.

The search for the optimal value of the stabilization parameter has been considered before. For example, in [8] a residual based a posteriori error estimator was also minimized in order to obtain a value for the stabilization parameter (see also [25] for convection-diffusion problems), while in [31] the value is chosen by minimizing the condition number of the associated Schur complement system for the pressure field.

The development of the measure $\eta(\alpha)$ is only one part of the story and we must also select an algorithm for approximating its minima. The expression for $\eta(\alpha)$ depends on the stabilized finite element approximation obtained using a particular value $\alpha$ for the stabilization parameter. Thus, each evaluation of $\eta(\alpha)$ entails the computation of a finite element approximation. Furthermore, one does not have ready access to derivative information. These considerations suggest the use of a derivative-free optimization (DFO) approach to search for the value $\alpha_{opt}$ for which $\eta(\alpha)$ is minimized.

Numerical examples are presented showing the performance of the approach in the case of a fixed mesh for a variety of stabilized finite element methods. The results indicate that the algorithm does indeed enable us to select a near-optimal value of the stabilization parameter. The approach is then applied to the case of finite element approximation on a sequence of adaptively refined meshes, again yielding satisfactory results.

We summarize the main features of the work:

- the construction of a fully computable a posteriori error bound which is robust with respect to the stabilization parameter and which is applicable to a wide range of stabilized finite element methods;
- the selection of the value of the stabilization parameter based on minimizing the a posteriori error bound; and
- the combination of this approach with an adaptive refinement procedure.
The paper is organized as follows. In the next section we give some preliminaries that will be needed throughout the manuscript along with a description of the different stabilized finite element methods considered. Sections 3 and 4 are devoted to the optimization procedure, the summary of the main results of the a posteriori analysis, and numerical examples. Finally, the technical proofs related to the a posteriori error estimate are given in section 5, and conclusions are drawn in section 6.

2. Preliminaries. For a bounded open domain, \( G \subset \mathbb{R}^d \), where \( d = 1, 2 \); \( L^2(G) \) denotes the space of square integrable functions over \( G \), \( L^2_0(G) \) represents functions belonging to \( L^2(G) \) with zero average in \( G \), \( H^1(G) \) is the usual Sobolev space, and \( H^1_0(G) \) denotes the subspace of \( H^1(G) \) consisting of functions whose trace is zero on the boundary of \( G \). Let \((\cdot,\cdot)_G\) denote the inner product in \( L^2(G) \) (or in \( L^2(G)^2 \), \( L^2(G)^{2\times2} \) when necessary). The norm of the space \( H^m(G) \) is denoted by \( \|\cdot\|_{m,G} \), with the convention that when \( m = 0 \) we have that \( \|\cdot\|_{0,G} = \|\cdot\|_{L^2(G)} \). We use bold letters to denote the vector-valued counterparts of the Sobolev and Lebesgue spaces, e.g., \( \mathbf{H}^1_0(G) = H^1_0(G) \times H^1_0(G) \), and use an extra underaccent to denote their matrix-valued counterparts, e.g., \( \mathbf{L}^2(G) = L^2(G)^{2\times2} \).

Let \( \Omega \subset \mathbb{R}^2 \) be an open polygonal domain with boundary \( \Gamma \). Let \( \{\mathcal{P}\} \) be a family of partitions of \( \Omega \), where each partition is built up using shape regular triangles \( K \) such that \( \overline{\Omega} = \bigcup_{K \in \mathcal{P}} K \) and the nonempty intersection of two distinct elements is either a single common edge or vertex of both elements.

2.1. Notation. For convenience, we shall summarize all the notation used throughout the manuscript related to the partition of the domain.

For a fixed partition \( \mathcal{P} \) let
- \( \mathcal{E} \) denote the set of all edges;
- \( \mathcal{E}_I \subset \mathcal{E} \) denote the set of interior edges;
- \( \mathcal{E}_T \subset \mathcal{E} \) denote the set of boundary edges;
- \( \mathcal{V} \) denote the set \( \{x_n\} \) of all element vertices;
- \( \Omega_n = \{K \in \mathcal{P} : x_n \in \overline{K} \text{ for a fixed } x_n \in \mathcal{V}\} \);
- \( \mathcal{E}_n = \{\gamma \in \mathcal{E} : x_n \in \gamma \text{ for a fixed } x_n \in \mathcal{V}\} \);
- \( \lambda_n^1 = (\lambda_n,0)^T \) and \( \lambda_n^2 = (0,\lambda_n)^T \).

For an element \( K \in \mathcal{P} \) let
- \( \mathbb{P}_n(K) \) denote the space of polynomials on \( K \) of total degree at most \( n \);
- \( \mathcal{E}_K \) denote the set containing the individual edges of the element;
- \( \Omega_K = \{K' \in \mathcal{P} : \overline{K'} \cap \overline{K} \neq \emptyset\} \);
- \( \mathcal{E}_K = \{K' \in \mathcal{P} : \mathcal{E}_K \cap \mathcal{E}_{K'} \neq \emptyset\} \);
- \( |K| \) denote the area of \( K \);
- \( \mathcal{T}_K = \frac{1}{|K|} \int_K v \, dx \) denote the mean value of \( v \) on the element \( K \);
- \( h_K \) denote the diameter of \( K \);
- \( n^K_\gamma \) denote the unit exterior normal vector to edge \( \gamma \in \mathcal{E}_K \).

For an edge \( \gamma \in \mathcal{E} \) let
- \( \mathbb{P}_n(\gamma) \) denote the space of polynomials on \( \gamma \) of total degree at most \( n \);
- \( \mathcal{V}_\gamma = \{x_n \in \mathcal{V} : x_n \in \gamma\} \) denote the set of endpoints of an edge \( \gamma \);
- \( |\gamma| \) denote the length of \( \gamma \).

We also define the projection operator \( \Pi_K : L^2(K) \to \mathbb{P}_1(K)^2 \) by

\[
(2.1) \quad (t - \Pi_K t, \theta)_K = 0 \quad \forall \theta \in \mathbb{P}_1(K)^2.
\]
2.2. Model problem. We are interested in the following Stokes problem: For given data \( f \in L^2(\Omega) \), find a velocity \( u \) and a pressure field \( p \) such that \( u = 0 \) on \( \Gamma \) and
\[
-\nu \Delta u + \nabla p = f \quad \text{and} \quad \nabla \cdot u = 0 \quad \text{in} \ \Omega,
\]
where \( \nu > 0 \) is the fluid viscosity. The weak formulation of the Stokes problem then reads as follows: Find \((u, p) \in H^1_0(\Omega) \times L^2_0(\Omega)\) such that
\[
A(u, p; v, q) = F(v) \quad \text{for all} \ (v, q) \in H^1_0(\Omega) \times L^2_0(\Omega),
\]
where
\[
A(u, p; v, q) = \nu (\nabla u, \nabla v)_{\Omega} - (p, \nabla \cdot v)_{\Omega} + (q, \nabla \cdot u)_{\Omega} \quad \text{and} \quad F(v) = (f, v)_{\Omega}.
\]

The well-posedness of problem (2.3) is a consequence of two facts: the bilinear form \( A(\cdot, \cdot; \cdot, \cdot) \) is coercive on \( H^1_0(\Omega) \) owing to Poincaré’s inequality and hence is also coercive on the subspace
\[
X = \{ v \in H^1_0(\Omega) : \nabla \cdot v = 0 \},
\]
and there exists a constant \( \beta > 0 \) such that
\[
\sup_{v \in H^1_0(\Omega) \setminus \{0\}} \frac{(q, \nabla \cdot v)_{\Omega}}{\|\nabla v\|_{0,\Omega}} \geq \beta \|q\|_{0,\Omega} \quad \forall \ q \in L^2_0(\Omega).
\]
The constant \( \beta \) is known as the inf-sup constant for the domain \( \Omega \). For more details concerning the well-posedness of problem (2.3), see [20].

2.3. Stabilized finite element methods. For nonnegative integers \( m \), let
\[
X^m_h = \{ v \in L^2(\Omega) : v|_K \in \mathbb{P}_m(K) \ \forall \ K \in \mathcal{P} \}
\]
and \( X^m_h = (X^m_h)^2 \). Let \( V_h = X^1_h \cap H^1_0(\Omega) \) and let \( Q_h \subset X^1_h \cap L^2_0(\Omega) \). A stabilized finite element approximation of the Stokes problem then reads as follows: Find a pair \((u_h, p_h) \in V_h \times Q_h\) such that
\[
A(u_h, p_h; v, q) + \alpha S(u_h, p_h, f; q) = F(v, q) \quad \forall \ (v, q) \in V_h \times Q_h,
\]
where \( S(u_h, p_h, f; q) \) is the stabilization term and the parameter \( \alpha \) is a positive constant, sometimes referred to as the stabilization parameter. Often, the developers of a particular stabilized method give a recommendation \( \alpha_{rec} \) for the value of the stabilization parameter to be used in practical computations, but in some cases no such value is identified. Many stabilized finite element methods are available, and below we give examples of stabilized finite element methods which can be used to approximate the solution of the Stokes problem. We shall employ various combinations of discrete velocity-pressure spaces, depending on the particular choice of stabilization (see Table 1).

- Galerkin least-squares type methods (GLS) [24, 30, 23, 19, 26]: The stabilizing term is given by
\[
S(u_h, p_h, f; q) = -\sum_{K \in \mathcal{P}} h^K \nu (f + \Delta u_h - \nabla p_h, \nabla q)_K + \sum_{\gamma \in \mathcal{E}_K} \frac{|\gamma|}{\nu} ([p_h]_{\gamma}, [q])_{\gamma},
\]
Table 1
Discrete velocity-pressure space combinations used in conjunction with the stabilized formulations.

<table>
<thead>
<tr>
<th>Method</th>
<th>Velocity space $V_h$</th>
<th>Pressure space $Q_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1 \times P_0$</td>
<td>$X^1_h \cap H^1_0(\Omega)$</td>
<td>$X^0_h \cap L^2_0(\Omega)$</td>
</tr>
<tr>
<td>$P_2 \times P_1^{cts}$</td>
<td>$X^1_h \cap H^1_0(\Omega)$</td>
<td>$X^0_h \cap L^2_0(\Omega) \cap C(\Omega)$</td>
</tr>
<tr>
<td>$P_2 \times P_1^{dis}$</td>
<td>$X^1_h \cap H^1_0(\Omega)$</td>
<td>$X^0_h \cap L^2_0(\Omega)$</td>
</tr>
</tbody>
</table>

where $[[v]]_\gamma$ denotes the jump of $v$ across $\gamma$, and may be used in conjunction with a $P_1 \times P_1^{cts}$ or a $P_2 \times P_1^{dis}$ or a $P_2 \times P_0$ pair. For this type of method the stabilization parameter is often recommended to be taken as $\alpha_{rec} = 1/24$.

- Brezzi and Pitkäranta (BP) [12]: The stabilizing term reads
  \[ S(u_h, p_h, f; q) = \sum_{K \in P} \frac{h_K^2}{\nu} (\nabla p_h, \nabla q)_K \]
  for a $P_1 \times P_1^{cts}$ pair. For this method the authors do not recommend a particular choice of $\alpha$, so in the absence of further information, we select $\alpha_{rec} = 1$.
- Polynomial pressure methods (PPS) [9, 17]: The stabilizing term reads
  \[ S(u_h, p_h, f; q) = \sum_{K \in P} \frac{1}{\nu} ((I - \Psi)p_h, (I - \Psi)q)_K, \]
  and the operator $\Psi$ may be taken as $(\Psi v)_K = \overline{v}_K$ for the $P_1 \times P_1^{cts}$ pair or a Clément-like interpolant for the $P_2 \times P_0$ pair. (See section 6 in [9] for more details about the operator $\Psi$.) This method is recommended with a stabilization parameter $\alpha_{rec} = 1$. See also [7] for a more general version of this class, called local projection stabilized methods.

All the previous methods constitute stable and convergent schemes. However, alternative methods exist based on discretizing a regularization of the basic Stokes problem. Such methods, while stable, are inconsistent and nonconvergent in general, but can nevertheless deliver useful approximations if the value of the regularization parameter $\alpha$ is judiciously selected. One example of such a method is the following:
- Penalty pressure-type methods (PEPS) [13]: The stabilizing term reads
  \[ S(u_h, p_h, f; q) = \sum_{K \in P} (p_h, q)_K \]
  and may be used in conjunction with a $P_1 \times P_1^{cts}$ or a $P_2 \times P_1^{dis}$ or a $P_2 \times P_0$ pair. We take $\alpha_{rec} = 1$.

The estimators that we obtain are valid for all the above mentioned methods. Moreover, they remain valid in the case of nonhomogeneous Dirichlet data $u = u_D$ on $\Gamma$, for given $u_D \in X^1_h \cap H^1(\Omega)$. Furthermore, from now on, $c$ and $C$ will denote positive constants which are independent of any mesh size, the viscosity $\nu$, and the stabilization parameter $\alpha$.

3. An algorithm for selecting the stabilization parameter on a given mesh. Although the a priori rate of convergence of a stabilized method is independent of the value of the stabilization parameter (provided the discrete problem is well-posed), the absolute value of the error varies depending on the choice of the parameter. In order to illustrate this point we consider two example problems.
Problem 1. We consider $\Omega = (0,1)^2$ (the unit square). For this domain, a lower bound of $0.38$ for the value of the inf-sup constant $\beta$ is proved in [32]. We took $\nu = 1$ and let $f$ be such that the exact velocity and pressure are given by

$$u = \begin{bmatrix} x^2(x-1)^2 y(y-1)(2y-1), -y^2(y-1)^2 x(x-1)(2x-1) \end{bmatrix}$$

and $p = xy(1-x)(1-y)-1/36$.

Problem 2. We consider the T-shaped domain $\Omega = ((-1.5,1.5) \times (0,1)) \cup ((-0.5,0.5) \times (-2,1))$. From [32] we have that $0.1$ is a lower bound for the inf-sup constant $\beta$ for this domain. We took $\nu = 1$ and let $f = 0$ and imposed Dirichlet boundary conditions of $u = (y,0)$ on $x = \pm 1.5$, $u = (1,0)$ on $y = 1$ and $u = (0,0)$ elsewhere on the boundary.

We shall present results for Problems 1 and 2 obtained using meshes $S$ to $S_d$ and $T_a$ to $T_d$ shown in Figures 1 and 2, respectively.

The following norm is used to measure the velocity and the pressure errors:

$$\| (e_V, e_P) \| = (\nu^2 \| \nabla e_V \|^2_{0,\Omega} + \beta^2 \| e_P \|^2_{0,\Omega})^{1/2}.$$

The values of norms of the errors obtained for various stabilized schemes and various values of the stabilization parameter on fixed meshes from Figures 1 and 2 are illustrated in Figures 3 and 4 for Problem 1. For Problem 2, since we do not have at hand the analytical solution, we build a numerical reference solution and compute the errors with respect to it. For that, we solved Problem 2 using a Taylor–Hood discretization ($P_2^{cts} - P_1^{cts}$) on a highly refined mesh which we obtained following the same refinements as in Figure 2 (refine about the reentrant corners) until we built a mesh with 261,348 elements, and used that solution as an “exact” solution to compute the errors with respect to. The results are depicted in Figure 5. It is clear that in some cases the choice of the parameter $\alpha$ can significantly affect the errors. In particular, an inappropriate choice can result in a loss of a factor of two, or sometimes much more, in the accuracy compared with a more judicious choice. In terms of practical computation this means that a careful choice of $\alpha$ can sometimes be at least as effective as a global mesh refinement.

**Fig. 1.** Uniform meshes $S$ with 512, $S_a$ with 2048, $S_b$ with 4096, and $S_c$ with 8192 elements and distorted mesh $S_d$ with 412 elements for Problem 1.

**Fig. 2.** Meshes $T_a$ with 2560, $T_b$ with 5076, $T_c$ with 7108 and $T_d$ with 11,006 elements for Problem 2.
Fig. 3. Comparison of the estimated and true errors for different values of $\alpha$ using mesh $S_c$ for Problem 1.
Fig. 4. Comparison of the estimated and true errors for different values of $\alpha$ using mesh $S_d$ for Problem 1.
Ideally, we would like to select the best value of the stabilization parameter for each problem, each mesh, and each discretization scheme. The following result, which summarizes the findings of section 5, will be helpful in this respect.

**Theorem 3.1.** Let $\alpha > 0$ and $e_V = u - u_h$ and $e_P = p - p_h$ denote the error in the velocity and pressure approximations obtained using a stabilized finite element formulation. Then,

$$
\nu \| \nabla e_V \|_{0,\Omega} \leq \eta_V(\alpha), \quad \beta \| e_P \|_{0,\Omega} \leq \eta_P(\alpha), \quad \text{and} \quad \| (e_V, e_P) \| \leq \eta(\alpha),
$$

where the velocity and pressure error estimators are given by

$$
\eta_V(\alpha)^2 = \Phi_c^2 + \nu^2 \Phi_{nc}^2 \quad \text{and} \quad \eta_P(\alpha)^2 = (\Phi_c^* + \nu \Phi_{nc})^2,
$$

respectively, and the total error estimator is given by

$$
\eta(\alpha) = (\eta_V(\alpha)^2 + \eta_P(\alpha)^2)^{1/2},
$$

Fig. 5. Comparison of the estimated and true errors for different values of $\alpha$ using mesh $T_c$ for Problem 2.
with $\Phi_c$, $\Phi_{ac}$ and $\Phi_c^*$, being given in (5.21), (5.22), and (5.29), respectively. Moreover, there exists a positive constant $c$ independent of $\alpha$, $\nu$ and any mesh size, such that

$$
(3.4) \quad c \eta_K(\alpha)^2 \leq \sum_{K'\in\Omega_K} \left( \nu^2 \|
abla e_V\|^2_{0,K'} + \beta^2 \|e_P\|^2_{0,K'} + h_{K'}^2 \| f - \Pi_{K'} f \|^2_{0,K'} \right),
$$

where $\eta_K(\alpha)$ is given in (4.1).

Proof. The upper bounds follow from Theorems 5.2 and 5.3. The proof of (3.4) is given in section 5.5.

It should be borne in mind that the estimator $\eta(\alpha)$ is computed using the finite element approximation obtained using the value $\alpha$ as the stabilization parameter. The values of the quantities $\eta(\alpha)$, $\eta_V(\alpha)$, and $\eta_P(\alpha)$ are shown along with the true errors in Figures 3 to 5. We first observe that both components of the error and the estimator seem sensitive to the choice of $\alpha$ and that both components of the estimator have a similar qualitative behavior to the individual errors. We observe as well that the total error $\|(e_V, e_P)\|$ and the complete estimator $\eta(\alpha)$ are more in agreement than both the components, in terms of sensitivity to the choice of $\alpha$. Significantly, both exhibit minima at roughly the same locations. This correlation suggests selecting the stabilization parameter $\alpha$ to minimize the upper bound $\eta(\alpha)$ for the true error $\|(e_V, e_P)\|$. While the values of the estimated and true errors may differ, the proximity of the minimizers means that the resulting choice of $\alpha$ will be near optimal.

It remains to select an appropriate method for obtaining the minimizer of $\eta(\alpha)$. We use the trust-region DFO algorithm (see [14] and references therein) to approximate the minimizer of $\eta(\alpha)$. For the reader’s convenience, we give a brief description of the method, which is described in full detail in [15, 16].

We begin by choosing constants $\delta, \Delta, \Delta_{\text{max}} > 0$, $0 \leq \delta_0 \leq \delta_1 < 1$, $0 < \delta_0 < 1 < \omega_1$ and a trust-region radius $\Delta_0 \in (0, \Delta_{\text{max}}]$. Construct a fully quadratic model (in the sense of section 3 in [16]) by evaluating $\eta(\alpha)$ at a set of three sample points $\alpha_o = \{\alpha_1, \alpha_2, \alpha_3\}$ to obtain a quadratic interpolant, given by

$$m_0(\alpha) = c_0 + g_0 + \alpha^2 H_0,$$

where $c_0, g_0, H_0 \in \mathbb{R}$. Denote by $D_0(\alpha) = \max\{ |g_0 + 2\alpha H_0|, 2|H_0| \}$ and choose any initial point $\chi_0$ from the sample points; in our case we take the one with minimum value of $\eta(\alpha)$. If there are two such choices for $\chi_0$, then choose the one maximizing $D_0(\chi_0)$, and if there are still two choices, either is used at random. If there are three such choices, then use a model-improvement algorithm (Algorithm 6.2 from [16]), based on moving the sample points in order to obtain a fully quadratic model. Set $k = 0$.

If $D_k(\chi_k) \leq \delta$ call Algorithm 6.2 from [16] to obtain a new quadratic model; otherwise compute the step $s_k$ that sufficiently reduces the model $m_k(\alpha)$ by solving the trust-region problem

$$\min_{s \in (-\Delta_k, \Delta_k)} m(\chi_k + s).$$

Compute $\eta(\chi_k + s_k)$ and define

$$\rho_k = \frac{\eta(\chi_k) - \eta(\chi_k + s_k)}{m(\chi_k) - m(\chi_k + s_k)},$$
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If \( \rho_k \geq \text{tol}_1 \) or if both \( \rho_k \geq \text{tol}_0 \) and the model is fully quadratic, then the new iterate \( \chi_{k+1} = \chi_k + s_k \) replaces the sample point with the largest value of \( \eta(\alpha) \), resulting in a new sample set \( \alpha_{k+1} \) from which we obtain a new fully quadratic model \( m_{k+1}(\alpha) \); otherwise use Algorithm 6.2 from [16] and define \( m_{k+1}(\alpha) \) to be the (possibly improved) model.

Update the trust-region radius as follows. Set

\[
\Delta_{k+1} = \begin{cases} 
\min\{\omega_1 \Delta_k, \Delta_{\text{max}}\} & \text{if } \rho_k \geq \text{tol}_1 \text{ and } \Delta_k < \Lambda D_k(\chi_k), \\
\Delta_k, \min\{\omega_1 \Delta_k, \Delta_{\text{max}}\} & \text{if } \rho_k \geq \text{tol}_1 \text{ and } \Delta_k \geq \Lambda D_k(\chi_k), \\
\{\omega_0 \Delta_k\} & \text{if } \rho_k < \text{tol}_1 \text{ and } m_k \text{ is fully quadratic}, \\
\{\Delta_k\} & \text{if } \rho_k < \text{tol}_1 \text{ and } m_k \text{ is not fully quadratic}.
\end{cases}
\]

Take \( \alpha_{\text{opt}} = \arg \min \{\eta(\alpha) : \alpha \in \alpha_{k+1}\} \), increment \( k \), and repeat the algorithm.

In Figure 6 the DFO search is presented for the GLS \( (P_1^2 - P_1^c) \) and PEPS \( (P_1^2 - P_0) \) methods using mesh \( S_1 \) from Figure 1 and mesh \( T_d \) from Figure 2. We measure the gain using the approximation \( \alpha_{\text{opt}} \) of the optimal value for the stabilization parameter compared with the recommended value \( \alpha_{\text{rec}} \) by calculating the percentage gains, i.e.,

\[
G_V = 100 \frac{\eta_V(\alpha_{\text{rec}}) - \eta_V(\alpha_{\text{opt}, V})}{\eta_V(\alpha_{\text{rec}})} \% , \quad \text{where } \alpha_{\text{opt}, V} \approx \arg \min \{\eta_V(\alpha)\},
\]

\[
G_P = 100 \frac{\eta_P(\alpha_{\text{rec}}) - \eta_P(\alpha_{\text{opt}, P})}{\eta_P(\alpha_{\text{rec}})} \% , \quad \text{where } \alpha_{\text{opt}, P} \approx \arg \min \{\eta_P(\alpha)\},
\]

\[
G = 100 \frac{\eta(\alpha_{\text{rec}}) - \eta(\alpha_{\text{opt}})}{\eta(\alpha_{\text{rec}})} \% , \quad \text{where } \alpha_{\text{opt}} \approx \arg \min \{\eta(\alpha)\}.
\]

The findings of performing the DFO search on fixed meshes are shown in Table 2, where we present the percentage gains and the approximations of the optimal value for the stabilization parameters \( \alpha_{\text{opt}, V}, \alpha_{\text{opt}, P}, \) and \( \alpha_{\text{opt}} \). We notice that the optimal values achieved with the separate estimators are different, each one providing a significant gain on the estimator. On the other hand, the value achieved by the total estimator is (at least in most cases) between those two values and can provide a significant reduction on the estimator. The numerical results from Figures 3–5 suggest that this reduction, of up to 80% in some cases with respect to the reference value for \( \alpha \), induces a significant gain on the error as well.

4. Selection of the stabilization parameter on a sequence of adaptively refined meshes. The results in the previous section are concerned with fixed meshes. We now apply the approach in the context of an adaptive mesh refinement procedure, driven using the local error indicator

\[
\eta_K(\alpha)^2 = \Phi_{\text{ce}, K}^2 + \nu^2 \Phi_{\text{nc}, K}^2 + \left( \Phi_{\text{e}, K}^* + \nu \Phi_{\text{nc}, K}^* \right)^2,
\]

where \( \Phi_{\text{ce}} \) is given by (5.21), \( \Phi_{\text{nc}} \) is given by (5.22), and \( \Phi_{\text{e}}^* \) is given by (5.29).

Ideally, one would optimize over \( \alpha \) on every mesh constructed throughout the adaptive refinement procedure. In practice, the cost of such a procedure would be prohibitive and, fortunately, is unnecessary. Instead we optimize the choice of \( \alpha \) once on the initial mesh, and then retain this value on all the subsequent adaptively refined meshes.

In Figures 7 and 8 we present the results obtained using both the idealized algorithm and the proposed practical algorithm to approximate the same problems considered in the previous section. We define the effectivity index \( \Theta(\alpha) = \eta(\alpha) / \| (e_V, e_P) \| \)
and show the performance of the algorithms for a variety of stabilized methods. The meshes used to start the algorithms are shown in Figure 9. The results show the good behavior of the error estimator and that the performance of both algorithms is virtually identical, indicating that the optimal choice of $\alpha$ changes little from the value obtained based on the initial coarse mesh.
Construct mesh $\mathcal{M}$.

For each element $i$ in $\mathcal{M}$, compute $\alpha_i^{(0)}$.

Triangle $K$ is marked for refinement if

$$
\eta_K(\alpha_i^{(0)}) \geq \frac{1}{2} \max_{K \in \mathcal{P}_i} \eta_K(\alpha_i^{(0)}).
$$

From step 4 deduce a new mesh using longest edge bisection refinement.

Set $i \leftarrow i + 1$ and return to step 2.

Idealized algorithm: Adaptive mesh refinement and DFO search.

1: Construct mesh $\mathcal{P}_0$. Set $i = 0$.
2: Performing the DFO algorithm on the fixed mesh $\mathcal{P}_i$, compute $\alpha_i^{(0)}$.
3: For each element $K$ in $\mathcal{P}_i$, compute a local error indicator $\eta_K(\alpha_i^{(0)})$.
4: Triangle $K$ is marked for refinement if

$$
\eta_K(\alpha_i^{(0)}) \geq \frac{1}{2} \max_{K \in \mathcal{P}_i} \eta_K(\alpha_i^{(0)}).
$$

5: From step 4 deduce a new mesh using longest edge bisection refinement.
6: Set $i \leftarrow i + 1$ and return to step 2.

Practical algorithm: Adaptive mesh refinement and DFO search.

1: Construct mesh $\mathcal{P}_0$.
2: Performing the DFO algorithm on the fixed mesh $\mathcal{P}_0$, compute $\alpha_i^{(0)}$ and set $i = 0$.
3: For each element $K$ in $\mathcal{P}_i$, compute a local error indicator $\eta_K(\alpha_i^{(0)})$.
4: Triangle $K$ is marked for refinement if

$$
\eta_K(\alpha_i^{(0)}) \geq \frac{1}{2} \max_{K \in \mathcal{P}_i} \eta_K(\alpha_i^{(0)}).
$$

5: From step 4 deduce a new mesh using longest edge bisection refinement.
6: Set $i \leftarrow i + 1$ and return to step 3.
5. A posteriori error estimator. We now turn to the derivation of the error estimator $\eta(\alpha)$ used in the selection of the stabilization parameter.

5.1. The error equation. Recall that $e_V = u - u_h \in H_0^1(\Omega)$ and $e_P = p - p_h \in L_0^2(\Omega)$ denote the errors in velocity and pressure, respectively, where $(u, p)$ is the solution of (2.3) and $(u_h, p_h)$ is the solution of (2.7). Thanks to (2.3) and (2.4), the errors satisfy, for all $v \in H_0^1(\Omega)$ and $q \in L_0^2(\Omega)$,

$$ (5.1) \ A(e_V, e_P; v, q) = \sum_{K \in P} \left( (f, v)_K - \nu (\nabla u_h, \nabla v)_K + (p_h, \nabla \cdot v)_K - (q, \nabla \cdot u_h)_K \right). $$
Let \( \{g_{\gamma,K}\} \) be a set of equilibrated boundary fluxes which are such that \( g_{\gamma,K} \in \mathbb{P}_1(\gamma)^2 \) for each \( \gamma \in \mathcal{E}_K \) for all \( K \in \mathcal{P} \),

\[
(5.2) \quad g_{\gamma,K} + g_{\gamma,K'} = 0 \quad \text{if} \quad \gamma = \mathcal{E}_K \cap \mathcal{E}_{K'} \quad \text{for distinct} \quad K, K' \in \mathcal{P},
\]

and, for all \( K \in \mathcal{P} \), satisfy the first-order equilibration condition

\[
(5.3) \quad (f, \theta)_K + \sum_{\gamma \in \mathcal{E}_K} (g_{\gamma,K}, \theta)_K - \nu (\nabla u_h, \nabla \theta)_K + (p_h, \nabla \cdot \theta)_K = 0 \quad \forall \theta \in \mathbb{P}_1(K)^2.
\]

A process to obtain such equilibrated boundary fluxes will be described in section 5.3. Now, (5.2) allows us to incorporate the boundary fluxes into (5.1) and integrate.
by parts to yield
\[
A(e_V, e_p; v, q) = \sum_{K \in P} \left( (r_K, v)_K + \sum_{\gamma \in E_K} (R_{\gamma, K}, v)_{\gamma} + (f - \Pi_K f, v)_K - (q, \nabla \cdot u_h)_K \right)
\]
for all \( v \in H^1_0(\Omega) \) and \( q \in L^2_0(\Omega) \), where the interior residuals \( r_K \in P_1(K)^2 \) are given by
\[
r_K = \Pi_K f - \nabla p_h \text{ on } K,
\]
and the boundary residuals \( R_{\gamma, K} \in P_1(\gamma)^2 \) are given by
\[
R_{\gamma, K} = g_{\gamma, K} - \nu \nabla u_h|_K \hat{n}_\gamma^K + p_h|_K \hat{n}_\gamma^K \text{ on } \gamma \in E_K.
\]

Let \( \sigma^*_K \in P_2(K)^{2 \times 2} \) be the unique solution to the following problem:
\[
\begin{align*}
\text{minimize} & \quad \|\sigma^*_K\|_{0,K} \\
\text{subject to} & \quad \sigma^*_K \hat{n}_\gamma^K = R_{\gamma, K} \text{ on each } \gamma \in E_K, \\
& \quad -\text{div} \sigma^*_K = r_K \text{ in } K.
\end{align*}
\]

Note that since integration by parts and (2.1) allow us to write (5.3) as
\[
(r_K, \theta)_K + \sum_{\gamma \in E_K} (R_{\gamma, K}, \theta)_{\gamma} = 0 \forall \theta \in P_1(K)^2,
\]
the existence of such a \( \sigma^*_K \) follows from [29]. Moreover, integration by parts also yields that
\[
(\sigma_K, \nabla v)_K = (r_K, v)_K + \sum_{\gamma \in E_K} (R_{\gamma, K}, v)_\gamma \quad \forall v \in H^1_0(\Omega).
\]

Also, let
\[
\sigma_K = \sigma^*_K - \text{curl} \zeta - \frac{1}{2} \text{tr} (\sigma^*_K - \text{curl} \zeta) I,
\]
where \( \text{tr} \) denotes the trace of a matrix, \( I \) is the identity matrix, and \( \zeta \in H^1_0(K) \cap \mathbb{P}_3(K)^2 \) is such that \( \|\sigma_K\|_{0,K} \) is minimized. From [27], we know that
\[
(\sigma_K, \nabla v)_K = (r_K, v)_K + \sum_{\gamma \in E_K} (R_{\gamma, K}, v)_\gamma \quad \forall v \in X.
\]

Formulas for the quantities involving \( \sigma^*_K \) and \( \sigma_K \) which are required to compute our estimator, namely, \( \|\sigma_K\|_{0,K} \) and \( \|\sigma^*_K\|_{0,K} \), are given in section 5.4.

### 5.2. Guaranteed upper bounds for the errors.

In order to obtain a guaranteed upper bound for the errors we use the Helmholtz-type decomposition of the gradient of the velocity error from [18], given by
\[
\nabla e_V = \nabla e_c + e_{nc},
\]
where \( e_c \in X \) is uniquely defined by
\[
(\nabla e_c, \nabla v) = (\nabla e v, \nabla v) \quad \forall \, v \in X,
\]
while the remainder part \( e_{nc} \) belongs to the closed subspace
\[
Y = \left\{ \tilde{w} \in L^2(\Omega) : (\tilde{w}, \nabla v) = 0 \quad \forall \, v \in X \right\}
\]
of \( L^2(\Omega) \). As a consequence of (5.10) and (5.11) we obtain an orthogonal decomposition of the error and hence it satisfies
\[
\| \nabla e v \|^2_{0,\Omega} = \| \nabla e_c \|^2_{0,\Omega} + \| e_{nc} \|^2_{0,\Omega}.
\]
We will call \( e_c \) the \textit{conforming part of the error} and \( e_{nc} \) the \textit{nonconforming part of the error}.

Taking \( q = 0 \) in (5.4), and using (5.11), (5.9), and (2.1), allows us to say that for all \( v \in X \),
\[
\nu(\nabla e_c, \nabla v) = \sum_{K \in P} \left( (\sigma_K, \nabla v)_K + (f - \Pi_K f, v - \bar{v}_K)_K \right).
\]
Hence,
\[
\nu^2 \| \nabla e_c \|^2_{0,\Omega} \leq \sum_{K \in P} \left( \| \sigma_K \|_{0,K} + \frac{h_K}{\pi} \| f - \Pi_K f \|_{0,K} \right)^2,
\]
upon applying the Cauchy–Schwarz inequality, applying the optimal Poincaré inequality [28]
\[
\| v - \bar{v}_K \|_{0,K} \leq \frac{h_K}{\pi} \| \nabla v \|_{0,K},
\]
and taking \( v = e_c \in X \).

To estimate the nonconforming part of the velocity error \( e_{nc} \), we need the following result from [18, Lemma 2].

**Lemma 5.1.** For each \( \tilde{w} \in Y \) there exists a function \( w \in L^2(\Omega) \) such that
\[
(\tilde{w}, \nabla v) = (w, \nabla \cdot v) \quad \forall \, v \in H^1_0(\Omega),
\]
i.e., \( \nabla \cdot \tilde{w} = \nabla w \). Moreover, \( w \) satisfies
\[
\| w \|_{0,\Omega} \leq \frac{1}{\beta} \| \tilde{w} \|_{0,\Omega},
\]
where \( \beta \) is the inf-sup constant in (2.6).

Taking \( \tilde{w} \in Y \) and using (5.10) and (5.12) yields
\[
(\tilde{e}_{nc}, \tilde{w}) = (\nabla (e v - e_c), \tilde{w}) = (\nabla e v, \tilde{w}) \Omega.
\]
It then follows from the previous lemma that
\[
(\tilde{e}_{nc}, \tilde{w}) = (\nabla \cdot e v, w) = (\nabla \cdot e h, w) \Omega = \frac{1}{\beta} \| \nabla \cdot u_h \|_{0,\Omega} \| \tilde{w} \|_{0,\Omega}
\]
upon observing that \( u \in X \). By taking \( \tilde{w} = e_{nc} \in Y \), we can then arrive at the upper bound for the nonconforming error,
\[
\| e_{nc} \|_{0,\Omega} \leq \frac{1}{\beta} \| \nabla \cdot u_h \|_{0,\Omega}.
\]
Hence, from (5.13), (5.15), and (5.19) we obtain the following result.
The same splitting of (5.4), and using (5.8) and (2.1), allows us to say that for all $\nu \in H^1(\Omega)$,

\[ \nu (\nabla e_V, \nabla v)_\Omega - (e_P, \nabla \cdot v)_\Omega = \sum_{K \in P} \left( (\sigma^*_K, \nabla v)_K + (f - \Pi_K f, v - \overline{v}_K)_K \right). \]

Splitting the gradient of the test function $\nabla v = \nabla v_c + \nu_{nc}$ as in (5.10) and noticing that since $v_c \in X, (\sigma^*_K, \nabla v_c)_K = (\sigma^*_K, \nabla v_c)_K$ and $\nabla \cdot v = \text{tr}(\nabla v_c + \nu_{nc}) = \text{tr}(\nu_{nc})$, where tr denotes the trace of a matrix, then allows us to obtain

\[ \nu (\nabla e_v, \nabla v_c)_\Omega + (\nu_{nc}, \nu_{nc})_\Omega - (e_P, \text{tr}(\nu_{nc}))_\Omega = \sum_{K \in P} \left( (\sigma^*_K, \nabla v_c)_K + (\sigma^*_K, \nu_{nc})_K + (f - \Pi_K f, v - \overline{v}_K)_K \right). \]

Now, let $\phi_K \in V_K$ be a solution of the local problem

\[ (\nabla \phi_K, \nabla v)_K = (f - \Pi_K f, v - \overline{v}_K)_K \quad \forall \, v \in V_K, \]

where $V_K = \{ v \in H^1(K) : v = 0 \text{ on } \Gamma \cap \partial K \}$. Notice that from (5.24) and (5.16) it easily follows that

\[ \| \nabla \phi_K \|_{0,K} \leq \frac{h_K}{\pi} \| f - \Pi_K f \|_{0,K}. \]

The same splitting of $\nabla v$ then allows us to say that for all $\nu \in H^1(\Omega)$,

\[ (f - \Pi_K f, v - \overline{v}_K)_K = (\nabla \phi_K, \nabla v)_K = (\nabla \phi_K, \nabla v_c)_K + (\nabla \phi_K, \nu_{nc})_K. \]

Moreover, taking $v = v_c$ in (5.24) then yields that

\[ (f - \Pi_K f, v - \overline{v}_K)_K = (f - \Pi_K f, v_c - \overline{v}_c)_K + (\nabla \phi_K, \nu_{nc})_K. \]

Inserting this expression into (5.23) and using (5.14) then allows us to conclude that

\[ - (e_P, \text{tr}(\nu_{nc}))_\Omega = \sum_{K \in P} \left( (\sigma^*_K, \nu_{nc})_K + (\nabla \phi_K, \nu_{nc})_K \right) - \nu (\nu_{nc}, \nu_{nc})_\Omega \leq \left( \sum_{K \in P} \left( \| \sigma^*_K \|_{0,K} + \frac{h_K}{\pi} \| f - \Pi_K f \|_{0,K} \right)^2 \right)^{1/2} \]

upon using the Cauchy–Schwarz inequality, (5.25), (5.19), and (5.22).
Finally, thanks to the inf-sup condition, we have

\[
\beta \|e_P\|_{0, \Omega} \leq \sup_{v \in H^1_0(\Omega) \setminus \{0\}} \frac{-(e_P, \nabla \cdot v)_{\Omega}}{\|\nabla v\|_{0, \Omega}} \leq \sup_{e_{nc} \in Y} \frac{-(e_P, \text{tr}(e_{nc}))_{\Omega}}{\|e_{nc}\|_{0, \Omega}}.
\]

Hence, from (5.27) and (5.26) we obtain the following upper bound for the pressure error.

**Theorem 5.3.** The error for the pressure can be bounded above as

\[
\beta \|e_P\|_{0, \Omega} \leq \Phi^*_c + \nu \Phi_{nc},
\]

where \(\Phi^*_c\) is defined by

\[
(5.29) \quad \Phi^*_c = \left( \sum_{K \in P} (\Phi^*_{c,K})^2 \right)^{1/2} \quad \text{with} \quad \Phi^*_{c,K} = \| \sigma^*_K \|_{0,K} + \frac{h_K}{\pi} \| f - \Pi_K f \|_{0,K}.
\]

From Theorems 5.2 and 5.3 we obtain the following result.

**Theorem 5.4.** The velocity and the pressure errors can be bounded above as

\[
\|(e_V, e_P)\|^2 \leq \Phi^2_c + \nu^2 \Phi^2_{nc} + (\Phi^*_c + \nu \Phi_{nc})^2.
\]

This estimator presents a significant improvement over the one from [1], since the bounds are tighter.

**Remark 5.1.** An alternative approach can be obtained using Lemma 3.1 in [21]. For simplicity we consider the case when \(\nu = 1\), where the above cited result yields

\[
\|(e_V, e_P)\| \leq \frac{\sqrt{5} + 1}{2} \sup_{(v, q) \in H^1_0(\Omega) \times L^2_0(\Omega)} \frac{A(e_V, e_P; v, q)}{\|(v, q)\|},
\]

and then using (5.4), (5.8), (2.1), (5.16), the Cauchy–Schwarz inequality, and the definitions of \(\Phi^*_c\) and \(\Phi_{nc}\) given in (5.29) and (5.22), respectively, we obtain

\[
A(e_V, e_P; v, q) \leq \left( (\Phi^*_c)^2 + \Phi^2_{nc} \right)^{1/2} \|(v, q)\|.
\]

As an immediate consequence it follows that

\[
\|(e_V, e_P)\|^2 \leq \left( \frac{\sqrt{5} + 1}{2} \right)^2 \left( (\Phi^*_c)^2 + \Phi^2_{nc} \right).
\]

Notice that if we were just interested in the estimation of the velocity field, then the estimation using the orthogonal decomposition (5.10) leads to a tighter upper bound, i.e., from Theorem 5.2 we obtain

\[
\|\nabla e_V\|^2_{0, \Omega} \leq \Phi^2_c + \Phi^2_{nc} < \left( \frac{\sqrt{5} + 1}{2} \right)^2 \left( (\Phi^*_c)^2 + \Phi^2_{nc} \right).
\]

Likewise, if one wishes to only estimate the pressure error, a superior upper bound again follows by using the orthogonal decomposition, i.e., from Theorem 5.3 we obtain

\[
\beta^2 \|e_P\|^2_{0, \Omega} \leq (\Phi^*_c + \Phi_{nc})^2 < \left( \frac{\sqrt{5} + 1}{2} \right)^2 \left( (\Phi^*_c)^2 + \Phi^2_{nc} \right).
\]
If one wishes to estimate the combined error, (5.30) and (5.31) yield
\[
\| (\mathbf{e}_v, e_P) \| \leq \eta(\alpha)^2 = \Phi_c^2 + \Phi_{nc}^2 + (\Phi_c^* + \Phi_{nc})^2,
\]
\[
\| (\mathbf{e}_v, e_P) \| \leq \tilde{\eta}(\alpha)^2 = \left( \frac{\sqrt{5} + 1}{2} \right)^2 (\Phi_c^*)^2 + \Phi_{nc}^2,
\]
which in turn gives
\[
0.618 \approx \frac{2}{1 + \sqrt{5}} \leq \frac{\theta}{\tilde{\theta}} = \frac{\eta(\alpha)}{\tilde{\eta}(\alpha)} \leq \frac{2\sqrt{5}}{1 + \sqrt{5}} \approx 1.07,
\]
where \( \theta = \eta(\alpha)/\| (\mathbf{e}_v, e_P) \| \) and \( \tilde{\theta} = \tilde{\eta}(\alpha)/\| (\mathbf{e}_v, e_P) \| \) are the effectivity indices. Hence,
\[
1 \leq \theta \leq 1.07 \tilde{\theta} \quad \text{and} \quad 1 \leq \tilde{\theta} \leq 1.618 \theta,
\]
leading to the conclusion that the estimator \( \eta(\alpha) \) is in general a sharper bound.

### 5.3. Computation of the equilibrated boundary fluxes.

We now describe a procedure for obtaining a set of boundary fluxes \( \{g_{\gamma, K} \} \) satisfying (5.2) and (5.3). The procedure is a slight extension of the procedure described in section 6.4 of [2] and so we just briefly outline the main steps.

Let
\[
\langle J \rangle_{\gamma, K} = \begin{cases} \frac{1}{2} (J_{\gamma, K} - J_{\gamma, K'}) & \text{if } \gamma \in \mathcal{E}_K \cap \mathcal{E}_{K'}, \text{ for } K' \neq K, \\ \frac{1}{2} (J_{\gamma, K} + J_{\gamma, K'}) & \text{if } \gamma \in \mathcal{E}_K \cap \mathcal{E}_{\Gamma}, \end{cases}
\]
and
\[
[J]_{\gamma} = \begin{cases} \frac{1}{2} (J_{\gamma, K} + J_{\gamma, K'}) & \text{if } \gamma \in \mathcal{E}_K \cap \mathcal{E}_{K'} \text{ for distinct } K, K' \in \mathcal{P}, \\ 0 & \text{if } \gamma \in \mathcal{E}_K \cap \mathcal{E}_{\Gamma} \text{ for } K \in \mathcal{P}, \end{cases}
\]
with \( J_{\gamma, K} = \nu \nabla u_{h|K} \hat{n}_{\gamma}^K - p_{h|K} \hat{n}^K \) and \( J_{\gamma, K'} = \nu \nabla u_{h|K'} \hat{n}_{\gamma}^{K'} - p_{h|K'} \hat{n}^{K'} \). Since the flux \( g_{\gamma, K} \in \mathcal{P}_1 (\gamma)^2 \), it is uniquely determined by the moments
\[
(5.32) \quad \mu_{K,n}^i = \left( g_{\gamma, K}, \lambda_n^{(i)} \right)_\gamma \quad \text{for } n : x_n \in \mathcal{V}_\gamma \text{ and } i = 1, 2.
\]
Moreover, we can satisfy (5.2) and (5.3) by taking the moments
\[
(5.33) \quad \mu_{K,n}^{i,\gamma} = \begin{cases} \frac{1}{2} \left( \xi_{K,n}^{(i)} - \xi_{K',n}^{(i)} \right) + \left( \langle J \rangle_{\gamma, K} - \mu_{K,n}^i \right)_\gamma & \text{if } \gamma \in \mathcal{E}_K \cap \mathcal{E}_{K'} \text{ for } K' \neq K, \\ \xi_{K,n}^{(i)} + \left( \langle J \rangle_{\gamma, K} - \mu_{K,n}^i \right)_\gamma & \text{if } \gamma \in \mathcal{E}_K \cap \mathcal{E}_{\Gamma}, \end{cases}
\]
where the \( \xi_{K,n}^{(i)} \) are obtained by solving the system of equations
\[
(5.34) \quad \frac{1}{2} \sum_{K' \in \Omega_n \cap \Omega_K} \left( \xi_{K,n}^{(i)} - \xi_{K',n}^{(i)} \right) + \sum_{\gamma \in \mathcal{E}_K \cap \mathcal{E}_\Gamma} \xi_{K,n}^{(i)} = \Delta_{K,n}^{(i)} \quad \forall K \in \Omega_n,
\]
where
\[
(5.35) \quad \Delta_{K,n}^{(i)} = \nu \left( \nabla u_h, \nabla \lambda_n^{(i)} \right)_K - \left( p_h, \nabla \lambda_n^{(i)} \right)_K - \left( f, \lambda_n^{(i)} \right)_K - \sum_{\gamma \in \mathcal{E}_K} \left( \langle J \rangle_{\gamma, K}, \lambda_n^{(i)} \right)_\gamma.
\]
The above system consists of $\Omega_n$ equations for $\Omega_n$ unknowns, where $\Omega_n$ denotes the cardinality of $\Omega_n$. Note that even though the linear system (5.34) will not always have a unique solution, the same arguments used in [2] allow us to conclude that (5.34) will always have at least one solution and that any solution to (5.34) yields unique moments defined by (5.33) which are such that

\[
\begin{align*}
\parallel R_{\gamma,K} \parallel_{0,\gamma} & = \parallel g_{\gamma,K} - J_{\gamma,K} \parallel_{0,\gamma} \\
& \leq C \sum_{n:x_n \in V} \sum_{K' \in \Omega_n} \left( h_{K'} \parallel r_{K'} \parallel_{0,K'} + h_{K'}^{1/2} \sum_{\gamma' \in \mathcal{E}_{K',\gamma} \cap \mathcal{E}_n} \parallel J_{\gamma'} \parallel_{0,\gamma'} \right).
\end{align*}
\]

We note that the fact that the stabilization parameter $\alpha$ does not appear explicitly in (5.33), (5.34), or (5.35) means that, as well as being independent of $\nu$ and any mesh size, the positive constant $C$ in the preceding inequality is independent of $\alpha$.

### 5.4. Expressions for $\parallel \mathbf{g}_K \parallel_{0,K}$ and $\parallel \mathbf{g}_K \parallel_{0,\gamma}$

Let the edges and vertices of element $K$ be labeled as in Figure 10 and let the tangent vectors $t_1 = x_3 - x_2$, $t_2 = x_1 - x_3$, and $t_3 = x_2 - x_1$. Let

\[
\hat{\mathbf{g}}_K = \sum_{i=1}^{2} \left( \sum_{l=1}^{3} \mathbf{g}_{K,\gamma_i}^{(l)} + c_l \mathbf{g}_{K,0}^{(l)} \right),
\]

where

\[
\mathbf{g}_{K,\gamma_i}^{(l)} = \frac{1}{2|K|} \left( \left( R_{\gamma_i,K,\lambda_2}^{(l)} \right)^{\tau_1} \left( 2\lambda_3 - 3\lambda_2 - \lambda_1 \right) \lambda_3 \mathbf{g}_2^{(l)} + (4\lambda_2 - \lambda_3 - 7\lambda_1) \lambda_2 \mathbf{g}_3^{(l)} \right) - \left( R_{\gamma_i,K,\lambda_3}^{(l)} \right)^{\tau_1} \left( 4\lambda_3 - \lambda_2 - 7\lambda_1 \right) \lambda_3 \mathbf{g}_2^{(l)} + (2\lambda_2 - 3\lambda_3 - \lambda_1) \lambda_2 \mathbf{g}_3^{(l)}
\]

with $\mathbf{g}_{K,\gamma_2}^{(l)}$ and $\mathbf{g}_{K,\gamma_3}^{(l)}$ being defined by permuting the indices,

\[
\mathbf{g}_{K,0}^{(l)} = \frac{4}{|K|} \left( \lambda_2 \lambda_3 \mathbf{g}_2^{(l)} + \lambda_3 \lambda_1 \mathbf{g}_2^{(l)} + \lambda_1 \lambda_2 \mathbf{g}_3^{(l)} \right),
\]

and $[c_1 \ c_2] = \mathbf{B}^T \mathbf{A}^{-1}$, where

\[
\mathbf{A} = \left[ \begin{array}{c}
\left( \mathbf{g}_{K,0}^{(1)} \right)^{\tau_1} \\
\left( \mathbf{g}_{K,0}^{(2)} \right)^{\tau_1}
\end{array} \right] K \\
\left[ \begin{array}{c}
\left( \mathbf{g}_{K,0}^{(1)} \right)^{\tau_2} \\
\left( \mathbf{g}_{K,0}^{(2)} \right)^{\tau_2}
\end{array} \right] K
\]

and $\mathbf{B} = \left[ \begin{array}{c}
\sum_{i=1}^{2} \sum_{l=1}^{3} \mathbf{g}_{K,\gamma_i}^{(l)} \mathbf{g}_{K,0}^{(l)} \\
\sum_{i=1}^{2} \sum_{l=1}^{3} \mathbf{g}_{K,\gamma_i}^{(l)} \mathbf{g}_{K,0}^{(l)} 
\end{array} \right] K$.

![Fig. 10. The labeling of the edges and vertices of element $K$.](image)
with

\[
(5.37) \quad \tau_{i}^{(1)} = \begin{bmatrix} t_i^2 \\ 0 \end{bmatrix} - \frac{3}{2} \text{tr} \left( \begin{bmatrix} t_i^2 \\ 0 \end{bmatrix} \right) I \quad \text{and} \quad \tau_{i}^{(2)} = \begin{bmatrix} 0 \\ t_i^2 \end{bmatrix} - \frac{3}{2} \text{tr} \left( \begin{bmatrix} 0 \\ t_i^2 \end{bmatrix} \right) I,
\]

where \(0 = \begin{bmatrix} 0 & 0 \end{bmatrix}\) and the values taken by \(\varphi\) are specified below. Now, (5.7) and tedious but straightforward calculations can be used to show that if we take \(\varphi = 0\) in (5.37), then \(\sigma_{K}^* = \sigma_{K}\). It then follows that if we take \(\varphi = 1\) in (5.37), then \(\sigma_{K} = \sigma_{K}\).

Let \(D : F = D_{11}F_{11} + D_{12}F_{12} + D_{21}F_{21} + D_{22}F_{22}\). Then, for \(l, m = 1, 2, 3\),

\[
\left( \sigma_{K,0}^{(l)}, \sigma_{K,0}^{(m)} \right)_K = \frac{1}{720 |K|} \left( S_i^{(l)} \right)^T M_{i0}^{(l,m)},
\]

where

\[
S_i^{(l)} = \left( \begin{bmatrix} R_{\gamma_1,K} & \lambda_2^{(l)} \end{bmatrix}_{\gamma_1} \begin{bmatrix} R_{\gamma_1,K} & \lambda_3^{(l)} \end{bmatrix}_{\gamma_1} \right)^T
\]

with \(S_2^{(l)}\) and \(S_3^{(l)}\) being defined by permuting the indices and

\[
M_{i0}^{(l,m)} = \begin{bmatrix} -16 \\ -48 \end{bmatrix} \left( \sigma^{(l)}_{\xi_2} : \sigma^{(m)}_{\xi_2} \right) + \begin{bmatrix} 8 \\ -56 \end{bmatrix} \left( \sigma^{(l)}_{\xi_2} : \sigma^{(m)}_{\xi_3} \right) \]

\[
+ \begin{bmatrix} 56 \\ -8 \end{bmatrix} \left( \sigma^{(l)}_{\xi_3} : \sigma^{(m)}_{\xi_2} \right) + \begin{bmatrix} 48 \\ 16 \end{bmatrix} \left( \sigma^{(l)}_{\xi_3} : \sigma^{(m)}_{\xi_3} \right)
\]

with \(M_{20}^{(l,m)}\) and \(M_{30}^{(l,m)}\) being defined by permuting the indices. Moreover, for \(i, j = 1, 2, 3\) and \(l, m = 1, 2, 3\),

\[
\left( \sigma_{K,\gamma_1}^{(l)}, \sigma_{K,\gamma_1}^{(m)} \right)_K = \frac{1}{720 |K|} \left( S_i^{(l)} \right)^T M_{ij}^{(l,m)} S_j^{(m)},
\]

where

\[
M_{11}^{(l,m)} = \begin{bmatrix} 26 & -42 \\ -42 & 114 \end{bmatrix} \left( \sigma^{(l)}_{\xi_2} : \sigma^{(m)}_{\xi_2} \right) + \begin{bmatrix} -9 & 7 \\ -17 & -9 \end{bmatrix} \left( \sigma^{(l)}_{\xi_2} : \sigma^{(m)}_{\xi_3} \right) \]

\[
+ \begin{bmatrix} -9 \\ -17 \end{bmatrix} \left( \sigma^{(l)}_{\xi_3} : \sigma^{(m)}_{\xi_2} \right) + \begin{bmatrix} 114 & -42 \\ -42 & 26 \end{bmatrix} \left( \sigma^{(l)}_{\xi_3} : \sigma^{(m)}_{\xi_3} \right)
\]

with \(M_{22}^{(l,m)}\) and \(M_{33}^{(l,m)}\) being defined by permuting the indices and

\[
M_{12}^{(l,m)} = \begin{bmatrix} -5 & -5 \\ 15 & -25 \end{bmatrix} \left( \sigma^{(l)}_{\xi_2} : \sigma^{(m)}_{\xi_3} \right) + \begin{bmatrix} 54 & -22 \\ -78 & 54 \end{bmatrix} \left( \sigma^{(l)}_{\xi_2} : \sigma^{(m)}_{\xi_1} \right) \]

\[
+ \begin{bmatrix} -13 & 31 \\ -1 & -13 \end{bmatrix} \left( \sigma^{(l)}_{\xi_3} : \sigma^{(m)}_{\xi_2} \right) + \begin{bmatrix} -25 & -5 \\ 15 & -5 \end{bmatrix} \left( \sigma^{(l)}_{\xi_3} : \sigma^{(m)}_{\xi_1} \right)
\]
with $M_{21}^{(l,m)}$ and $M_{31}^{(l,m)}$ being defined by permuting the indices. So, upon taking $\varrho = 0$ in (5.37),

$$\|\mathbf{g}_K^0\|_{0,K}^2 = \sum_{l=1}^3 \sum_{m=1}^3 \left( \sigma_{K,\gamma_1}^{(l)}, \sigma_{K,\gamma_2}^{(l)} \right)^T B^T A^{-1} B,$$

and, upon taking $\varrho = 1$ in (5.37),

$$\|\mathbf{g}_K\|_{0,K}^2 = \sum_{l=1}^3 \sum_{m=1}^3 \left( \sigma_{K,\gamma_1}^{(l)}, \sigma_{K,\gamma_2}^{(m)} \right)^T B^T A^{-1} B.$$

Furthermore, standard arguments can be used to show that

$$\|\mathbf{g}_K\|_{0,K} \leq \|\mathbf{g}_K^*\|_{0,K} \leq Ch_{K}^{1/2} \sum_{\gamma \in \mathcal{E}_K} \|\mathbf{R}_{\gamma,K}\|_{0,\gamma}.$$

**Remark 5.2.** Notice that there is no need to reconstruct the real boundary flux $g_{\gamma,K}$ in order to compute $\|\mathbf{g}_K^*\|_{0,K}$ and $\|\mathbf{g}_K\|_{0,K}$ since the formulas for these quantities involve only the moments of the fluxes weighted against the basis functions on the edge $\gamma$, i.e., we only need $\mu_{K,\gamma}^{0,l}$, given by (5.32), since

$$\left( R_{\gamma,K}, \lambda_{l,\gamma}^{(l)} \right) = \mu_{K,\gamma}^{0,l} + \left( -\nu \nabla u_{b_{\gamma,K}}^0 \mathbf{n}_{\gamma}^K + p_{b_{\gamma,K}}^0 \mathbf{n}_{\gamma}^K, \lambda_{l,\gamma}^{(l)} \right).$$

### 5.5. Local lower bounds

First we focus on bounding $\Phi_{c,K}$ and $\Phi_{c,K}^*$. Since $\|\mathbf{g}_K\|_{0,K} \leq \|\mathbf{g}_K^*\|_{0,K}$, using (5.38) yields that

$$\Phi_{c,K}^2 = \left( \Phi_{c,K}^* \right)^2 \leq C \left( h_K \sum_{\gamma \in \mathcal{E}_K} \|\mathbf{R}_{\gamma,K}\|_{0,\gamma}^2 + h_K^2 \|\mathbf{f} - \Pi_K \mathbf{f}\|_{0,K}^2 \right).$$

By applying standard bubble function arguments [2, 33] to (5.1), it can be proved that for all $K \in \mathcal{P}$,

$$h_K \|\mathbf{r}_K\|_{0,K} \leq C (\nu \|\nabla e_{\mathbf{v}}\|_{0,K} + \beta \|e_P\|_{0,K} + h_K \|\mathbf{f} - \Pi_K \mathbf{f}\|_{0,K})$$

and

$$h_K^{1/2} \sum_{\gamma \in \mathcal{E}_K} \|[\mathbf{J}]_{\gamma}\|_{0,\gamma} \leq C \sum_{K' \in \Omega_K} \left( \nu \|\nabla e_{\mathbf{v}}\|_{0,K'} + \beta \|e_P\|_{0,K'} + h_K^2 \|\mathbf{f} - \Pi_K \mathbf{f}\|_{0,K'} \right),$$

where, as well as being independent of $\nu$ and any mesh size, $C$ is independent of $\alpha$ as the stabilization parameter $\alpha$ does not appear explicitly in (5.1). Combining these bounds with (5.36) then allows us to see that

$$h_K \sum_{\gamma \in \mathcal{E}_K} \|\mathbf{R}_{\gamma,K}\|_{0,\gamma}^2 \leq C \sum_{K' \in \Omega_K} \left( \nu \|\nabla e_{\mathbf{v}}\|_{0,K'}^2 + \beta \|e_P\|_{0,K'}^2 + h_K^2 \|\mathbf{f} - \Pi_K \mathbf{f}\|_{0,K'}^2 \right).$$

Using (5.40) to bound (5.39) allows us to conclude that

$$\Phi_{c,K}^2 \leq \left( \Phi_{c,K}^* \right)^2 \leq C \sum_{K' \in \Omega_K} \left( \nu \|\nabla e_{\mathbf{v}}\|_{0,K'}^2 + \beta \|e_P\|_{0,K'}^2 + h_K^2 \|\mathbf{f} - \Pi_K \mathbf{f}\|_{0,K'}^2 \right).$$
The bound for $\Phi_{nc,K}$ can be arrived at upon noting that since the solution $u \in X$,

\[(5.42) \quad \Phi_{nc,K} = \frac{1}{\beta} \| \nabla \cdot u_h \|_{0,K} = \frac{1}{\beta} \| \nabla \cdot (u_h - u) \|_{0,K} \leq \frac{\sqrt{2}}{\beta} \| \nabla e_V \|_{0,K}.\]

The local efficiency from (3.4) follows at once using (5.41) and (5.42).

6. Conclusion. A computable a posteriori error estimator is derived which can be applied to a wide class of stabilized finite element approximations of the Stokes problem. The estimator generally provides tight guaranteed upper bounds on the velocity and pressure errors along with a local lower bound, both of which are independent of the stabilization parameter. The estimator is then used as the basis for the selection of the stabilization parameter in conjunction with a trust-region DFO search. Numerical results revealed that the approach yields a good approximation to the optimal value for $\alpha$. Moreover, it was seen that the best choice is not always the same as the recommended value.
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