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Dynamic renormalization-group (RG) methods were originally used by Forster, Nelson, and Stephen (FNS)
to study the large-scale behavior of randomly stirred incompressible fluids governed by the Navier-Stokes
equations. Similar calculations using a variety of methods have been performed but have led to a discrepancy
in results. In this paper, we carefully reexamine in d dimensions the approaches used to calculate the renor-
malized viscosity increment and, by including an additional constraint which is neglected in many procedures,
conclude that the original result of FNS is correct. By explicitly using step functions to control the domain of
integration, we calculate a nonzero correction caused by boundary terms which cannot be ignored. We then go
on to analyze how the noise renormalization, which is absent in many approaches, contributes an O(k?)
correction to the force autocorrelation and show conditions for this to be taken as a renormalization of the noise
coefficient. Following this, we discuss the applicability of this RG procedure to the calculation of the inertial

range properties of fluid turbulence.
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I. INTRODUCTION

The large-scale behavior of randomly stirred fluids was
originally studied by Forster, Nelson, and Stephen (FNS)
[1,2]. They used a dynamic renormalization procedure to ex-
plore the effects of the progressive removal of small (length)
scales in a perturbative model under several types of forcing.
As they note, their study is only valid at the smallest mo-
mentum scales, and as such the study is well below the mo-
mentum scale of the inertial range [3]. Later, the procedure
used by FNS was extended by Yakhot and Orszag (YO) [4,5]
to a more general forcing spectrum (of which the studies of
FNS were special cases) and used to calculate the energy
spectrum and a value for the Kolmogorov constant in the
inertial region. While their arguments allowing them to cal-
culate inertial range properties are contested [6-8], these is-
sues are not the main focus of this paper. Instead, we will
concentrate on another disagreement related to the results for
the renormalized viscosity and noise.

In the papers of FNS [2] and YO [5], the authors calculate
the viscosity increment, quantifying the effect of the re-
moved subgrid scales on the supergrid scales. They found the
prefactor A (€)= (d*—d—e€)/2d(d+2) (from [5], with FNS in
agreement with their specific cases of study). The disagree-
ment is centered on the use of a certain change of variables
employed by FNS and YO. This substitution has been high-
lighted as a cause for concern (for example, [6,9]) since na-
ively the symmetric domain of integration appears to be
shifted, violating conditions for the identities used to be
valid. Using methods that do not introduce any substitution,
again for a general forcing spectrum, Wang and Wu (WW)
[9] and Teodorovich [6] arrived at a different incompatible
result for the viscosity increment. Instead, they found the
prefactor ZZ:(d—l)/ 2(d+2)=A,(0). This e-free result is
also used in the more field-theoretic work of Adzhemyan et
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al. [10]. Later, Nandy [11] attempted to determine which of
the results was correct using a “symmetrization argument”
and agreed with the original (general forcing) result by YO.

The method used by FNS and YO has found wide-ranging
application, for example, in soft matter systems, such as the
Kardar-Parisi-Zhang (KPZ) and Burgers equations [12—-15]
and the coupled equations of magnetohydrodynamics [16].
Given the extensive use of this approach, it is unsatisfactory
to have any lingering disagreement on the basic methodol-
ogy. The aim of this paper is, therefore, to settle this dispute
once and for all. There cannot be two different results for the
same quantity. We will show that an extra constraint men-
tioned by FNS causes the elimination band not to be shifted
and that for substitution-free methods there are neglected
boundary terms. These are evaluated and shown to compen-

sate exactly the difference between g; and gd. We then show
how correct treatment does not require a symmetrization to
obtain the YO result.

In addition to renormalization of the viscosity, there is
also renormalization of the noise. All treatments consider an
input noise that is Gaussian with the forcing spectrum pa-
rametrized as Wyk™, where k is the wavenumber associated
with the force. At one-loop order each of the two vertices
will have a factor of the inflowing momentum, thus leading
to a k> contribution to the forcing spectrum. Both FNS and
YO acknowledge this k> correction. In FNS they treat two
specific cases, y=—-2 and y=0. In the former, they find a
renormalization to W, whereas, in the latter, they conclude
that all higher-order corrections are subleading. YO restricted
their analysis to y>—2 and once again concluded all higher-
order corrections are subleading. We explicitly show how the
leading contribution will always go as k> and as such can
only be taken as an multiplicative renormalization for the
case y=-2, as noted in [17]. We find that the prefactor agrees
with A (€) found by FNS and YO (with y=-2) and show it
to be incompatible with the € independent A).

Another author, Ronis [18], calculates the viscosity and
noise renormalization using a field-theoretic approach. His
analysis agrees with FNS and YO for y=-2, although it ap-
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FIG. 1. The energy spectrum for a turbulent flow. Renormaliza-
tion from A <k, introduced by FNS in their IR study of randomly
stirred flows takes you to the fixed point at k=0. Iterative averaging
from k.=0.1k, takes you to the non-Gaussian fixed point k*, which
marks the beginning of a line of fixed points along k=3,

pears to be presented for general y. As we will argue in Sec.
IV, this seems unjustified as the noise is only renormalized
for the case y=-2.

The paper is organized as follows. In Sec. II, we give a
brief discussion on the validity and limitation of this type of
low-k renormalization scheme for a fluid system. In Sec. III
our calculation for viscosity renormalization is done and then
in Sec. IV for noise renormalization, along with comparison
with other analyses. The results are summarized in Table I.
Finally, in Sec. V, we present our conclusions along with a
brief discussion of the relevance of this type of renormaliza-
tion scheme for calculating inertial range quantities.

II. DISCUSSION AND RELEVANCE OF APPROACH

We start with a brief discussion on the region of validity
of this method and its limitations. Turbulence is often viewed
as an energy cascade, where energy enters large length scales
in the production range and is progressively transferred to
smaller and smaller scales until viscous effects dominate and
it is dissipated as heat. There must be a balance between the
energy dissipated and the energy transferred through the in-
termediate scales; otherwise, energy would build up and the
turbulence would not remain statistically steady. Thus, the
dissipation rate, &, controls how small the smallest length
scales need to be to successfully remove the energy passed
down, giving the Kolmogorov scale 7=(17/g)"*=1/k,.
When the Reynolds number is sufficiently large, there exists
a range of intermediate scales where the energy flux entering
a particular length scale from ones larger than it is the same
as that leaving it to smaller ones and is thus not dependent on
the wavenumber. This is the inertial range.

The energy spectrum and a summary of the various ranges
of it are presented in Fig. 1 (based on a similar figure in [3]).
In the renormalization-group (RG) approach, the smallest
length scales (largest wavenumber scales k) are removed and
an effective theory is obtained from the remaining scales.
There is high- and low-energy asymptotic freedom since the
renormalized coupling becomes weak in both limits [3]. The
dynamic RG method used by FNS introduces a momentum
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cutoff A well below the dissipation momentum scale, below
the inertial range even (see Fig. 1), in the production range
and removes momentum scales toward k=0. As such, this
method can only ever account for the behavior on the largest
length scales. The production range is highly dependent on
the method of energy input, and so it is obvious that the
properties of the lowest modes will also share this depen-
dence. Taking the forcing to be Gaussian then allows Gauss-
ian perturbation theory to be used since the lowest order is
simply the response to this forcing. Since the inertial range is
highly non-Gaussian, we do not expect to study the inertial
region with this analysis.

An alternative RG scheme called iterative averaging (Mc-
Comb [3,19-21]) instead takes a cutoff k.~0.1k; and re-
moves successive shells of wavenumbers down to a non-
Gaussian fixed point k*, which marks the beginning of a line
of fixed points following k=3 through the inertial region (see
Fig. 1). The asymptotic nature of this method therefore can-
not tell us anything about the forcing spectrum and is only
dependent on the rate at which energy is given to the system.
No assumptions about Gaussian behavior are made.

Using the energy spectrum (Fig. 1), we see the location of
the IR procedure of FNS and YO and how it is inapplicable
for the calculation of inertial range statistics. Put simply, it
does not have access to the inertial range, just as iterative
averaging does not have access to the production range. This
is discussed further in the conclusions (Sec. V).

III. CALCULATION

The motion of an incompressible Newtonian fluid in
d-spatial dimensions, subject to stochastic forcing, f, is gov-
erned by the Navier-Stokes equation (NSE) which, in con-
figuration space, is

—W“;f’t) + (u;;(x,t)é)ua(x,t) =- i&xj) + 1V o(x,1)
+fuz(x’t)’ (1)

where u(x,1) is the velocity field, p(x,z) is the pressure field,
p is the density of the fluid, and v, is the kinematic viscosity.
The index ae{l,...,d} and there is an implied summation
over repeated indices. We consider an isotropic homoge-
neous fluid and, using the Fourier transform defined by

d% do .
Uy(x,1) = f 2m) (ZW)ua(k,w)e”””‘“”, (2)

the NSE may be expressed in Fourier space as

(i + vok?)u (k, w)

d%idQ [ dipaQ)’

em* ) @m*!

Xug(, Qu,p, Q) 2m) 8 +p - k) SQ+ Q' - w),
3)

ko gk, ) =0, 4)

=fa(k’ (1)) + )\OMaﬁ'y(k)f

where the incompressibility condition (V-u=0) has been
used to solve for the pressure field in terms of the velocity
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field. In Eq. (3), we have also introduced A, (=1) as a book-
keeping parameter to the nonlinear term and the vertex and
projection operators, respectively, are defined as

1
Maﬁy(k) = Z[kﬂpay(k) + kyPaﬁ(k)]’

ko k
Pafl) = 6= =257 (5)
and contain the contribution from the pressure field. The in-
tegral over p and )’ could be trivially done to follow FNS
[2], YO [5], and WW [9]; however, we leave it in for com-
parison with Nandy’s calculation [11]. It is common to
specify the forcing term through its autocorrelations,

(folk,0)f 5k’ ")) = 2W (k)P o 5(k) (2m) " Sl + k')
Xow+w'), (6)

where W(k)=W,k™ is the forcing spectrum and the presence
of the projection operator guarantees that the forcing is sole-
noidal (and hence maintains the incompressibility of the ve-
locity field). Since the right-hand side is real and symmetric
under k — —k, the configuration-space correlation is also real.

Following FNS [2], we impose a hard UV cutoff A <k,
where k, is the dissipation wavenumber. With this choice of
cutoff the theory only accounts for the largest scale behavior
(and therefore should not reproduce results for inertial range
turbulence). This cutoff was later relaxed to A~ O(k;) by
YO, although the rest of their renormalization procedure fol-
lowed FNS. The velocity field can then be decomposed into
its high- and low-frequency modes, introducing a more com-
pact notation as (u, and u!, are often also expressed as u_,
and uj)

b,
ua(k) = M;(lg) ,

0<k|<e A

A <|k| <A £>0,

with k=(k,w) such that dk=(2m) “*Va%dw and S(k)
=m) ! 5(k)S(w), allowing the NSE to be rewritten for the
component fields,

(i + vk (k) = (k) + NoM 5., (k) f dj f dplug()u(p)

+ 2 (Du(p) + us(Du(p)18G + p— k),
(7)

and similarly for the high-frequency modes u:;(lg). The fil-
tered vertex operator M;ﬁy(k) is understood to restrict O
<k<e YA in the nonlinear term. This will later lead to an
additional constraint on the loop integral. This constraint is
neglected by many authors.

Together with a perturbation expansion and the zero-order
propagator,

wh(k) = O (k) + Nou VD (k) + NPk + -+
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Golk) = (8)

i+ vok®’
it is possible to solve for uz(i)(IG) in terms of uz(o)(lg)

=G0(I€)f;(lg) using powers of Ay, which may be substituted
back into Eq. (7). Performing a filtered-averaging procedure
(++); under which

(1) low-frequency components are statistically indepen-
dent of high-frequency components;

(2) low-frequency components invariant under averaging:
(f)r=f and so (u");=u"+O()\) (this can be shown more
rigorously using a conditional average [22,23] and is dis-
cussed in [24]); and

(3) stirring forces are Gaussian with zero mean, (f*),;=0,

<f+f+ f+ >f=0-
Using Eq. (6), we obtain

(i + vok®)us (k)
= [fk) + AL (k)] + NoM 5, ()
x f 4 f ()G -k )+ 3300, )
where

2;(/2) = 8)\(2)Maﬁ-y(k) g—(k)f djf dﬁMyMV(p)GO(ﬁ)

X|Go(DPWG)P g, ()u,(p + 1) 0 (p +) 6°(G) 0 (p)
X 8p—k+]), (10)

and we have used 6 functions,
1 for [k|<Ae™®
g (k)= 0(Ae‘—|k))=11/2 for |k|=Ae "

0 otherwise,

1 for Ae ‘< k| <A
6 (k) = 0(k| - Ae ) O(A - |k|) ={ 172 for |k|=Ae™*
0  otherwise

(11)

to explicitly control the shell of integration, so the momen-
tum integrals are now 0 < |k| <. The induced random force,

Af (k) = NoM o, (k) f diGo(Nf DIk = J)

X Gylk = J) () 6*(k =), (12)

compensates for the effect of forcing on the eliminated
modes (see Sec. IV for more details). Note that in Eq. (9) we
have, following [2,5], neglected the velocity triple nonlinear-
ity (and thus all higher nonlinearities which are generated by
it). Eyink [8] showed that this operator is not irrelevant but
marginal by power counting (see Appendix A); however, as
noted in [25], this choice merely indicates the order of ap-
proximation and does not require justification. In any case,
these higher-order operators become irrelevant as k—0 [3].
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FIG. 2. Feynman rules for the velocity, force autocorrelation,
propagator, and vertex. These modifications clarify those in Fig. 3
of [2] since their vertex operator appears to be connected to the
propagator. The dotted lines represent any combination of the solid
lines, shown left.

Multiplying both sides of Eq. (9) by G,(k) and neglecting
the triple nonlinearity, this expression can be found from the
graph given in Fig. 3 using the rules in Fig. 2 and the form in
Eq. (10). It should be noted that the symmetry factor of the
graph is 4 (Fig. 9 in [26]).

From Egq. (10), we may perform the frequency integrals in
either order to give

_ AN d’j W(j)
5 =—0 =2
L)

@m? j

M o5,(K) " (k) f

D, p +j o
X f ddpMW(p)—"—ﬁ
iw+ vgj~ + ypp

XG"() 6" (p)Sp -k +j), (13)

which, along with the definition of W(j) and M .z, (k)
=(2i)7'P ,p,(k), may be compared to Eq. (2.10) in [5] or Eq.
(4) in [9].

A. Analysis of the self-energy integral

We begin this section with the motivation for calling this
a self-energy integral. The term has been borrowed from
high-energy physics, and it represents the field itself modify-
ing the potential it experiences. In high-energy physics, the
renormalized or dressed propagator may be written using the
Dyson equation (see Eq. (27) in [26]) as G=Gy+Gy2G
+--+, where X represents the self-energy operator. In our
case, we instead write u,(k)=Gy(k)f,(k)+Go(k)Z ,, u ﬂ(k)
where the structure %,=3., 1, can be seen from the graph in
Fig. 3 or Eq. (13) once the integral over p has been trivially
done.

As can be seen in Eq. (13), the constraints on the integral
are provided by the product of #* functions. We first show
how this can be expanded before verifying that at O(k) the
substitution causes two compensating corrections, and hence
to O(k?) there is no correction. Following this, corrections to
the calculations by Wang and Wu and Nandy are evaluated

= O+4—©—)—

FIG. 3. Renormalization of the velocity field giving the one-
loop correction to the viscosity. See Fig. 2 for the Feynman rules.
From the factor 4 (see [26]), 2 comes from exchanging which leg
from the left vertex connects to the noise correlation and the other 2
from the thick line instead being incident on the left-hand side.

PHYSICAL REVIEW E 82, 066304 (2010)

and their contribution to the final result accounted for.

We perform the integral over d%p so our product of @
functions becomes 6*(j)0*(k—j). The second constraint
G*(k—j) is sometimes ignored (see for example, Eq. (4) in
[9]) and this is a source of error in these calculations. With
the definition 6*(k)=60(/«|-D)O(A—|x|) from Eq. (11),
where D=Ae~!, we Taylor expand the latter about k=0 and
our product becomes

006 = 015 T 1on - i -

i
- all- DA - ) +0w) 1

(see Appendix B for details). We see that the additional con-
straint has introduced a first-order correction to the constraint
on |j|. Further, the presence of the & functions shows that
these contributions are evaluated on the boundaries. This cor-
rection is absent from the work of WW, Teodorovich, and
Nandy as they ignore this constraint. We shall see later that
from a diagrammatic point of view this is equivalent to en-
suring that all internal lines have momenta in the eliminated
band.

1. FNS and YO

We now turn our attention to the substitution j —>%k+j
made by FNS and YO, under which our constraints become

6°() 0"k —j) — 6" (5k +) 6" (5 ). (15)

Taylor expansion of these high-pass filters is now

w(%k ij) = o) = “Lron - st )
J

- 0(j - D)S(A = )]+ O(K*)
= 0°(j) + x(k.j) + O(k?), (16)
and the product becomes
0 (3k +5) 0" (3k —j) = () + O(K?). (17)

The contributions at O(k) cancel one another exactly, and
there is no correction to the simple constraint on |j|. Without
the constraint 6*(k—j), the substitution would have led to just
a* (%k+j), which clearly does introduce a first-order correc-
tion. These points can be seen in Fig. 4. Using this, we go on
to find the result of YO (a generalization of the FNS result)
in the limit w—0, k— 0,

S, d2—d—eWO>\g<eE€-1>
Avy(0,0) =
70(0.0) Qm)i2d(d+2) ZAS\ €
_ Ef_l
=vOAdx2<o>(e : (18)
€
where
po ez g di-d-e XZ(O)—WO)\(Z)
T om0+ 2) T RAC
e=4—-d+y. (19)
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FIG. 4. (Color online) The shifted shell of integration caused by
the substitution used by FNS and YO. j, and j, label the momenta
in the directions parallel and perpendicular to that of the shift, k.
(Left) The constramt o (]+ 5k) only, as used by WW; (right) 6*(j
+ k)b'* G- k) as used by FNS White (-—) shows the position of
the unshlfted shell #*(j), with light gray shading showing the
shifted shell(s). Small tick marks indicate the center for the shifted
shell(s) at j= 1%k. The dark gray highlights the overlap of two
shifted shells. The green point (in the top-left quadrant) is a random
momentum ¢, which lies within the resultant shell, while the red
cross (lower-right quadrant) shows —g. Clearly, in the left case the
shell is not symmetric under j — —j, and as such identities requiring
a symmetric shell are invalid. By correctly accounting for the addi-
tional momentum constraint, we are led instead to a shell like the
one to the right, which is symmetric. In the right figure, where
|%k|=%k is shown by the (horizontal) height of the orange-filled
triangles toward the left, we see that as k— 0 (the triangles shrink to
their vertical baselines) the overlap increases and the resultant
shifted shell is well approximated by the original unshifted shell
(-=-), as found in Eq. (17).

2. Wang and Wu

Wang and Wu were unsatisfied with the substitution used
by FNS and YO. This is because they do not impose the
condition that D <|k—j| <A on the self-energy integral, and
on the face of things the substitution shifts the integration
domain (see Fig. 4). The authors then continue without mak-
ing any substitution but simply Taylor expanding the de-
nominator and expanding the vertex operator to O(k?),

: Y W(i)

_ 4)\
3= Mok k. 0) J G

XMy~ n—%m(i)m(k -5

=P opyuk) J G G) 6 (k - )
X|:kVP'y,u(i)PBv(i)

—k’MPBV(z) k J*’—Pﬁy(n —JuPsi) |

(20)

where the operator
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(k) = (WoA§/ivi)[M o5, )i, (k. 0)/ (277)]

aﬁ Yu apBy

is defined for convenience. We now expand the product of 6*
functions as in Eq. (14) but note that only the last term in the
square brackets above is not already of O(k). As such, it is
the only term that can generate a correction. 2 then splits
into

So=34830, (21)

where
b =P, (k) f ddj >40‘*(;)[k P (DP )
- kv’JJf%YPBV(f) - kvjjJ*’T'”Pﬁy(i> —j,LPBy(i)] (22)

is the contribution used by Wang and Wu without imposing
the additional constraint, and the correction

NIV /7

éE Paﬁ'ylu(k)kvf dd.].] ! 40—'—(])_]&]),8)/(])

X[6(A=j)o(j—D)-6(j-D)SA -] (23)
includes the additional boundary terms.

The first contribution above leads to the Wang and Wu
result that

3o == AV (K, 0)K2u (K, 0), (24)

where

WwW *32 ed -1 * Sd A*
AVO (0,0) = V()Ad)\ (0) € > Ad = (27T)dAd’
_, d-1

Adzm. (25)

We now evaluate the first-order correction given by Eq.

(23) using the standard convention that 0(0):% (see, for ex-
ample, [27,28]),

ok 2 @ ne

X[D™¢— A™€]6(0)

LAY I (eff
TR em?2dd+2)\ A€

52 =P 5ﬁ7_ 5MB5V7_ 5#75115]

)kzu_(k 0), (26)

and so the correction to the viscosity increment found by
Wang and Wu is

WoA2 S 1 € _q
5V0WW(k,O)=— oMo V4 (e

. (27
v (2m?2d(d+2)\ A€ ) @7
If this contribution is added to the result for the renormalized
viscosity increment found by Wang and Wu in Eq. (25), we
find
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Ary(0,0) = Ay ¥ (0,0) + Sy ¥ (0,0)

Sy [ d-1 1 \WoAg, o
= d - seet =1
QmN\2(d+2)e 2d(d+2) €

S, d*—d-eWo\j[e =1
=2 =0 °<e : (28)
Qm?2d(d+2) jA€\ €

which is exactly the result obtained by YO, Eq. (18). Hence,
we have shown that a more careful consideration of the re-
gion of integration used by Wang and Wu instead leads to the
result found by FNS and then later by YO. The approach
taken by Teodorovich [6] uses a different method for evalu-
ating the angular part of the self-energy integral. However,
the author misses the same constraint and thus arrives at the
same result as Wang and Wu.

3. Nandy

In the paper of Nandy [11], the author presented an argu-
ment based on symmetrizing the self-energy integral. Refer-
ring to Eq. (13), he pointed out that there is no reason to do
the d’p integral first and that the result should be an average

of the two. Performing the d%j integrals first gives
2

S7(.0) = 220, (0 (k. 0)
0

d’p W(lk-p|) ®) Pg,(k—p)
@m? [k-p " k-pl*+p?
X0 (k-p)ot(p). (29)

Taylor expanding the function |k—p|™~? and the denominator

and then using the definition and properties of the vertex and
projection operators to O(k?) lead to

S (k) =P, (k) f d’pp™ 6" (k —p) 6" (p)
[k P'yv(p)w k P}'IL(p) +kﬁP7M(p)

Again, we see that all the terms in the square brackets are
already O(k) except the last one, and so this is the only term
which generates a correction. Once again decomposing

So=3T+62,, (31)

the contribution calculated by Nandy is

S, =Py, k) f d'pp™ 0" (p)
[k PW(P)M k PW(P) +kﬁPW(p)

+(y+3)k Pﬁy(p) +pMPBy(p (32)

and the correction generated by expanding the product of 6*
functions is given by
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65 = = Py, (ROK, f PP )PP )

X[6(A-p)S(p—-D)—6(p—D)SA-p)]
=— 8" (33)

We see that with the relabeling p —j the correction is exactly
the same as Eq. (23) only with the opposite sign. Therefore,
we see that

%[(Wang and Wu) + (Nandy)]
=53+ S = 500+ 20 + (S5 + 65,)]
=2 (34)

which is why this symmetrization produced the correct re-

sult. In fact, evaluation of = leads to the result found by
Nandy for performing the integrals in this order,

Ay(0,0) =

W2 S, dZ—d—ze<eff—1)
v (2m? 2d(d+2) ’

d*—d-2e=d*+d-2y-38, (35)

and the correction is

_VVO)\2 Sd € (e€€—1>
50,0 = X em2dd+2)\ e ) (36)

Combining these results we again find the result of YO, as in
Eq. (18), showing that regardless of which integral is per-
formed first we obtain the same result and so a symmetriza-
tion is not necessary.

In a completely different approach, Sukoriansky et al.
[24] used a self-substitution method to solve for the low-
frequency modes and claimed to evaluate the cross term ex-
actly. This method does not generate the cubic nonlinearity,
instead it creates a contribution of the same form as Wang
and Wu, as in Eq. (20), but with the condition & (k—j). Com-
bined, this then covers the whole domain, and the authors
drop any conditions on |k—j|. However,

0 (k—j)+ 0" (k—j)=0(A - |k —j|) # 1 (37)

due to the upper momentum cutoff. This can then be Taylor
expanded for small k£ and leads to a contribution from the
upper boundary, neglected in their analysis. In fact, this cor-
rection places their result somewhat between that found by
Yakhot and Orszag and Wang and Wu,

2 _ A€ —-€
Av(0,0) = 02 {Ad<(Ae )6 A >+ A }

v 2d(d +2)
WA | Af(Ae )¢ - A ()A€

_ Wb [ H(Ae) = A ] a8)
Vg €

where it is missing the contribution from the lower boundary.
However, this self-substitution is not the same as solving a
dynamical equation for the low-frequency modes and substi-
tuting for the high-frequency components. This method is
fundamentally different from the standard RG procedure, and

066304-6



REEXAMINATION OF THE INFRARED PROPERTIES OF ...

its result agreeing with neither YO or WW is further evi-
dence that it is another approximation entirely.

IV. NOISE RENORMALIZATION
A. FNS treatment

In the paper of FNS [2], the authors used two different
scaling conditions (see Appendix A) when analyzing their
models due to the contribution of the induced force to the
renormalization. We first mention the results used by YO for
comparison (see Appendix A),

d+1 2o oS
= — 7= -, =,
X 3 34,

(39)

1
X=E(3Z+d+y)’

where \*? is the reduced coupling at the nontrivial fixed
point.

FNS model A (y=-2). For this model the authors show
using diagrams (see Fig. 1 of [2]) how the propagator, force
autocorrelation (shown here in Fig. 6), and vertex are renor-
malized. They conclude that v, and W, are renormalized the
same way in their Egs. (3.10)—(11). This condition implies
fixing the mean dissipation rate rather than W, and is then
enforced under rescaling (see Appendix A) by choosing x
=z+§, which does not agree with y above (first relation)
used by YO with y=-2.

At this point, FNS invoke Galilean invariance (GI) to im-
pose the condition that the vertex is not renormalized, such
that A=Ay=1 to all orders in perturbation theory—in the
limit of small external momenta (Appendix B of [2]). While
this is the case at k=0 [29] and as such does not invalidate
the FNS theory, in general the consequences of the symmetry
are trivial and do not lead to a condition on the vertex
[29-32]. Further discussion is given in the conclusions (Sec.
V). Taking the condition y=d+1 to preserve the Galilean

invariance, they find the nontrivial stable fixed point \*2
=€/2A,; (when €>0).

FNS model B (y=0). In this case, the one-loop graph in
Fig. 6 is claimed to be O(k?) and so cannot contribute to the
constant part of the force autocorrelation. This term is then
irrelevant and the force is rescaled accordingly. This requires
X=%(3z+d), which is the same condition found by YO with
y=0. Ensuring that Galilean invariance is satisfied, they have

N2=¢€/3A,, as do YO.
This difference in scaling conditions leads to different dif-
ferential equations and hence different solutions for the re-

duced coupling X and the viscosity, depending on whether
the noise is allowed to be renormalized or not. In the field-
theoretic approach by Ronis [18], the force is also allowed to
be renormalized, and the author comments that YO ignored
this in their analysis. In fact, they restricted their work to y
> -2 to avoid this issue.

This discrepancy only really applies to y=—2 when the
noise coefficient is renormalized, although could lead to
complications for y<<-2 as the induced force always con-
tributes as O(k?) to the autocorrelation and becomes the
leading order as k—0. In their paper [5], YO state that “in
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= NoMag (k) [ ddGo(q) f5 (@) £ (k = §)Go(k — )

FIG. 5. Graphical representation of the form of the induced

random force given in Eq. (12). Note that the two momenta g, k
—¢ lie in the eliminated shell.

the limit k— O this [induced] force is negligible in compari-
son with original forcing with y<-2” and present an argu-
ment for neglecting it as Eq. (3.13). For the case y>-2 it is
subleading and thus safely neglected. This highlights another
potential problem with calculating inertial range statistics
since it is only subleading as k— 0.

B. Reevaluation

In this section we will show how the induced force leads
exactly to the graph in Fig. 6. We then evaluate the graph to
analyze the contribution to the renormalization of the force.
For this, consider the form of the induced force shown in
Fig. 5. Under averaging, we see that the graph forms a closed
loop and is O(k) due to the vertex operator, and hence
(Afa(lg))=0. The new random force f;(lg) = f;(le)+Af;(l€) is
invariant under the filtered-averaging procedure and has au-
tocorrelation

FollOF (') = (Fol k) (k)Y + (AfR)AF,(K)).  (40)

The new contribution due to the induced force is written as
Eq. (41),

(AFLR)ALK")) = NGM o, ROM (K )
X f f dqdpGy(§)Golk - §)Go(p)

XGo(k' = p) X o @)f k— Dfu(p)

Xf, (k' = p))6*(q) 6 (p) 6" (k - q)
X0 (k' —p). (41)

Since the forcing is taken to be Gaussian, we may split the
fourth-order moment

(APf Py = (AN (10 APy 4 (i (i 7y
(PN, (42)

and, using the definition of the force correlation Eq. (6), we
see that the first contribution leads to two disconnected loops
(which do not contribute to the force renormalization),
whereas the other two both generate graphs like Fig. 6 and
appear to contribute toward the renormalization of W,

Using the rules given in Fig. 2, we write an analytic form
for the O(\3) diagram in Fig. 6 as Eq. (43),
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—>—.—<—=—>—O—<—+2—>—®-<-

ub (FE Yl b 2k A, ) ol

FIG. 6. Renormalization of the force autocorrelation by FNS.
See Fig. 2 for the Feynman rules.

Aap(i(\ai(\,) = ZAéMaﬁy(k)Mpyv(k,)f f qudpAGO(qA)

XA @ uPNGo(B)Golk — §)
X{f k=PI Ak = pHGok' —=p).  (43)

The factor 2 is due to symmetry of the graph (Fig. 2 in [26]).
This may be compared to the correlation of the induced force
given by Eq. (41) which, along with the requirement that
momenta of all internal lines in Eq. (43) are in the eliminated
shell, agrees exactly.

An outline of the evaluation of this correction to leading
order is given in Appendix C. As a result of our analysis, we
find

FlR)F (k")) = 2Wok™> P, (k) Sk + k')

_ ( (e+y+2) _ 1
x| 1+N\(0)B —,)ky+2 s
(0B, (e+y+2)A)™
(44)
where
S, d*-2
! (45)

Ba= omizda+2)

We see for the equilibrium case y=-2 that the correction
may be taken as an multiplicative renormalization to W, and
write

(Fa)f k")) = 2W k2P, (k) 8k + k'), (46)

with
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o (<7
Wy=Wol 1+R0)By| — . (47)

This may be compared to Eq. (3.11) of FNS [2] and Egq.
(3.4b) of Ronis [18] (with y=-2). We note that both authors
find the noise coefficient and viscosity to be renormalized
with the same prefactor, which we have defined as B,. How-
ever, this prefactor only coincides with A, found by FNS and
YO for y=-2, or equivalently e=2-d, and the analysis is
only valid for the equilibrium case (the work by Ronis is an
expansion about y=-2).

The prefactor B, was calculated to leading order with no
change of variables in a similar fashion to Wang and Wu and
agrees with A, found by FNS and that by YO with y=-2. If
the prefactor A}, found by Wang and Wu and others, which is
€ independent, was the true expression, we should have re-
covered it from this analysis also. Instead, it only agrees with
B, when d=2 [the critical dimension for y=—2 (where €=0
and A}j=A,)]. Taking the induced contribution as a multipli-
cative renormalization when y=-2, we then have A,=B, for
all d, whereas A’=B, only when d=2. We feel this supports
our argument that the correct expression for the prefactor is
the e-dependent result found by YO.

As noted by Ronis, the pole structure leading to logarith-
mic divergence in the noise renormalization more generally
occurs when e+y+2=0. However, for the case y=-2, we
recover the same pole in € found by FNS and in the viscosity
renormalization. Since noise renormalization is only mean-
ingful in this case, the presentation of Eq. (3.4b) in [18] as a
general result seems misleading.

In summary, we have calculated the renormalized noise
coefficient to one loop and find the prefactor B, to agree with
FNS as well as YO when setting y=—2 in their result. While
noise renormalization was not considered by Wang and Wu,
we have found their e-free result, A, to only agree with B, in
two dimensions. For y> -2, this induced forced correlation
becomes subleading and is ignored, as assumed in the YO
analysis. When y<<-2, the induced contribution does not
renormalize the noise coefficient but will be the leading term
as k—0. In this case, it is not clear how to interpret the
validity of the results obtained since the forcing appears on

large scales to be dominated by the order A%(0) contribution,

making the viscosity calculation order X4(0), i.e., two-loop,
which has not been done here.

TABLE I. A summary of the prefactors for the viscosity increment, noise renormalization, and the e-pole
structure found in the various analyses considered in this paper. These expressions are valid for all y, with the
exception of FNS models A (y=-2) and B (y=0). “T” represents Teodorovich and “N” represents Nandy.
Ad(s)z(d2—d— €)/2d(d+2) and hence §d=(d2—2)/2d(d+ 2). By pole structure we mean the € dependence of
the denominator for the induced noise correlation [see Egs. (18) and (44), for example]. Our analysis agrees
with FNS and YO. The work of Ronis appears to be for general y, but the viscosity is only in agreement for

y=-2.

Our analysis ENS A FNS B YO WW/T/N Ronis
Viscosity gd(é) gd(G) |y:—2 gd(f) |y=0 gd(é) X; =gd(0) gd(G) |y:—2
Noise Edzgd(f) ‘y=_2 Ed Ed Ed
Pole structure 1/(e+y+2) 1/e 1/€ 1/(e+y+2)

066304-8



REEXAMINATION OF THE INFRARED PROPERTIES OF ...

V. CONCLUSION

A summary of our results and a comparison with other
authors is presented in Table I. We conclude that the analysis
of FNS does not suffer from a shifted domain of integration
in the self-energy integral which is evaluated due to the con-
straint |[k—j| <A, neglected by other authors. Using 6 func-
tions to control the integration domain, we have shown that
the corrections cancel exactly at first order in k when the
change of variables is made. We then showed that this ig-
nored constraint leads to a correction in the Wang-Wu- and
Nandy-style calculations which exactly reproduce the result
found by YO. The noise renormalization for the case y=-2
was then shown, using a substitution-free method similar to
Wang and Wu, to lead to a prefactor compatible with YO for
all d and only compatible with Wang and Wu for d=2, which
we feel supports our claim as to the validity of the FNS and
YO results.

That said, some comments should be made on the appli-
cation of this method to calculating inertial range statistics,
which may not be so well justified. Despite its applicability
only on the largest of length scales, Yakhot and Orszag used
the expressions obtained with this infrared procedure to cal-
culate inertial range properties [5], such as the Kolmogorov
constant. To do this, they use a set of assumptions that they
term the correspondence principle.

Briefly, the correspondence principle states that an un-
forced system which started from some initial conditions
with a developed inertial range is statistically equivalent to a
system forced in such a way as to generate the same scaling
exponents. In particular, if forcing is introduced to generate
the scaling exponents at low k, this artificially generated “in-
ertial range” can then be used to calculate values for various
inertial range parameters using the properties of universality.
There is an implicit assumption that as long as the scaling
exponents match, all other quantities will also match. This
may be the reason that YO raised the cutoff A out of the
production range to O(k,) (see above Eq. (2.2) in [5]) so that
the renormalization passes through the inertial range,
whereas FNS explicitly considered A <k, (final paragraph of
their Sec. I1.A).

YO found that when y=d, the noise coefficient W, has the
dimensions of the dissipation rate € and they take Wy=ae
(with a constant). They can then obtain a Kolmogorov scal-
ing region when e€=4 is used but also require €=0 in the
prefactor A (e) in the same equation. This has been unsatis-
factory for many authors and appears to favor the e-free
result found by WW as then e€=4 alone reproduces the fa-
mous k77 result. However, we have shown why the e-free
result is incorrect.

There are still a number of technical difficulties associated
with taking e—4 and generating a k= spectrum:

(a) The Wilson-style € expansion is valid only for € small,
and there is no evidence that results will be valid at e=4. The
neglected cubic and higher-order nonlinear terms generated
by iterating this procedure may not be irrelevant, and there is
no estimate of the accumulation of error even for e~0, let
alone €—4. In the review by Smith and Woodruff [33], they
discuss the only justification for the validity of e—4 being
that it leads to good agreement with inertial range constants
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and describe it as “intriguing and difficult to interpret.” They
also present an argument for the use of €=0 in the prefactor
of YO, being required for a self-consistent asymptotic expan-
sion at each iteration step.

(b) The IR behavior as k—0 is dominated by the fixed

point which, for €>0, is at A*=(e/3A,)"2. To lowest order
in €, this is then evaluated with A,(e=0). However, € is no

longer small, nor is N*. In three dimensions with e=4, this

fixed point is at \*=[2072¢/ (6—€)]"?>=11.5 to leading order
in € or =20 when evaluated to all orders.

(c) As shown in Fig. 1, the asymptotic nature of this
renormalization scheme taking us to the infrared means we
do not enter the inertial range and are always sensitive to the
forcing spectrum.

(d) The forcing spectrum required to obtain k3 is diver-
gent as k— 0 [e=4 requires y=d > 1, so W(k) ~ k%], as is the
energy spectrum itself. As shown by McComb [7], ensuring
that there is a balance between energy input at large length
scales and energy dissipated at small (this is statistically sta-
tionary turbulence) we see that the range of forced wave-
numbers predicted by their analysis has k,/k, =1.007, where
k, and k;, are, respectively, the upper and lower bounding
wavenumbers of the input range. The energy input is also
logarithmically divergent as k,— % or k;, —0.

(e) The condition of GI used by FNS and adopted by YO
to enforce the nonrenormalization of the vertex at all orders
is actually only valid at k=0 [29]. In general, the conse-
quences of GI are trivial and provide no constraint on the
vertex [29-32]. This is supported by recent numerical results
[34] from a KPZ model on a discretized lattice with a broken
GI symmetry, which have found the same critical exponents
as the actual KPZ model (which does possess GI) [2,14],
even though GI has been explicitly violated. This questions
the connection between GI and the scaling relations associ-
ated with the critical exponents. As such, care must be taken
when extending this theory to k # 0. This introduces another
issue for the study of inertial range properties using the cor-
respondence principle, as k cannot be chosen to lie in the
inertial range without the vertex being renormalized.

(f) The assumed Gaussian lowest-order behavior of the
fluid is only valid at the smallest wavenumbers when subject
to Gaussian forcing since the response of the system is then
also Gaussian. However, this assumption cannot be trans-
lated to the inertial range, which should be insensitive to the
details of the energy input and is inherently non-Gaussian
[3].

The need to use two different values for € in the same
formula to estimate inertial range properties is therefore not
the only failure of this scheme.

The solution for the renormalized viscosity at the largest
scales (£ — ) can be found to behave as

3A 1/3
V() ~ <—d) Wo e, (48)
€

where u=Ae*—0 is the new cutoff. With the assumption
Wy=ae, interestingly this does have the same form as that
found by other methods (e.g., [3]), in which the viscosity is
proportional to &3 and, with e=4, the cutoff u™*3. How-
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ever, there is an important difference: the cutoff w is going to
zero for this expression to hold, which is not the location of
the inertial range, unlike the iterative averaging approach by
McComb [19,21]. Smith and Woodruff [33] noted that this is
not dependent on the dissipation range quantities A and v,
as inertial range coefficients should be. But it is still depen-
dent on the forcing spectrum through e, which it should not
be.
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APPENDIX A: OPERATOR SCALING

Although rescaling the variables after performing an itera-
tion of the renormalization procedure outlined above is not
performed in the calculation of the renormalized viscosity
(and thus it can be argued not to be an RG procedure [8]), it
is still useful to consider how the rescaling would affect the
equations of motion. Using a scaling factor s, the spatial
coordinates transform as x=sx’ and r=s%" (where the
unprimed variables are the original scale), with s> 1, and so
k=s"'k', w=s"w' with u(k,w)=s*u’(k',0'). In [5], s=e,
a(€)=z¢, and [(€)=eX‘=sX. Equation (3) then transforms
under the scaling to

lio' + (s v)k" ul (k' o)

= (5N f ok, @) + [XHDONIM 5 (K)

dd‘],dQ’ ./ ! ! ./ ! !
(27T)d+l M,B(I 79 )u'y(k _J , W _Q )s
(A1)
and so we find
v =w(s) =5, (A2)
N = N(s) = sX @Dy (A3)

f&(k',w’) — SZ_Xfa(k,w) — SZ_X+(1/2)(“V+d+Z)fa(k,,(U/).
(A4)

Using Eq. (A4) with the definition of the force autocorrela-
tions [Eq. (6)] and the scaling for k and w, we find

W' = W(s) = s> 20y, (A3)

Equations (A2)—(A5) agree with Eqgs. (2.28)—(2.33) of [5].
Due to Galilean invariance, as k—0 Eq. (A3) is forced to
give the condition that y=d+1. For y # -2, the elimination
of scales should not affect W, as there is no multiplicative
renormalization, a condition that must also be preserved un-
der scaling to find X=%(3z+d+y). YO noted [from Eq.
(2.34) of [5]] that the renormalized viscosity ar the fixed
point is s independent if z=2-A \*?=2-5%.

As noted by FNS and discussed in Sec. IV, for the case
y=-2 we must consider the renormalization of W, and in-
stead require that v and W be renormalized in the same way,
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ie., X=z+‘2-i. This scaling condition is not the same as that
for y #—2 and leads to a different solution.
Under the YO prescription, the triple nonlinearity

MMaBy(E)f djf dﬁMy,uv(lg_.DGO(lg_Du;(j)u;(ﬁ)

Xu (k- j—p) (A6)

gives, using the expression X:%(3z+d+y),

2Ax-d-1) , — (31-2+(y=d) | _ (3[z-(2-&/3)]

p' = pls) ~s M % M-

(A7)
This should be compared to Eq. (2.45) in [5], which reads
/’L, — S2)(—(2d+2)M — s_(d_y),u,. (AS)

They comment that for y <d (e<<4) the operator is irrelevant
and marginal when y=d (e=4). However, we see that their
result requires X:%(d+y+2), which only agrees with the
above expression for y (ensuring W, is not altered) when z
=§=(2—§)|F4. Therefore, they have already used e€=4 to
obtain this result. If we do not specify € but do require that
z=2—§ (so that the viscosity at the fixed point is s indepen-
dent), we see from Eq. (A7) that u' ~ w and the operator is
not irrelevant but marginal. (This could also have been seen
by requiring y=d+1 in Eq. (A7), and we see that if the
vertex is not renormalized the triple moment cannot be irrel-
evant.) This is discussed in a paper of Eyink [8]. Attempts to
retain the effects of the triple nonlinearity on the viscosity
increment are analyzed in [35-37].

APPENDIX B: TAYLOR EXPANSION OF #* FUNCTIONS

We here describe the procedure for Taylor expanding a 6*
function. The high-band filter #* is defined as

0°() = 6(lj| —A) oA - [j)), A=A <A,

where the first restricts us to j>A and the second to j<A.
The 6-function product of consideration here is

() 0" (k= j), (B2)
and we Taylor expand 6" (k—j)=0(|k—j|-A)O(A—|k—j|) as
Ok - j| = A) = 6(/k = j| = Ao + K - [V O(k = j| = A)I|x=o

(B1)

o
= ol - A) +k - (k—_’:>[5(lk = Ao
Ik —j
o

k-j
= o(j] - A) - b—.|]5(li| —A)+ O,
OA — [k = 1) = O(A = [fe =)o + K - [V OA = [k = ) Teco

4 e

(B3)

ki
=0A-Jj))-k- <—J.>[5(A = |k =jD)]lk=o
L2
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4+ e

k-j
= (A - i) + b_'lj’m' i + 0.

(B4)
Our expansion is then
k-j
0k =j) = 6/G) = LU =)o = 4) = 6= A)A )]

+O(K). (BS)

APPENDIX C: EVALUATION OF THE NOISE
RENORMALIZATION

We now evaluate the correlation of the induced force to
leading order using a more compact notation. Starting from
Egs. (41) and (42),

(AFAS) =NM g My, f f dadpGiGiGHGy TR

X+ T IS G, Oy
(C1)
we note that our integrals here are unconstrained and the
shell of integration is controlled by the #* functions. Since

the substitution p—p’ =k' - p preserves the product
¢ (p) 0" (k' —p)— 0°(p") 60" (k' —p")= 6" (k' —p) 0 (p), we may

use it, along with the property of the vertex operator
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in the square brackets, to combine the two contributions and
write

(AFARY = 203Mb p ME f f dqdpGiGEIGHGE P(fift)

X6, gy

which we see is exactly Eq. (43). This reveals that the sym-
metry factor of 2 associated to the graph is due to exchang-
ing legs on the vertex. In to this we substitute the definition
of the force autocorrelation, then integration over p is trivi-
ally done using the J functions obtained to give

(AFASEy = 8NIME 5 ME Sk + k')

(C2)

X f dg|GYP|GPW(q)

f—

XW(lk - q|) P}, P16, 6;_,. (C3)
The constraint enforced by the remaining 6 function is then
used to restrict k'=—k, along with the property
M, (k") ok+k")==M (k) Sk+k"), resulting in

(AFEALS) == 8NGME g Mt Sk + k')
[ aaicipicawio
Jo—
><W(|k—q|)P‘[’;Mqu6;0,’;_q. (C4)

The frequency integral is then performed, closing the contour
in the upper-half plane and collecting the residue from two

M,,(k')=M,,, (k') and index relabeling for the second term  poles Q=iryg* and Q=w+ivylk—g|, with the result
J
2l kg T qliw+ vy(q* + k- q|)]+ [k - q|’liw - vo(g® + |k — q|»)] 1
dQ|G{’|Gy = — 2 r, 2 202 2y2 X 2 2
Vo q’lk - q|"[w® + v5(q” + |k - q|*)°] iw+v(q” - |k —q|)
w—0
T 1
= = . (C5)
vé{q%k ~4ql(¢* + |k - qP)
|
The limit w— 0 offers a huge simplification to the result. , —ZASW(% o a
This is inserted in to Eq. (C4), (AFEASy) = W Mg My, S+ k')
XJ ﬂq—z(yH)Pq P16+ O(F)
NN e o 2m)? put e .
(AfEAS Y= ——=— Mg Mt Sk + k')
” (©7)

m I P gt

(Co)

and the integrand is expanded to leading order in k as k

—0,

Note that there is a power of k associated to each of the
vertex operators, hence the leading contribution will always
go as k>. Expanding the function 6*(k—q) we do not generate
corrections as we are working to zero order in & in the inte-
grand and the corrections are O(k). Expanding the projection
operators and performing the (d— 1) angular integrals we find
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2)\ A A
(Afe fl/; 3(2 )d I;ByM’;W5(k+k/)
d(d 2)[(d 3)5BM57,,+ 5[375/“/

+ 85,6,,] f dgg 20 gr (C8)

where we expand the vertex operators, do the remaining in-
tegral, and perform contractions to obtain
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2 2
’ 2
(ALl 087, (", 0) = 5 2O+ R )2 Pelh)
) (e+y+2) _
- ) ©

which we rearrange to our final result
(Af ok, 0)Af,(k",0))
€(e+y+2)
(e+y+2)A"
B, = idz—_z
T mi2dd+2)

=2WN (O)Bd< )kzPap(k) Sk+k"),

(C10)
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