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ABSTRACT

The multi-level approach developed by Giles (2008) can be used to estimate mean first exit times for stochastic differential equations, which are of interest in finance, physics and chemical kinetics. Multi-level improves the computational expense of standard Monte Carlo in this setting by an order of magnitude. More precisely, for a target accuracy of TOL, so that the root mean square error of the estimator is $O(TOL)$, the $O(TOL^{-4})$ cost of standard Monte Carlo can be reduced to $O(TOL^{-3/2})$ with a multi-level scheme. This result was established in Higham, Mao, Roj, Song, and Yin (2013), and illustrated on some scalar examples. Here, we briefly overview the algorithm and present some new computational results in higher dimensions.

1 INTRODUCTION

We consider a system of stochastic differential equations (SDEs)

$$dX(s) = b(X(s))ds + \sigma(X(s))dW(s),$$

with deterministic initial condition $X(0) = x$. Here,

- $X$ takes values in $\mathbb{R}^d$, $b: \mathbb{R}^d \to \mathbb{R}^d$, and $\sigma: \mathbb{R}^d \to \mathbb{R}^{d \times d_1}$,
- $W = \{W(t): t \geq 0\}$ is a standard $d_1$-dimensional Brownian motion, and
- $(\Omega, \mathcal{F}, \mathbb{P}, \mathcal{F}_t)$ is a complete, filtered probability space satisfying the usual conditions.

Given a finite time $T$ and an open set $O \subset \mathbb{R}^d$, the stopped exit time, $\tau$, is the first time at which $X(s)$ leaves the open set $O$, or $T$ if this is smaller. We wish to approximate the expected value of this random variable.

We focus here on algorithms based on stochastic simulation—that is, we approximate the mean stopped exit time by computing pathwise samples and combining them into a Monte Carlo sample average. This approach has proved popular (Andersen 2000; Boyle, Broadie, and Glasserman 1997; Longstaff and Schwartz 2001; Mannella 1999) due to its simplicity and its ability to deal with high dimensions and complicated boundaries. In Higham, Mao, Roj, Song, and Yin (2013) a multi-level version of the Monte Carlo approach was proposed and analyzed, based on the ideas of Giles (2008) and Heinrich (2001). Our aim here is to give an overview of the approach and present further computational tests that back up the analysis.

Section 2 briefly describes the method, in relation to standard Monte Carlo, and its computational complexity, and section 3 presents the new computational results.
2 THE MULTI-LEVEL ALGORITHM

We use the basic, fixed stepsize, Euler–Maruyama method to simulate paths of the SDE (1). In the setting of standard Monte Carlo, we let $v_i$ denote the exit time sample arising from the $i$th path; that is, the minimum of (a) first time point at which the numerical solution leaves the region, and (b) the finite time limit $T$. The sample average over $N$ independent paths then has the form

$$\mu = \frac{1}{N} \sum_{i=1}^{N} v_i.$$

The overall error divides naturally into two parts,

$$E[\tau] - \mu = E[\tau - v + v] - \mu = (E[\tau - v]) + (E[v] - \mu).$$

The bias: that is, the weak error of the numerical method in terms of its ability to approximate the mean stopped exit time of the SDE. Results in Gobet and Menozzi (2004), Gobet and Menozzi (2007), Gobet and Menozzi (2010) show that this term is $O(h^{3})$ for a stepsize $h$.

The statistical error: which scales like $O(1/\sqrt{N})$ from the perspective of confidence interval width; see, for example, (Glasserman 2004).

Whether we measure computational cost in terms of

- the total number of evaluations of the coefficients $b(\cdot)$ or $\sigma(\cdot)$, or
- the number of pseudo-random number calls to obtain the Brownian increments for Euler–Maruyama,

we arrive at the conclusion that the expected computational cost of each path is proportional to $h^{-1}$. Letting TOL denote the target level of accuracy, in terms of confidence interval width, so that the root mean square error is $O(TOL)$, we require $O(h^{2}) \sim TOL$ in order to control the weak error and $1/\sqrt{N} \sim TOL$ to control the statistical error. The overall expected computational cost of the standard Monte Carlo method therefore scales like $Nh^{-1} = O(TOL^{-4})$.

The multi-level version uses a range of different stepsizes of the form $h_l = M^{-l}T$, for $l = 0, 1, 2, ..., L$, where $M$ is a fixed integer. (For all examples here we use $M = 4$.) At the most refined level, where $h_L = M^{-L}T$, we make the bias in the discretization method match the target accuracy of $O(TOL)$ by forcing $L = \frac{\log TOL - 2}{\log M}$. Letting $v_i[l]$ denote the Euler-Maruyama stopped exit time for each independent path $i$ using stepsize $h_l$, our overall approximation then takes the form

$$\mu = Z_0 + \sum_{l=1}^{L} Z_l = \frac{1}{N_0} \sum_{i=1}^{N_0} v_0[i] + \sum_{l=1}^{L} \frac{1}{N_l} \sum_{i=1}^{N_l} \left( v_l[i] - v_{l-1}[i] \right).$$

A key additional fact is that the two samples $v_l[i]$ and $v_{l-1}[i]$ come from the same Brownian path at two different levels of resolution. So generally, while independent Brownian paths are used at different levels $l$, within any particular level $l$, for $l > 0$, the pair $v_l[i]$ and $v_{l-1}[i]$ comes from the same path.

It is shown in Higham, Mao, Roj, Song, and Yin (2013) that a particular choice of samples-per-level, $N_l$, given by (2) below, leads to a method with the required user-specified accuracy of TOL having complexity $O(TOL^{-3} \log(TOL))^{1/2}$. This gives an almost $O(TOL^{-1})$ improvement over standard Monte Carlo.

We refer to Giles (2008) and the growing amount of follow-up literature for intuition about how the multi-level approach adds value, and to Higham, Mao, Roj, Song, and Yin (2013) for more details about the specific context of mean exit time computation. However, we make the important point that the success of the multi-level method relies on both the strong and weak convergence properties of the Euler–Maruyama method, despite the fact that a weak approximation is under investigation. Hence, the crucial step in the analysis was to establish the strong convergence rate of the Euler–Maruyama method in terms of its ability to approximate a hitting time. We recall this result from Higham, Mao, Roj, Song, and Yin (2013).
Theorem 1 Under the following assumptions:

1. **C^2 continuity**: \( b \) and \( \sigma \) have two continuous bounded derivatives on \( O \).

2. **Strong ellipticity**: for some \( c > 0 \), \( \sum_{i,j} (\sigma(x)\sigma^*(x))_{ij} \xi_i \xi_j > c|\xi|^2 \), for all \( x \in O, \xi \in \mathbb{R}^d \).

3. **Regularity of the boundary**: for \( d > 1 \), \( O \subset \mathbb{R}^d \) is a bounded open set with its boundary \( \partial O \) being \( C^2 \) smooth,

we have

\[
\mathbb{E}[|\tau - \nu|^p] = O(|h\log(h)|^{\frac{1}{2}}), \quad \forall p \geq 1.
\]

Here, smoothness of the coefficients is required only on the compact domain \( O \), so that many nonlinear SDEs (which, for example, may fail to have bounded derivatives on the whole of \( \mathbb{R}^d \)) are covered by the analysis.

3 COMPUTATIONAL RESULTS

In the following subsections we present computational results for two-dimensional Brownian motion, a simple neural network (two-dimensional correlated Brownian motion with drift hitting lines) and a first-to-default basket of corporate bonds (5-dimensional geometric Brownian motion.) For each example we confirm that the multi-level approximation converges to the correct value and estimate the order of the variance between fine and coarse approximations of stopped exit times. We also record the computational complexity, in comparison with the standard Monte Carlo method. Our aim is to add to the numerical tests in Higham, Mao, Roj, Song, and Yin (2013) by considering SDEs in more than one dimension and problems on a non-compact domain. Example 3.1 fulfills all the assumptions of Theorem 1; examples 3.2 and 3.3 violate the assumption of a non-compact domain. However, we show numerically that the multi-level algorithm performs well in this setting, too.

3.1 Two-dimensional Brownian Motion

We first simulate two-dimensional Brownian motion starting at the origin, with boundary given by a ball of radius \( R \). In the notation of (1) we have \( d = 2 \), \( b \equiv 0 \) and \( \sigma = I \), where \( I \) denotes the identity matrix. The finite cutoff time is set to \( T = 1 \) and simulations are performed for three different radius sizes. By varying the radius we check whether the multi-level algorithm performs well when the majority of sample paths leave the domain in the fixed time \( T \) and also when they stay in the domain within this time. The estimated stopped exit time value is compared against a reference value, which in this case was obtained using Monte Carlo simulations with \( N = 5 \times 10^7 \) samples and a stepsize \( h = 10^{-4} \). The results are presented in Table 1. We observe that a more stringent accuracy requirement decreases the error in the multi-level estimate, as expected.

In a separate test, we then fix \( R = 1 \) and check the convergence behavior. In the left picture of Figure 1 we plot on a log-log scale the accuracy obtained by the multi-level algorithm as a function of TOL for \( \text{TOL} = 10^{-3}, 5 \times 10^{-3}, 10^{-2} \) and \( 5 \times 10^{-2} \). We see that the algorithm produces an error that scales like TOL. A line with a slope 1 is included for reference.

In the right picture of Figure 1 we plot the quantity \( \log(\text{Var}[v_l - v_{l-1}])/\log(M) \) over different levels, for a user-specified accuracy of TOL = 0.001. A least squares fit for the slope produces \( q = -0.5525 \) with a residual of 0.1884. A line with a slope \(-\frac{1}{2}\) is also included for reference. This agrees with the estimate in Higham, Mao, Roj, Song, and Yin (2013), which forms a key part of the complexity analysis.

Finally, we compare the computational complexity of standard Monte Carlo with the multi-level version in Figure 2. The computational cost of the multi-level version is measured as

\[
\text{Cost}_{\text{MLMC}} := \left( N_0 + \sum_{l=1}^L N_l M_l \right) \frac{d}{T} \mathbb{E}[\tau],
\]
Table 1: Reference solution was obtained using Monte Carlo simulations, $N = 5 \times 10^7$, $h = 10^{-4}$. Values in parentheses indicate the half-width of the 95% confidence interval.

<table>
<thead>
<tr>
<th>Radius</th>
<th>Reference value</th>
<th>TOL</th>
<th>MLMC</th>
<th>Absolute error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R = 0.5$</td>
<td>0.1279 (0.00003)</td>
<td>0.01</td>
<td>0.1317</td>
<td>2.97</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>0.1354</td>
<td>5.86</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>0.1294</td>
<td>1.17</td>
<td></td>
</tr>
<tr>
<td>$R = 1.0$</td>
<td>0.4737 (0.00008)</td>
<td>0.01</td>
<td>0.5037</td>
<td>6.33</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>0.4807</td>
<td>1.48</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>0.4758</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>$R = 1.5$</td>
<td>0.7830 (0.00008)</td>
<td>0.01</td>
<td>0.8454</td>
<td>7.97</td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>0.7853</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>0.7847</td>
<td>0.22</td>
<td></td>
</tr>
</tbody>
</table>

where $d$ is the dimension of the approximated process and $N_l$ is the number of paths used on each level, calculated as

$$N_l = \left\lceil 2TOL^{-2} \sqrt{\text{Var}[v_l - v_{l-1}]M^{-l}} \left( \sum_{j=0}^{L} \sqrt{\text{Var}[v_j - v_{j-1}]M^j} \right) \right\rceil, \quad 0 \leq l \leq L. \quad (2)$$

We measure the computational cost of the standard Monte Carlo method as

$$\text{Cost}_{\text{stdMC}} := \frac{Nd}{h} \mathbb{E}[\tau],$$

where $h$ is the fixed stepsize such that $h = TOL^2$ and $N$ is the total number of sample paths, chosen adaptively to obtain the required variance. In Figure 2 we plot on a log-log scale the computational cost as a function of the accuracy TOL. For $TOL = 2^{-4}$, $2^{-5}$, $2^{-6}$, $2^{-7}$ and $2^{-8}$ we perform 50 multi-level Monte Carlo computations using different initial states of the pseudo-random number generator, and plot the complexity results with green circles. Then we take averages for each accuracy, indicated as black crosses, and compare them with the complexity of standard Monte Carlo, indicated as red squares. A least squares fit performed on the Monte Carlo slope produces $q = -4.2156$ with a residual 1.0966, and on the multi-level Monte Carlo slope gives $q = -3.1688$ with a residual of 1.2891. This is in agreement with the analytical results quoted in Section 1: the standard Monte Carlo complexity of $O(TOL^{-4})$ and the multi-level Monte Carlo complexity of $O(TOL^{-3} |\log(TOL)|^{1/2})$.

3.2 Simple Neural Network

We now apply the multi-level Monte Carlo algorithm in a neural network setting. Various models have been considered for the firing of single neurons, but there is an agreement among researchers that if the electrical state of the neural membrane is stated as a single number, which moves towards or away from the firing potential depending on whether the neuron receives excitatory or inhibitory input, respectively, then the time to firing can be estimated by the first hitting time of a certain level for a Brownian motion with drift (Fienberg 1974; Gerstein and Mandelbrot 1964; Iyengar 1985).

Here we are interested in the mean first hitting time of 2-dimensional correlated Brownian motion with drift $b$,

$$dX_i(s) = b_id s + \sigma_i dW_i(s),$$

with constant drift $b_1 = 0.1$, $b_2 = 0.2$, constant diffusion coefficient $\sigma_1 = 1$, $i = 1, 2$, initial value $X_i(0) = 1$, $i = 1, 2$ and correlation coefficient $\rho = -0.5$, producing the variance-covariance matrix $\Sigma = \begin{bmatrix} 1 & -0.5 \\ -0.5 & 1 \end{bmatrix}$. 
The Cholesky decomposition of $\Sigma$ gives $C = \begin{bmatrix} 1 & -0.5 \\ 0 & 0.8660 \end{bmatrix}$, which is then used to simulate correlated Brownian motions. For $i = 1,2$ we define the stopping times

$$\tau_i = \inf\{t > 0 : X_i(t) \leq B_i\},$$

where we set $B_1 = 0.5$ and $B_2 = 0.25$. The quantity of interest is then $\mathbb{E}[(\tau_1 \wedge \tau_2) \wedge T]$. In Figure 3 we check the convergence rates of the algorithm and variance. The results are consistent with those in subsection 3.1. A least squares fit for the variance slope gives $q = -0.5025$ with a residual 0.0559.

We also check the computational cost of the algorithm in Figure 4. A least squares fit for the standard Monte Carlo slope produces $q = -3.9492$ with a residual 1.1694, whereas the multi-level method gives $q = -3.2004$ with a residual 0.5913, confirming the theoretical complexity outlined in Section 1.

3.3 First-to-Default Swaps

Finally, we apply the multi-level Monte Carlo algorithm in a financial setting to basket default swaps used in risk management. These financial instruments are derivative securities tied to an underlying basket of corporate bonds or other assets subject to credit risk. A basket default swap gives the protection buyer a type of insurance against the possibility of default in exchange for regular payments made to the protection seller (Chen and Glasserman 2008). These instruments are popular mainly because insuring a basket of assets is usually cheaper than insuring each asset separately. We focus on the example of a first-to-default swap in which the protection buyer is compensated if any asset in the basket defaults, at which time the contract expires (Joro, Niu, and Na 2004).

Without trying to price the protection and value legs at several dates, here we are interested in mean first default time of the first-to-default basket of 5 corporate bonds with maturity $T = 2$ years. We note that it is common to use structural models (see, for example, (Black and Cox 1976)) with a geometric Brownian motion to describe dynamics for the value of the underlying assets (Crouhy, Galai, and Mark...
Figure 2: Two-dimensional Brownian motion. Computational cost of standard Monte Carlo (red squares) and multi-level Monte Carlo (green circles). Black crosses indicate averages of multi-level Monte Carlo cost for each accuracy.

Hence, we simulate the underlying processes using a geometric Brownian motion model

\[ dX_i(s) = b_i X_i(s) ds + \sigma_i X_i(s) dW_i(s), \]

with constant drift coefficient \( b_1 = 0.11, b_2 = 0.09, b_3 = 0.07, b_4 = 0.04, b_5 = 0.02, \) and constant volatility \( \sigma_1 = 0.4, \sigma_2 = 0.6, \sigma_3 = 0.8, \sigma_4 = 0.8, \sigma_5 = 1. \) The initial value of each company is set to 1, i.e., \( X_i(0) = 1, i = 1, \ldots, 5. \) The lower boundary, which is a default level, is set to \( B = 0.1. \) We are interested in estimating the quantity \( \mathbb{E}[(\tau_1 \wedge \tau_2 \wedge \tau_3 \wedge \tau_4 \wedge \tau_5) \wedge T] \). We used Monte Carlo simulations with a fixed timestep \( h = 10^{-3} \) and \( N = 5 \times 10^6 \) samples to obtain a reference value of \( \mathbb{E}[(\tau \wedge T)] = 1.2359 \) for the mean first default time of the basket. The half-interval width of the 95% confidence interval is 0.0005, making the statistical error negligible.

We use the same format as in the previous two examples. In the right hand picture of Figure 5 a least squares fit for the slope produces \( q = -0.6049 \) with a residual of 0.5252.

In Figure 6 a least squares fit performed on the Monte Carlo slope produces \( q = -4.1018 \) with a residual 2.9224, and on the multi-level Monte Carlo slope gives \( q = -2.7704 \) with a residual of 1.4031. The results are also consistent with the theoretical predictions.
Figure 3: Neural network. Left: weak error of the multi-level algorithm. Right: variance of $v_l - v_{l-1}$ over a sequence of levels.

Figure 4: Neural network. Computational cost of standard Monte Carlo (red squares) and multi-level Monte Carlo (green circles). Black crosses indicate averages over 50 simulations of multi-level Monte Carlo cost for each accuracy.
Figure 5: First-to-default. Left: weak error of the multi-level algorithm. Right: variance of $\nu_l - \nu_{l-1}$ over a sequence of levels.

Figure 6: First-to-default. Computational cost of standard Monte Carlo (red squares) and multi-level Monte Carlo (green circles). Black crosses indicate averages over 30 simulations of multi-level Monte Carlo cost for each accuracy.
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