
This version is available at https://strathprints.strath.ac.uk/41706/

Strathprints is designed to allow users to access the research output of the University of Strathclyde. Unless otherwise explicitly stated on the manuscript, Copyright © and Moral Rights for the papers on this site are retained by the individual authors and/or other copyright owners. Please check the manuscript for details of any other licences that may have been applied. You may not engage in further distribution of the material for any profitmaking activities or any commercial gain. You may freely distribute both the url (https://strathprints.strath.ac.uk/) and the content of this paper for research or private study, educational, or not-for-profit purposes without prior permission or charge.

Any correspondence concerning this service should be sent to the Strathprints administrator: strathprints@strath.ac.uk

The Strathprints institutional repository (https://strathprints.strath.ac.uk) is a digital archive of University of Strathclyde research outputs. It has been developed to disseminate open access research outputs, expose data about those outputs, and enable the management and persistent access to Strathclyde's intellectual output.
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Abstract. We present a preconditioned nullspace method for the numerical solution of large sparse linear systems that arise from discretizations of continuum models for the orientational properties of liquid crystals. The approach effectively deals with pointwise unit-vector constraints, which are prevalent in such models. The indefinite, saddle-point nature of such problems, which can arise from either or both of two sources (pointwise unit-vector constraints, coupled electric fields), is illustrated. Both analytical and numerical results are given for a model problem.
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1. Introduction. Many continuum models for the orientational properties of liquid crystals involve one or more state variables that are vector fields of unit length. The pointwise unit-vector constraints associated with discretizations of such models give rise to indefinite linear systems of saddle-point form, when these constraints are imposed via Lagrange multipliers. In problems such as these, indefiniteness also frequently manifests itself due to another influence (coupling with applied electric fields), and this leads to a double saddle-point structure. We are interested in the efficient numerical solution by iterative methods of large sparse linear systems of algebraic equations associated with such problems. We begin by presenting some background on these materials and models.

1.1. Liquid crystals background. Liquid crystals are materials that are capable of existing in certain mesophases “in-between” isotropic liquids and solid crystals. They enjoy properties of both. They are fluid, yet their molecules (on average) possess long-range orientational order. A variety of liquid crystal phases (characterized by different ordering symmetries) are possible, and a number of organic compounds, mixtures, and assemblies exhibit one or more of these phases. Liquid crystals are important in technology because they can be used to control light: the orientational properties in liquid crystal films and cells can be manipulated by electric fields to give desired characteristics for the reflection and transmission of light waves. These effects have led to a number of important technologies, most in the area of display devices. Standard references include [4, 9, 27, 29].

In the area of liquid crystals, numerical modeling is used for several purposes, including optimizing the performance of devices, analyzing experiments, and validating theory. In the past, one-dimensional (1-D) and two-dimensional (2-D) modeling...
(one or two space dimensions) has often been adequate. This has been due to the simplicity of many of the geometries (thin films, cylindrical fibers, spherical droplets, etc.) and the fact that many three-dimensional (3-D) problems are symmetry reducible. Since many devices exist to control light, and since many experiments rely on microscopy of some form, the numerical modeling often involves two stages: first, characterizing the molecular orientational properties of the medium, and then second, determining the resulting optical behavior. Several modern devices now require bona fide 3-D modeling—this includes, for example, certain bistable devices and photorefractive cells [7, 18, 20]. Such problems pose greater challenges for numerical modeling, for characterizing both the orientational state as well as the optical properties. We are interested here in addressing the first issue, that is, in developing efficient numerical methods for computing the equilibrium orientational state of a liquid crystal in a realistic device or experiment with a bona fide 3-D structure. In a typical numerical exploration, one would need to solve such problems repeatedly in a parameter-continuation mode.

Materials in the liquid crystal phase are anisotropic with respect to essentially all of their physical properties—that is, conductivities, susceptibilities, and the like depend on direction, orientation—and this includes their optical properties. To characterize their optical behavior, one requires the average orientations of the molecular axes throughout the sample, which determine the dielectric tensor at each point. The most commonly used continuum models for equilibrium orientational properties of liquid crystals utilize as state variables one or more unit-vector fields. For the uniaxial nematic phase (the simplest and most common liquid crystal phase), this is the liquid crystal director (unit vector denoting the average orientation of the molecules in a fluid element at a point), traditionally denoted by $n$.

### 1.2. Free energy models

For uniaxial nematic systems in equilibrium, the relevant thermodynamic potential, expressed as an integral functional of the state variables, is the free energy $F$. For any given parameter values, the globally stable phase of the system is the stationary point of $F$ of least free energy. Several free-energy models are used; the oldest and still most common is the Oseen–Frank elastic model; see [27, Chap. 2] or [29, Chap. 3]—which has the general form

\begin{equation}
F[n] = \int_{\Omega} W(n, \nabla n), \quad |n| = 1,
\end{equation}

with the free-energy density $W$ given by

\begin{equation}
2W = K_1 (\text{div } n)^2 + K_2 (n \cdot \text{curl } n)^2 + K_3 |n \times \text{curl } n|^2 \\
+ (K_2 + K_4) [\text{tr}(\nabla n)^2 - (\text{div } n)^2].
\end{equation}

Here $\Omega$ is the region occupied by the liquid crystal, $n$ is the liquid crystal director field (unit-length vector field on $\Omega$), and $K_1$, $K_2$, $K_3$, and $K_4$ are temperature-dependent material constants, which must obey certain inequalities to guarantee that $W$ is positive definite; see [27, section 2.2.1] or [29, section 3.4]. A commonly encountered approximation to the above is the equal-elastic-constant model:

\begin{equation}
K_1 = K_2 = K_3 = K > 0, \quad K_4 = 0, \quad W = \frac{K}{2} |\nabla n|^2, \quad |\nabla n|^2 = \sum_{i,j=1}^{3} \left( \frac{\partial n_i}{\partial x_j} \right)^2.
\end{equation}

The model (1.1) is a phenomenological model for the distortional elasticity, constructed to be quadratic in $\nabla n$ and to satisfy certain symmetry and invariance properties. It simply attaches energy costs to departures of the director field from local
parallel alignment (which is the preferred state of the system and is due to the nature of the intermolecular forces in such materials).

One of the main difficulties in dealing with such a model numerically is the unit-vector constraint on \( n \), which must be satisfied at each point in \( \Omega \). In the simplest cases, this can be managed by representing \( n \) in terms of orientation angles, for example,

\[
(1.3) \quad n = \cos \theta \cos \phi e_x + \cos \theta \sin \phi e_y + \sin \theta e_z,
\]

which recasts the problem as an unconstrained problem for the scalar fields \( \theta \) and \( \phi \). In particular, the equal-elastic-constant model (1.2) becomes

\[
\mathcal{F}[n] = \frac{K}{2} \int_{\Omega} |\nabla n|^2 \quad \leftrightarrow \quad \mathcal{F}[\theta, \phi] = \frac{K}{2} \int_{\Omega} \left[ |\nabla \theta|^2 + \cos^2 \theta |\nabla \phi|^2 \right].
\]

Difficulties with this approach result from the facts that first, such a representation degenerates when \( \cos \theta = 0 \) (and \( \phi \) is undefined), and second, the angles suffer jumps across \( \theta \pm 2\pi, \phi \pm 2\pi \). The formulation in terms of \( \theta \) and \( \phi \) is generally more cumbersome analytically (than the \( n \) formulation), especially for the full free-energy density (1.1b); however, it can be used effectively in sufficiently simple settings. When an angle representation can’t be employed, it is common to enforce the constraint \( |n| = 1 \) via Lagrange multipliers. This provides the cleanest formulation and is robust with respect to the orientation of \( n \); however, it changes a potential minimization problem into a saddle-point problem.

Several other liquid crystal models involve unit-length vector fields and constraints. These include certain alternate representations of Oseen–Frank in terms of dyadic tensors [2, 10, 21], generalizations of Oseen–Frank for nematics with non-uniform degree of orientational order [29, Chap. 6], several models of smectic liquid crystals (the second most common and important liquid crystal phase after the nematic) [27, 28], and others. All of these models acquire an additional indefinite, saddle-point structure when they are coupled with an electric field, as discussed in the next section. Unit-vector constraints arise in other areas as well, including the modeling of ferromagnetic materials—see, for example, [13, 19].

### 1.3. Coupled electric fields.

Most devices and many experiments involve the interaction between a liquid crystal material and an applied electric field. The electric fields are usually created by sandwiching a liquid crystal film between electrodes to which a voltage is applied. In experiments, the electrodes are typically metals connected to controlled power supplies, while in portable devices, there are usually transparent conducting layers connected to small batteries. This is a coupled interaction, with the electric field influencing the orientations of the liquid crystal molecules and the molecular orientational properties in turn influencing the local electric fields through their effect on the dielectric tensor. Thus equilibrium orientation and electric field must be computed in a coupled, self-consistent way. Additional terms must be added to the free-energy densities, and this can be done for any liquid crystal model. We again illustrate the ideas in the context of the Oseen–Frank model.

The version of (1.1) for a coupled electric field (at constant potential) has the general form

\[
\mathcal{F} = \int_{\Omega} \left[ W(n, \nabla n) - \frac{1}{2} D \cdot E \right], \quad D = \varepsilon E.
\]
Here $W$ is the distortional elastic free-energy density (as before), $D$ is the electric displacement, $E$ is the local electric field, and $\varepsilon$ is the dielectric tensor (a real, symmetric, positive definite tensor field). In a uniaxial medium (with a single optic axis $n$), $\varepsilon$ depends on the orientation of the director and takes the form

$$
\varepsilon(n) = \varepsilon_0 (\varepsilon_\parallel I + \varepsilon_\perp n \otimes n) \quad \Rightarrow \quad D \cdot E = \varepsilon_0 [\varepsilon_\perp |E|^2 + \varepsilon_\alpha (E \cdot n)^2].
$$

Here $\varepsilon_0$ is the free-space dielectric constant, $I$ is the identity tensor, $\varepsilon_\alpha = \varepsilon_\parallel - \varepsilon_\perp$ is the dielectric anisotropy (with $\varepsilon_\parallel$ and $\varepsilon_\perp$ the relative dielectric permittivities parallel to and perpendicular to the local director, respectively), and $n \otimes n$ denotes the tensor (outer) product ($[n \otimes n] = [n_i n_j]$ in Cartesian form). The parameters $\varepsilon_0$, $\varepsilon_\parallel$, and $\varepsilon_\perp$ are positive, while $\varepsilon_\alpha$ can be either positive (the more common case) or negative. In an equilibrium setting, the electric field can be represented by

$$
E = -\nabla U, \quad U = \text{electrostatic potential}.
$$

Using the equal-elastic-constant approximation (1.2), we would have

$$
\mathcal{F}[n, U] = \int_\Omega W(n, \nabla n, \nabla U), \quad 2W = K |\nabla n|^2 - \varepsilon_0 [\varepsilon_\perp |\nabla U|^2 + \varepsilon_\alpha (\nabla U \cdot n)^2].
$$

It can be seen that minimizing this expression with respect to $n$ encourages the directors to align parallel to $E$ when $\varepsilon_\alpha > 0$ ("positive dielectric anisotropy") and perpendicular to $E$ when $\varepsilon_\alpha < 0$ ("negative dielectric anisotropy"). The intrinsic saddle-point nature of the electric-field coupling is also clear: equilibria are minimizing with respect to $n$ but maximizing with respect to the scalar field $U$. These then are the computational obstacles that need to be addressed: equilibrium calculations involving director fields in three space dimensions, with unit-vector constraints, and coupled electric fields, in some combination.

The outline of the paper is as follows. In section 2, a model problem and its properties and discretization are described. Section 3 focuses on the Newton iteration used for solving the resulting nonlinear equations and highlights some properties of the associated Hessian matrix. The nullspace method for the inner Hessian system is discussed in section 4. Block preconditioning for the iterative solver is analyzed in section 5. Finally, the overall efficiency of the methods is demonstrated using numerical examples in section 6.

2. Model problem. In this paper, we will illustrate our ideas in the context of a model problem in one space dimension. While this particular problem can be solved quite simply, it embodies almost all of the features of the real target applications, is amenable to some analysis, and provides a satisfactory proof of concept for our approach. In this section, we introduce this problem and discuss the behavior of its solutions and their parameter dependence. We also derive a dimensionless form for the model free energy and an associated finite element discretization, which are used in what follows.

2.1. Twisted nematic device. A simple model problem that captures several of the essential features of interest is the twisted nematic device (or twisted nematic cell); see [27, section 3.7] or [29, section 4.5]. The basic system involves a thin liquid crystal film sandwiched between conducting and polarizing layers. The device switches between an “off state” (with no applied voltage), in which incident light is reflected, and an “on state” (applied voltage above a critical threshold), in which incident light...
is absorbed. The actual optics of the effect are subtle and involve rotation of the polarization of the light through the film. A large number of liquid-crystal-based display devices operate on some variant of this simple idea.

This system can be modeled as one dimensional, with director and potential fields and free energy (in the equal-constant approximation, for simplicity) given, respectively, by

\[ n = u(z)e_x + v(z)e_y + w(z)e_z, \quad U = U(z), \quad 0 < z < d, \quad d = \text{film thickness} \]

\[ \mathcal{F}[u, v, w, U] = \frac{1}{2} \int_0^d \left[ K(u_z^2 + v_z^2 + w_z^2) - \varepsilon_0 (\varepsilon_\perp + \varepsilon_n w^2) U_z^2 \right] dz, \quad u_z = \frac{du}{dz}, \text{ etc.} \]

With \( \lambda \) the Lagrange-multiplier field for the constraint on \( n \), the first-order necessary conditions give the coupled, constrained equilibrium equations (in strong form)

\[ -K u_{zz} = \lambda u, \quad -K v_{zz} = \lambda v, \quad -K w_{zz} - \varepsilon_0 \varepsilon_n U_z^2 w = \lambda w \]

\[ \frac{d}{dz} \left( [\varepsilon_\perp + \varepsilon_n w^2] U_z \right) = 0, \quad u^2 + v^2 + w^2 = 1, \quad 0 < z < d, \]

with boundary conditions

\[ u(0) = 1, \quad v(0) = 0, \quad w(0) = 0, \quad U(0) = 0 \]

\[ u(d) = 0, \quad v(d) = 1, \quad w(d) = 0, \quad U(d) = V, \]

where \( V \) is the applied voltage. Nonlinearity manifests itself through the Lagrange-multiplier field \( \lambda(z) \) and the terms involving \( U_z^2 \) and \( w^2 \), which also provide the coupling between \( E \) and \( n \). In the more realistic case of unequal elastic constants, one would have more couplings among the fields.

The phase of the system is the equilibrium state of least free energy. For \( V < V_c \) (critical switching voltage), the stable (“off state”) solution is a 90° helical twist of the director field accompanied by a uniform electric field, given exactly by

\[ u(z) = \cos \frac{\pi z}{2d}, \quad v(z) = \sin \frac{\pi z}{2d}, \quad w(z) = 0, \quad U(z) = V \frac{z}{d}, \quad E = -\frac{V}{d} e_z. \]

It can be verified directly that \( u, v, w, \) and \( U \) above satisfy (2.1a) and (2.1b) with constant \( \lambda = K \pi^2/(4d^2) \). For \( V_c < V \), the pure-twist solution above remains an equilibrium solution, although it is now locally unstable. In this range, a tilted solution \( (w \neq 0) \), for which the electric field is no longer uniform and for which an analytical solution is only available in implicit form, has lower free energy; see [27, section 3.7]. For \( V_c \ll V \), the director field essentially aligns with the electric field throughout most of the cell (except for narrow boundary layers at \( z = 0 \) and \( z = d \)), resulting in an “on-state” solution resembling \( u, v \approx 0, w \approx 1 \) or \(-1 \) (\( n \approx e_x \) or \(-e_x \)). There is a symmetry breaking, pitchfork bifurcation at \( V = V_c \). Typical parameter values are

\[ K = 10^{-11} \text{ joules per meter}, \quad \varepsilon_0 = 8.8542 \times 10^{-12} \text{ farads per meter}, \]

\[ d = 10 \text{ micrometers}, \quad \varepsilon_\parallel = 15, \quad \varepsilon_\perp = 5, \quad \varepsilon_n = 10; \]

see [27, Table D.3, p. 330], for which

\[ V_c = \frac{\pi}{2} \sqrt{\frac{3K}{\varepsilon_0 \varepsilon_n}} \approx 0.9143 \text{ volts}. \]

Figure 2.1 contains plots of the off-state and on-state solutions with the parameter values above for \( V = 0.5 \) volts and \( V = 5.0 \) volts expressed in terms of the orientation.
Fig. 2.1. Equilibrium “off-state” and “on state” solutions of (2.1) for $V = 0.5$ volts ((a) and (b)) and $V = 5.0$ volts ((c) and (d)). Parameter values are as given in (2.2). Plots (a) and (c) give the electric potential field $U$ and the director field expressed in terms of orientation angles (1.3): $\theta =$ “tilt angle,” $\phi =$ “twist angle.” Plots (b) and (d) render the director field $n$ as a “peg plot.”

angles $\theta$ (“tilt angle”) and $\phi$ (“twist angle”) from (1.3). Figure 2.2 shows the associated bifurcation diagram, in terms of maximum tilt angle vs applied voltage. As mentioned already, this model problem can be solved quite simply, yet it serves well for illustration and exploration, because it embodies several of the features of interest: pointwise constraints, Lagrange multipliers, and indefiniteness due to coupled electric fields.

2.2. Nondimensionalization. For convenience in terms of both analysis and numerical modeling, we nondimensionalize the problem using

$$
\tilde{z} := \frac{z}{d}, \quad \tilde{U} := \frac{U}{V}
$$
to obtain the nondimensionalized free energy

\[ \tilde{\mathcal{F}}[\bar{u}, \bar{v}, \bar{w}, \bar{U}] = \frac{1}{2} \int_0^1 \left( (\bar{u}_z^2 + \bar{v}_z^2 + \bar{w}_z^2) - \alpha^2 (\beta + \bar{w}_z^2) \bar{U}_z^2 \right) dz, \]

where \( \bar{z} \in [0, 1] \),

\[ \alpha^2 := \frac{\varepsilon_0 \varepsilon_a V^2}{K}, \quad \beta := \frac{\varepsilon_a}{\varepsilon_a}, \quad \tilde{\mathcal{F}} := \frac{\mathcal{F}}{K/d}, \]

and we have assumed \( \varepsilon_a > 0, V \neq 0 \). Here \( \alpha \) and \( \beta \) are dimensionless parameters, and \( \tilde{\mathcal{F}} \) is the dimensionless free energy. The main control parameter is \( \alpha \) (which is proportional to the magnitude of the applied voltage and is taken to be positive). Its critical switching value is given by

\[ \alpha_c = \frac{\sqrt{3}\pi}{2} \approx 2.721. \]

The value of \( \beta \) associated with the parameters in (2.2) is \( \beta = \frac{1}{2} \). For the remainder of the paper, we will work with these nondimensionalized equations but for ease of notation will omit the overbars.

2.3. Discretization. Our model problem can be discretized in a variety of ways, starting from the strong or weak forms of the equilibrium equations or from the free-energy functional itself, and utilizing various types of finite elements or finite differences or other discretization methods. If we approximate \( \mathcal{F} \) directly via a uniform piecewise-linear finite element scheme with \( N = n + 1 \) cells using nodal quadrature, for example, we obtain

\[ \mathcal{F}[u, v, w, U] \approx f(u_1, \ldots, u_n, v_1, \ldots, v_n, w_1, \ldots, w_n, U_1, \ldots, U_n), \]

where

\[ f = \frac{\Delta z}{2} \sum_{j=0}^{N-1} \left\{ \left( \frac{u_{j+1} - u_j}{\Delta z} \right)^2 + \left( \frac{v_{j+1} - v_j}{\Delta z} \right)^2 + \left( \frac{w_{j+1} - w_j}{\Delta z} \right)^2 \right. \]

\[ \left. - \alpha^2 \left[ \beta + \left( \frac{w_{j+1}^2 + w_j^2}{2} \right) \right] \left( \frac{U_{j+1} - U_j}{\Delta z} \right)^2 \right\}, \]
with

\[ z_j = j \Delta z, \quad j = 0, \ldots, N, \quad \Delta z = \frac{1}{N}, \quad n = N - 1, \quad u_j \simeq u(z_j), \text{ etc.} \]

The Dirichlet boundary conditions

\[ u(0) = 1, \quad v(0) = 0, \quad w(0) = 0, \quad U(0) = 0, \quad u(1) = 0, \quad v(1) = 1, \quad w(1) = 0, \quad U(1) = 1 \]

are used to eliminate \( u_0, v_0, w_0, U_0 \) and \( u_N, v_N, w_N, U_N \). From now on, we will assume that where these values occur in given formulas, they are replaced by their appropriate boundary values.

To identify stationary points of \( f \) subject to the constraint that the directors have length one, we use Lagrange multipliers to impose the condition \( u_j^2 + v_j^2 + w_j^2 = 1 \) at each interior grid point \( z_j, j = 1, \ldots, n \). That is, we construct the Lagrangian

\[ L = f + \frac{1}{2} \lambda_1(u_1^2 + v_1^2 + w_1^2 - 1) + \cdots + \frac{1}{2} \lambda_n(u_n^2 + v_n^2 + w_n^2 - 1) \]

and find stationary points of \( L \) by solving the system of 5n nonlinear equations

\begin{equation}
\nabla L(x) = 0 \quad \text{for} \quad x = \begin{bmatrix} n \\ \lambda \\ U \end{bmatrix},
\end{equation}

where

\[ \lambda = \begin{bmatrix} \lambda_1 \\ \vdots \\ \lambda_n \end{bmatrix}, \quad U = \begin{bmatrix} U_1 \\ \vdots \\ U_n \end{bmatrix}, \quad \text{and} \quad n = \begin{bmatrix} n_1 \\ \vdots \\ n_n \end{bmatrix}, \quad n_j = \begin{bmatrix} u_j \\ v_j \\ w_j \end{bmatrix}, \quad j = 1, \ldots, n. \]

3. Newton iteration. The equations in (2.5) can be solved using a Newton iteration, which at step \( k \) leads to a linear system of the form

\begin{equation}
\nabla^2 L(x^{(k)}) \delta x^{(k)} = -\nabla L(x^{(k)}),
\end{equation}

which must be solved for the Newton correction \( \delta x^{(k)} \). In the numerical optimization literature, this straightforward approach is sometimes referred to as the Lagrange Newton method [12, section 12.4]. The 5n × 5n coefficient matrix and right-hand-side vector above are formed from the Hessian and the gradient of the Lagrangian \( L \). In block form, they have the structure

\begin{equation}
\nabla^2 L = \begin{bmatrix} \nabla^2_{nn} L & \nabla^2_{n\lambda} L & \nabla^2_{nU} L \\
abla^2_{\lambda n} L & \nabla^2_{\lambda\lambda} L & \nabla^2_{\lambda U} L \\
abla^2_{U n} L & \nabla^2_{U\lambda} L & \nabla^2_{U U} L \end{bmatrix}, \quad \nabla L = \begin{bmatrix} \nabla_n L \\ \nabla_\lambda L \\ \nabla_U L \end{bmatrix}.
\end{equation}

In a typical numerical exploration, the large sparse linear system (3.1) must be solved repeatedly in parameter-continuation mode. Our main objective is to develop efficient iterative techniques to solve such systems.

3.1. Nondegeneracy condition. The nonlinear system (2.5) has the form of an equality constrained optimization problem:

\[ f \text{ stationary, subject to } g_1 = \cdots = g_n = 0, \]

where \( f = f(n, U) \) is the discretized free energy, as in (2.4), and
are given by

\[ g_j(n) = \frac{1}{2} \left( |n_j|^2 - 1 \right) = \frac{1}{2} \left( u_j^2 + v_j^2 + w_j^2 - 1 \right). \]

Classical theorems concerning the existence of Lagrange multipliers require the non-
degeneracy condition that \( \nabla g_1, \ldots, \nabla g_n \) are linearly independent at the critical point:
see, for example, [12, section 9.1], [15, section 3.4.1], or [25, section 7.2]. For the
simple constraints of our problem, this is equivalent to

\[ n_1, \ldots, n_n \neq 0 \Leftrightarrow u_j^2 + v_j^2 + w_j^2 \neq 0, \quad j = 1, \ldots, n. \]

This condition, which necessarily holds at any constrained stationary point (by virtue
of \( g_j = 0 \Leftrightarrow |n_j| = 1 \)), guarantees the existence of the Lagrange multipliers. It also
has implications, explored in what follows, for iterative solution algorithms.

### 3.2. Gradient components

The components of \( \nabla L \) for our model problem are given by

\[
\frac{\partial L}{\partial u_j} = \frac{1}{\Delta z} (-u_{j-1} + 2u_j - u_{j+1}) + \lambda_j u_j, \\
\frac{\partial L}{\partial v_j} = \frac{1}{\Delta z} (-v_{j-1} + 2v_j - v_{j+1}) + \lambda_j v_j, \\
\frac{\partial L}{\partial w_j} = \frac{1}{\Delta z} (-w_{j-1} + 2w_j - w_{j+1}) + \lambda_j w_j
\]

\[(3.3) \]

\[-\frac{\alpha^2}{2\Delta z} w_j \left[ (U_j - U_{j-1})^2 + (U_{j+1} - U_j)^2 \right], \]

\[
\frac{\partial L}{\partial \lambda_j} = \frac{1}{2} (u_j^2 + v_j^2 + w_j^2 - 1), \\
\frac{\partial L}{\partial U_j} = a_{j+\frac{1}{2}} \frac{U_{j+1} - U_j}{\Delta z} - a_{j-\frac{1}{2}} \frac{U_j - U_{j-1}}{\Delta z},
\]

where

\[(3.4) \quad a_{j+\frac{1}{2}} := \alpha^2 \left( \beta + \frac{w_j^2 - 1}{2} \right), \quad a_{j+\frac{1}{2}} := \alpha^2 \left( \beta + \frac{w_j^2 + w_{j+1}^2}{2} \right). \]

Formulas (3.3) and (3.4) are valid for \( j = 1, \ldots, n \). The associated discrete con-
strained equilibrium equations \( \nabla L = 0 \) can be seen to be second-order-consistent
approximations of the continuous constrained equilibrium equations

\[
u_{zz} + \lambda u = 0, \quad v_{zz} + \lambda v = 0, \quad w_{zz} + \alpha^2 U_z^2 w + \lambda w = 0,
\]

\[
\frac{d}{dz}((\beta + w^2)U_z) = 0, \quad u^2 + v^2 + w^2 = 1, \quad 0 < z < 1,
\]

which correspond to a nondimensionalized version of (2.1) and which have a differently
normalized Lagrange-multiplier field than in (3.3) above.

### 3.3. Hessian components

In this section, we summarize the nature of the individual blocks of the Hessian (3.2), which are obtained by differentiations of the
gradient formulas in (3.3). We will write the general block structure as

\[
\nabla^2 L = \begin{bmatrix} \nabla^2_{nn} L & \nabla^2_{n\lambda} L & \nabla^2_{nU} L \\ \nabla^2_{\lambda n} L & \nabla^2_{\lambda\lambda} L & \nabla^2_{\lambda U} L \\ \nabla^2_{U n} L & \nabla^2_{U\lambda} L & \nabla^2_{UU} L \end{bmatrix} = \begin{bmatrix} A & B & D \\ B^T & O & O \\ D^T & O & -C \end{bmatrix},
\]

where \( O \) denotes a zero matrix of appropriate dimensions.
The Lagrange multipliers occur linearly in the $A$ submatrix, which has the form

$$A = A_0 + \Lambda,$$

where

$$A_0 = \begin{bmatrix} A_{11}^0 & A_{12}^0 & \cdots & A_{1n}^0 \\ A_{21}^0 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & A_{n-1,n}^0 \\ A_{n,n-1}^0 & \cdots & A_{n,n}^0 & \end{bmatrix}, \quad \Lambda = \begin{bmatrix} \Lambda_1 \\ \vdots \\ \Lambda_n \end{bmatrix}.$$  

The $A_0$ matrix reflects the distortional stiffness (analogous to a discrete vector Laplacian, in finite element scaling) and the influence of the electric field on the director (here felt only by $w$), while the Lagrange multipliers embody the reactions to the constraints.

The (1,2) block of (3.5) is a $3n \times n$ matrix that has the typical structure of a "corner matrix" in an equality constrained problem, with columns made up of the gradients of the constraints (which here have a very simple form). It takes the form

$$B = \nabla^2 n L = [\nabla_n g_1, \ldots, \nabla_n g_n] = \begin{bmatrix} n_1 \\ \vdots \\ n_n \end{bmatrix}.$$  

We observe that, assuming nondegeneracy of the directors (section 3.1),

$$\text{rank}(B) = \text{rank}(B^T) = \text{rank}(B^2B) = \text{rank}(BB^T) = n.$$  

Furthermore, $B^T B$ is a diagonal matrix such that, if the directors exactly satisfy the unit-vector constraints, then $B^T B = I_n$.

The (3,3) block is given by the $n \times n$ symmetric tridiagonal matrix

$$C = -\nabla^2 U U L = \frac{1}{\Delta z} \begin{bmatrix} a_{1/2} + a_{3/2} & -a_{3/2} \\ -a_{3/2} & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ -a_{n-1/2} & a_{n-1/2} + a_{n+1/2} \end{bmatrix},$$  

where $a_{j\pm 1/2}$ are as given in (3.4). For our model, $\beta > 0$, so if there is an applied voltage of any magnitude ($V \neq 0 \Rightarrow \alpha^2 > 0$), then $a_{j\pm 1/2} \geq \alpha^2 \beta > 0$, $j = 1, \ldots, n$, and $C$ is diagonally dominant with positive real diagonal entries and therefore positive definite. Note that the degenerate case of zero voltage, $V = 0$, implies $U = 0$, in which case, these degrees of freedom should be removed from the model. In the case of the off-state solution ($w = 0$), we see from (3.4) that $a_{j\pm 1/2} = \text{const}$, so $C$ is
proportional to a discrete Laplacian, as would also be the case if the medium were isotropic \((\varepsilon_\parallel = \varepsilon_\perp \Rightarrow \varepsilon_a = 0)\).

The \((1,3)\) block is a \(3n \times n\) matrix that takes the form

\[
D = \begin{bmatrix}
D_{11} & D_{12} & \cdots \\
D_{21} & \ddots & \cdots \\
\vdots & \ddots & \ddots \\
D_{n,n-1} & D_{n-1,n} & \cdots & D_{nn}
\end{bmatrix},
\]

where

\[
D_{j,j-1} = \frac{\alpha^2}{\Delta z} \begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

and

\[
D_{j,j} = \frac{\alpha^2}{\Delta z} \begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix},
\]

\[
D_{j,j+1} = -D_{j,j-1} = D_{j,j+1} = \frac{\alpha^2}{\Delta z} \begin{bmatrix}
0 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

The matrix \(D\) represents the main couplings between the electric field and the director field. The rank of \(D\) is at most \(n-1\), and is exactly that when \(U_{j+1} - U_j \neq 0, j = 0, \ldots, n\). This must be the case sufficiently close to the true solution of \(\nabla U L = 0\), which satisfies

\[
a_{j+1/2} \frac{U_{j+1} - U_j}{\Delta z} - a_{j-1/2} \frac{U_j - U_{j-1}}{\Delta z} = 0, \quad j = 1, \ldots, n,
\]

\[
U_0 = 0, \quad U_{n+1} = 1,
\]

with \(a_{j±1/2} \geq \alpha^2 \beta > 0, j = 1, \ldots, n\), implying \(0 = U_0 < U_1 < \cdots < U_n < U_{n+1} = 1\).

Using the above notation, the system for the Newton step (3.1) takes the form

\[
(3.9) \begin{bmatrix}
A & B & D \\
B^T & O & O \\
D^T & O & -C
\end{bmatrix} \begin{bmatrix}
\delta n \\
\delta \lambda \\
\delta U
\end{bmatrix} = - \begin{bmatrix}
\nabla_n L \\
\nabla_\lambda L \\
\nabla_U L
\end{bmatrix}.
\]

At regular solution points (away from bifurcation points and turning points), the coefficient matrix is symmetric, nonsingular, and indefinite (that is, it has both positive and negative eigenvalues), and the linear system is in so-called saddle-point form. Note that when both pointwise unit-vector constraints and coupled electric fields are present (as above), these problems have a double saddle-point structure. For a model with no electric field or for one with no unit-vector constraints (for example, if an angle representation were used for \(n\)), one would obtain instead either of the more common saddle-point forms

\[
\begin{bmatrix}
A & B \\
B^T & O
\end{bmatrix} \quad \text{or} \quad \begin{bmatrix}
A & D \\
D^T & -C
\end{bmatrix}.
\]

A detailed discussion of the nature of the double saddle-point system (3.9), including a derivation of appropriate stability characterizations and an alternative “renormalized Newton method” which takes greater advantage of the special structure of such problems, can be found in [14].
The form of the $B$ matrix is exploited in what follows. Its simple structure is not unique to our setting (one space dimension, equal-elastic-constant free energy, low-order finite elements). More general models, in higher dimensions, discretized by various schemes, would involve $B$ matrices of exactly the same form. All that is needed is that the discretized free energy contain degrees of freedom given by three-component directors ($n_j \leftrightarrow (u_j, v_j, w_j)$) at nodes (or edges or faces or cell centers). Each such degree of freedom is subject to the constraint $|n_j|^2 = u_j^2 + v_j^2 + w_j^2 = 1$, which gives rise to the simple structure of $B$. Higher order finite elements and such would additionally involve derivative degrees of freedom ($u_x, u_y, etc.$), but these would not be subjected to any a priori constraint. Spectral discretization methods, on the other hand, would incorporate degrees of freedom involving coefficients of polynomial or trigonometric-polynomial expansions, and would need to be handled differently.

4. Nullspace method. One popular method for solving saddle point problems is the nullspace method (or reduced Hessian method), which can be used to eliminate constraint blocks and reduce the size of the linear system—see, for example, [1, section 6]. In this section, we show that this method is particularly effective when applied to (3.9) with a view to eliminating the unit-vector constraints.

Recall that $B \in \mathbb{R}^{3n \times n}$ has full rank $n$ provided the nondegeneracy condition (section 3.1) holds. We assume that there exists a matrix $Z \in \mathbb{R}^{3n \times 2n}$ with columns that form a basis for the nullspace of $B^T$—information on how $Z$ can be constructed follows below. Using the notation of (3.9), the solution set of the second block equation $(B^T \delta n = -\nabla \lambda L)$ can be written as

$$\delta n = \widehat{\delta n} + Z p, \quad p \in \mathbb{R}^{2n},$$

that is, as a linear combination of a particular solution $\widehat{\delta n}$ and vectors that span the nullspace of $B^T$. Substituting this into (3.9) leads to the reduced $3n \times 3n$ system of equations

$$\begin{bmatrix} \bar{A} & \bar{D} \\ \bar{D}^T & -C \end{bmatrix} \begin{bmatrix} p \\ \delta U \end{bmatrix} = \begin{bmatrix} Z^T (\nabla n L + A \widehat{\delta n}) \\ \nabla U L + D^T \widehat{\delta n} \end{bmatrix} \equiv \mathcal{H} \bar{x} = \bar{h},$$

where $\bar{A} = Z^T A Z$ and $\bar{D} = Z^T D$. The full solution to (3.9) can then be recovered using

$$\delta \lambda = -(B^T B)^{-1} B^T (\nabla n L + A \widehat{\delta n} + D \delta U).$$

Note that $(B^T B)^{-1} B^T$ above is the pseudoinverse of $B$. Note also that $B^T B$ is a diagonal matrix, so the inversion in (4.2) is no more than a vector division. The same observation applies to the construction of $\widehat{\delta n}$, which can be found cheaply via

$$\widehat{\delta n} = -B (B^T B)^{-1} \nabla \lambda L.$$

This is not particular to our 1-D model problem: $\delta \lambda$ and $\widehat{\delta n}$ can be computed directly and cheaply in this way for problems such as these in any number of space dimensions, as the structure of $B$ remains unchanged.

The main perceived difficulty associated with nullspace methods is usually the computation of a well-conditioned null basis $Z$. For problems of the type we consider here, however, the structure of $B^T$ (where $B$ is as in (3.7)) makes this process
straightforward: one simply needs pairs of linearly independent 3-vectors orthogonal to each \( n_j \). For example, for a given \( n = [u, v, w]^T \), one could use any of

\[
\begin{align*}
  l &= \frac{1}{\sqrt{v^2 + w^2}} \begin{bmatrix} 0 \\ -v \\ w \end{bmatrix}, \\
  m &= \frac{1}{\sqrt{v^2 + w^2}} \begin{bmatrix} v^2 + w^2 \\ -uv \\ -uw \end{bmatrix}; \\
  l &= \frac{1}{\sqrt{u^2 + w^2}} \begin{bmatrix} w \\ 0 \\ -u \end{bmatrix}, \\
  m &= \frac{1}{\sqrt{u^2 + w^2}} \begin{bmatrix} -uv \\ u^2 + w^2 \\ -vw \end{bmatrix}; \\
  l &= \frac{1}{\sqrt{u^2 + v^2}} \begin{bmatrix} -v \\ u \\ 0 \end{bmatrix}, \\
  m &= \frac{1}{\sqrt{u^2 + v^2}} \begin{bmatrix} -wu \\ -uv \\ u^2 + v^2 \end{bmatrix}.
\end{align*}
\]

Each pair combines with \( n \) to form an orthogonal right-handed triple \( l, m, n \) (with \( l \) always normalized and \( m \) normalized if and only if \( n \) is). We use the first, second, or third formula pair depending on which of \( |u_j|, |v_j|, |w_j| \) is minimal (which makes the corresponding square root maximal)—at least one of these radicals must be positive, by virtue of the nondegeneracy condition

\[ u_j^2 + v_j^2 + w_j^2 \neq 0. \]

The columns of the matrix

\[
Z = \begin{bmatrix} l_1 & m_1 & l_2 & m_2 & \cdots & l_n & m_n \end{bmatrix}
\]

therefore form a basis for the nullspace of \( B^T \). Also, if the directors are normalized (\( |n_j| = 1 \)), then \( Z^T Z = I_{2n} \), and \( l_j, m_j, n_j \) form an orthonormal right-handed triple.

Note that applying the nullspace method has resulted in a reduction in the number of unknowns from \( 5n \) to \( 3n \). We reiterate that the pointwise unit-vector constraints and their Newton corrections behave in exactly the same manner for more realistic problems in higher space dimensions.

5. **Iterative solution of the reduced system.** Even with the reduction in size of the Hessian due to the nullspace method, for realistic problems, \( H \) will still be large and sparse. An efficient iterative solver for (4.1) is therefore still needed. Because \( H \) is symmetric and indefinite, we use MINRES [24], which is known to be a robust and efficient method for indefinite problems. Typically, the number of MINRES iterations required to converge to a fixed tolerance will grow as the underlying mesh is refined. Since there is also more work involved in carrying out each iteration, the overall cost of solving (4.1) can quickly escalate. This is of course unsatisfactory, as (4.1) must be solved at each outer Newton iteration. Ideally, we would like a solution method for which the number of iterations is independent of the mesh parameter \( \Delta z \), so that the amount of computational work grows only linearly with the dimension of \( H \). We will now consider applying a preconditioner to get closer to this goal.

Conceptually, preconditioning involves replacing (4.1) with the systems

\[
P^{-1/2} H P^{-1/2} \tilde{y} = P^{-1/2} \tilde{b}, \quad P^{1/2} \tilde{x} = \tilde{y}
\]

for some symmetric positive definite preconditioner \( P \), which leaves the solution unchanged and ensures that the modified system matrix \( \tilde{H} = P^{-1/2} H P^{-1/2} \) is symmetric. In practice, the explicit calculation of \( P^{-1/2} \) is not required: all that is needed
within the algorithm is the action of $P^{-1}$. Full details can be found in standard texts on iterative methods—see, for example, [16]. Well-known results show that the eigenvalue spectrum of the coefficient matrix influences the convergence rate of MINRES. The preconditioner must be chosen so that the spectrum of $\mathcal{H}$ is more favorable for MINRES convergence than that of $\mathcal{H}$, while at the same time, the action of $P^{-1}$ must also be available at a reasonable cost. The art of developing preconditioners is largely about balancing these two issues, namely, their ability to improve convergence and the cost of their use.

There is a huge amount of literature available on the preconditioning of iterative solvers. Of particular relevance here is the survey paper [1], which highlights some methods appropriate for saddle-point systems, many of which could be applied to (4.1). In the next section, we highlight one example of a simple block preconditioner which is very effective in the current context: the question of how (4.1) should best be preconditioned in general for more complicated liquid crystal models in higher dimensions is an open one which the authors hope to address in future work.

5.1. Ideal block preconditioner. One way of keeping down the cost of evaluating $P^{-1}$ (or, equivalently, solving a system with $P$ as coefficient matrix) is to choose a preconditioner that has block-diagonal structure. A natural choice is then a preconditioner of the form

$$P = \begin{bmatrix} \tilde{A} & O \\ O & S \end{bmatrix},$$

where $S = C + \tilde{D}^T \tilde{A}^{-1} \tilde{D}$ represents the negative Schur complement (see [22]). However, the fact that the matrices $\tilde{A}$ and $C$ have such a simple structure here leads us to suspect that the complication of introducing the Schur complement is not necessary for this problem. Instead we use a simpler block-diagonal preconditioner, setting

$$P = \begin{bmatrix} \tilde{A} & O \\ O & C \end{bmatrix}.$$

We will call this preconditioner the ideal block preconditioner, referring to the “ideal” situation where the auxiliary systems with coefficient matrices $\tilde{A}$ and $C$ are solved to high precision. Note that in this section we assume that $A$ is positive definite; circumstances in which this is true are discussed in [14]. The matrix $C$ is always positive definite. Since for our model problem $\tilde{A}$ and $C$ each have very few nonzero diagonals, inverting them is very cheap: in most of the numerical experiments in section 6 we use Matlab’s backslash operator. Clearly this strategy may not be practical for more realistic situations with unequal elastic constants, or for more complex two- and three-dimensional problems, as $\tilde{A}$ and $C$ will not have such a simple structure. However, in such cases we conjecture that replacing $\tilde{A}$ in (5.1) by a spectrally equivalent approximation will be a possible way forward (see, for example, [26]). This idea is discussed further in section 6.

Using (5.1), the preconditioned reduced Hessian becomes

$$\tilde{\mathcal{H}} = P^{-1/2} \mathcal{H} P^{-1/2} = \begin{bmatrix} I & M^T \\ M & -I \end{bmatrix}, \quad M = C^{-1/2} \tilde{D}^T \tilde{A}^{-1/2}.$$

For the off state of the system, $D$ (and hence $M$) is a zero matrix. The eigenvalues of $\tilde{\mathcal{H}}$ are therefore 1 and $-1$, and when the Newton iterate is sufficiently close to the
solution, it can be expected that MINRES will converge extremely rapidly indeed (theoretically, in no more than two iterations, see [22]). For the case when \( D \) is not zero, the spectrum of \( \mathcal{H} \) is given in the following result. We assume that rank(\( M \)) = \( n - 1 \), which is true sufficiently close to the true solution when \( V \neq 0 \), as observed in section 3.3.

**Lemma 5.1.** If \( \sigma_1, \ldots, \sigma_{n-1} \) are the nonzero singular values of the matrix \( M \), then the \( 3n \) eigenvalues of \( \tilde{\mathcal{H}} \) are

(i) 1, with multiplicity \( n + 1 \), 
(ii) \(-1\), with multiplicity 1, 
(iii) \( \pm \sqrt{1 + \sigma^2_k} \) for \( k = 1, \ldots, n-1 \).

**Proof.** Any eigenvalue \( \mu \) (necessarily real) of \( \tilde{\mathcal{H}} \) and corresponding right eigenvector \([X,Y]^T\) must satisfy the equations

\[
\begin{align*}
X + M^T Y &= \mu X, \quad (5.3a) \\
MX - Y &= \mu Y. \quad (5.3b)
\end{align*}
\]

Three cases now arise:

(i) \( \mu = 1 \). In this case, (5.3b) becomes \( Y = \frac{1}{2} MX \). Then premultiplying (5.3a) by \( X^T \) implies \( X^T M^T M X = 0 \), whence \( MX = 0 \) and \( Y = 0 \). There are \( n + 1 \) nontrivial vectors that satisfy \( MX = 0 \); so there are \( n + 1 \) eigenvalues given by \( \mu = 1 \), with associated right eigenvectors of the form

\[
\begin{bmatrix}
X_i \\
0
\end{bmatrix}, \quad i = 1, \ldots, n + 1.
\]

(ii) \( \mu = -1 \). In this case, (5.3a) becomes \( X = -\frac{1}{2} M^T Y \). Then premultiplying (5.3b) by \( Y^T \) implies \( Y^T M M^T Y = 0 \), whence \( M^T Y = 0 \) and \( X = 0 \). There is only one nontrivial vector which satisfies \( M^T Y = 0 \); so there is one eigenvalue given by \( \mu = -1 \), with right eigenvector of the form

\[
\begin{bmatrix}
0 \\
Y_1
\end{bmatrix}.
\]

(iii) \( \mu \neq 1, -1 \). Here (5.3a) implies \( X = \frac{1}{\mu - 1} M^T Y \), so that, from (5.3b), we have \( MM^T Y = (\mu + 1)(\mu - 1) Y \). Since \( MM^T \) has eigenvalues equal to the squares of the singular values of \( M \), we have that all real roots of the quadratic equation

\[
\mu^2 - 1 = \sigma^2_k, \quad k = 1, \ldots, n - 1
\]
give eigenvalues of \( \tilde{\mathcal{H}} \). These are the \( 2(n-1) \) eigenvalues in part (iii) of the statement of the lemma above.

A number of observations follow from this lemma. First, \( \tilde{\mathcal{H}} \) has at most \( n - 1 \) distinct eigenvalues; so in exact arithmetic, MINRES should converge in at most \( n - 1 \) iterations. Also, in practice the eigenvalues appear to be well clustered, with only a few outliers—see Figure 6.1 for some sample plots. Such an eigenvalue distribution is very favorable for iterative solution via MINRES. Furthermore, the lemma shows that the eigenvalues lie around the origin in the two symmetric intervals

\[
[-\beta, -1] \cup [1, \beta], \quad \beta = \sqrt{1 + \sigma^2_{\text{max}}}
\]
It can hence be shown from the standard theory of MINRES convergence that to achieve \( \|r^{(k)}\|_2 / \|r^{(0)}\|_2 \leq \epsilon \) (for some tolerance \( \epsilon \) and residual vector \( r^{(k)} \)), one requires at most
\[
k \simeq \frac{1}{2} \sqrt{1 + \sigma_{\text{max}}^2 \ln \frac{2}{\epsilon}}
\]
iterations. That is, the dependence of \( \sigma_{\text{max}} \), the largest singular value of
\[
M = C^{-1/2} \tilde{D}^T \tilde{A}^{-1/2} = C^{-1/2} D^T Z(Z^T A Z)^{-1/2},
\]
on the mesh size (in an asymptotic sense) will dictate the growth rate of the number of iterations required for convergence with respect to the grid parameter \( \Delta z \). For this model problem, \( \sigma_{\text{max}} \) appears in practice to be independent of \( \Delta z \) (see Figure 6.2) and the bound (5.4) is very accurate. This would mean that using the preconditioner (5.1) would lead to an optimal convergence rate for MINRES, in the sense that it is independent of the problem size. This conclusion is supported by the results of the numerical experiments reported in the next section.

6. Numerical experiments. In this section, we illustrate the performance of the ideal block preconditioner in practice via some numerical experiments using Matlab (version R2011b, with the default action of the \texttt{backslash} operator for the symmetric solves). For all experiments presented here, we use the nondimensionalized model (2.4), with \( \beta = 1/2 \), and with associated critical switching value \( \alpha_c \simeq 2.721 \) (see (2.3)). The initial guess used for \( n \) (as per (1.3)) is taken to be an ad hoc approximate director field with a full, smooth tilt and a 90° twist, while the potential \( U \) is initialized to a linear profile (as would be the true \( U \) solution for a homogeneous medium):
\[
(6.1a) \quad n_j = \begin{bmatrix} \cos \theta_j \cos \phi_j \\ \cos \theta_j \sin \phi_j \\ \sin \theta_j \end{bmatrix}, \quad \theta_j = \sin \pi z_j, \quad \phi_j = \frac{\pi z_j}{2}, \quad U_j = z_j, \quad j = 1, \ldots, n.
\]
The initial guesses for the Lagrange multipliers \( \lambda \) are computed from these using
\[
(6.1b) \quad \lambda = -B^T \nabla_n f \quad \Leftrightarrow \quad \lambda_j = -n_j \cdot \nabla_n f, \quad j = 1, \ldots, n,
\]
as \( \nabla_n L = \nabla_n f + B \lambda = 0 \); for normalized directors,
\[
(6.2) \quad \min_{\lambda} \| \nabla_n f + B \lambda \|_2 \quad \Leftrightarrow \quad \lambda = -(B^T B)^{-1} B^T \nabla_n f = -B^T \nabla_n f.
\]
The termination criterion for the outer Newton iteration is to stop the iteration at step \( k \) if
\[
\| \nabla L(x^{(k)}) \|_2 \leq \tau_r \| \nabla L(x^{(0)}) \|_2 + \tau_a,
\]
where the relative error tolerance \( \tau_r \) and the absolute error tolerance \( \tau_a \) are both 0.0001—see, for example, [8, section 7.2] or [17, section 5.2]. For each inner system (3.9), we used MINRES iteration with a zero initial guess for the Newton corrections, stopping the iteration when
\[
(6.3) \quad \| r^{(k)} \|_2 \leq \epsilon \| r^{(0)} \|_2
\]
for a tolerance of \( \epsilon = 0.0001 \). These tolerances were chosen to ensure accuracy of solutions obtained.
Figure 6.1 shows a plot of the eigenvalues of the ideal block preconditioned Hessian $\tilde{H}$ (5.2) for $N = 32, 64, 128$ grid cells (from top to bottom) at the first (left) and last (right) Newton iteration with $\alpha = 1.5\alpha_c$. Each eigenvalue is represented by a vertical bar at the appropriate point on the $x$-axis. These plots show that the eigenvalues are very well clustered, with only a few outliers. This type of eigenvalue distribution is also seen for other values of $N$ and $\alpha$. Figure 6.2 shows a plot of the value of $\sigma_{\text{max}}$ (the maximum singular value of the matrix $M$ in (5.2)) against $\alpha$ for $\alpha > \alpha_c$ with $N = 32$ and $N = 2048$. It is clear from this plot that $\sigma_{\text{max}}$ is essentially independent of $N$, which implies that the number of iterations required for the preconditioned solver to converge (as given by (5.4)) will be independent of $\Delta z$. In addition, $\sigma_{\text{max}}$ tends to a constant value as $\alpha$ increases. Note that the singular values of $M$ are smooth functions of $\alpha$: the dip shown in Figure 6.2 at around $\alpha = 3.9$ represents a crossover as a different singular value becomes the largest one.

Table 6.1 shows the number of MINRES iterations on the full system (3.9) required to satisfy (6.3) when no preconditioning is used for two representative voltage values ($\alpha = 0.5\alpha_c$ for the off state and $\alpha = 1.5\alpha_c$ for the on state). The column headed $d$ contains the dimension of the matrix in each case. For both states, it appears that doubling $N$ approximately quadruples the number of iterations required,
which is consistent with the general $O(1/\Delta z^2)$ conditioning of a discretization of a second-order differential operator. This scaling is independent of the Newton iteration, although the number of iterations required is always higher as the Newton iteration nears convergence. Similar observations apply to the results in Table 6.2, which are the equivalent iteration counts for MINRES applied to the reduced system (4.1). Note, however, that the iteration counts for the reduced system are much smaller; we will therefore focus on this version from now on.

In Table 6.3, the same two problems are solved with a diagonal preconditioner applied. That is, $P$ is a diagonal matrix formed from the diagonal of $H$. It can be seen that in this case, diagonal scaling at best offers no improvement, and in fact makes things worse in some cases. Of course, as mentioned in section 5.1, there are many much more sophisticated possible strategies for preconditioning saddle-point problems such as (4.1) than diagonal scaling. We anticipate that many of these would work well here given that, in the current setting, the matrices $A$ and $C$ are cheap to invert. For example, using an “ideal” constraint preconditioner of the form

\begin{equation}
\mathcal{P} = \begin{bmatrix}
G & \bar{D} \\
\bar{D}^T & -C
\end{bmatrix}
\end{equation}

as described in [11] with $G = \bar{A}$ always gives convergence of the projected preconditioned conjugate gradient (PPCG) algorithm in [11] in one iteration at each Newton step. Table 6.4 shows the equivalent iteration counts for the ideal block preconditioner (5.1). As the Newton iteration proceeds for the off state and the entries in the off-diagonal blocks in (5.2) tend to zero, convergence is obtained in only one iteration as expected. For the on state, it is clear that we have the desired grid independence as predicted by the theory in section 5. Furthermore, in this case the right-hand side of bound (5.4) evaluates to 5.664 for the first Newton iteration and 6.034 for the last Newton iteration, showing that (5.4) gives a very good prediction of performance in practice.
Table 6.3  
MINRES iterations required for (4.1) with diagonal preconditioner.

<table>
<thead>
<tr>
<th>N</th>
<th>Off state (α = 0.5αc)</th>
<th>On state (α = 1.5αc)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First step</td>
<td>Last step</td>
</tr>
<tr>
<td>32</td>
<td>55</td>
<td>129</td>
</tr>
<tr>
<td>64</td>
<td>169</td>
<td>408</td>
</tr>
<tr>
<td>128</td>
<td>573</td>
<td>1,469</td>
</tr>
<tr>
<td>256</td>
<td>2,143</td>
<td>5,379</td>
</tr>
<tr>
<td>512</td>
<td>8,254</td>
<td>21,196</td>
</tr>
<tr>
<td>1,024</td>
<td>33,438</td>
<td>85,154</td>
</tr>
<tr>
<td>2,048</td>
<td>136,015</td>
<td>&gt;200,000</td>
</tr>
</tbody>
</table>

Table 6.4  
MINRES iterations required for (4.1) with ideal block preconditioner (5.1).

<table>
<thead>
<tr>
<th>N</th>
<th>Off state (α = 0.5αc)</th>
<th>On state (α = 1.5αc)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First step</td>
<td>Last step</td>
</tr>
<tr>
<td>32</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>128</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>256</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>512</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>1,024</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>2,048</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>4,096</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>8,192</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>16,384</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>32,768</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>65,536</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

The above experiments use an ideal version of block preconditioner (5.1), that is, the block systems involving $\tilde{A}$ and $C$ are solved to high precision using the backslash operator of MATLAB. As indicated above, for problems other than the one studied here (which has equal elastic constants and low-order finite elements in one space dimension), the structure of $\tilde{A}$ and $C$ may make this impractical. One possibility in such a case would be to solve the block systems iteratively: here we illustrate this idea by using a fixed number of preconditioned conjugate gradient (PCG) iterations [6] in place of the direct solves. The preconditioner is the MATLAB implementation of the HSL_MI20 algebraic multigrid (AMG) preconditioner described in [3]. The number of MINRES iterations required with this approach are given in Table 6.5 for one PCG/AMG iteration per block solve (left) and three PCG/AMG iterations per block solve (right). In all cases, the number of iterations required is almost independent of $\Delta z$. Furthermore, with 3 PCG/AMG iterations replacing each block solve, the results look very similar to the ideal case. Although using such approximate solves is not necessary here (so we will not consider them further in this paper), these results suggest that they may be sufficient to retain grid-independent MINRES iteration counts when required for other problems. We note that there are also many other possibilities for an approximate solver (including using AMG without PCG) which we have not considered.

As well as looking at iteration counts, it is important to determine if the preconditioner is expensive to apply. Table 6.6 gives a comparison of the elapsed time (with the tic and toc functions of MATLAB) to solve the twisted nematic device problem with various methods. The four methods compared are
Table 6.5
MINRES iterations required for (4.1) with block preconditioner (5.1) using PCG/AMG for block solves.

<table>
<thead>
<tr>
<th>N</th>
<th>First</th>
<th>Last</th>
<th>First</th>
<th>Last</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>64</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>128</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>256</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>512</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>1,024</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>2,048</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>4,096</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>8,192</td>
<td>7</td>
<td>6</td>
<td>8</td>
<td>9</td>
</tr>
</tbody>
</table>

Table 6.6
Timings using the tic and toc functions of MATLAB for full solution of the “twisted nematic device” problem (section 2.1) using Newton’s method with initial guesses (6.1), parameter values $\beta = 0.5$ and $\alpha = 1.5\alpha_c$. Direct solution of the inner linear system for the Newton step (3.9) is compared to the solution of the nullspace-method reduced system (4.1) using a direct method, MINRES preconditioned by the ideal block preconditioner (5.1), and PPCG preconditioned by an ideal constraint preconditioner (6.4).

<table>
<thead>
<tr>
<th>N</th>
<th>Full direct</th>
<th>Reduced direct</th>
<th>Ideal block</th>
<th>Ideal constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>1,024</td>
<td>9.9e−02</td>
<td>9.7e−02</td>
<td>3.4e−01</td>
<td>3.0e−01</td>
</tr>
<tr>
<td>2,048</td>
<td>1.4e−01</td>
<td>1.3e−01</td>
<td>5.3e−01</td>
<td>8.3e−01</td>
</tr>
<tr>
<td>4,096</td>
<td>2.9e−01</td>
<td>2.7e−01</td>
<td>1.0e+00</td>
<td>2.7e+00</td>
</tr>
<tr>
<td>8,192</td>
<td>6.0e−01</td>
<td>5.9e−01</td>
<td>2.2e+00</td>
<td>9.7e+00</td>
</tr>
<tr>
<td>16,384</td>
<td>1.4e+00</td>
<td>1.2e+00</td>
<td>4.6e+00</td>
<td>3.8e+01</td>
</tr>
<tr>
<td>32,768</td>
<td>3.3e+00</td>
<td>2.7e+00</td>
<td>9.7e+00</td>
<td>8.2e+02</td>
</tr>
<tr>
<td>65,536</td>
<td>9.2e+00</td>
<td>7.4e+00</td>
<td>2.5e+01</td>
<td>—</td>
</tr>
</tbody>
</table>

1. direct solution of the full system (3.1);
2. direct solution of the reduced system (4.1);
3. iterative solution of (4.1) using MINRES with ideal block preconditioning;
4. iterative solution of (4.1) using PPCG with ideal constraint preconditioning.

Note that direct solution refers to use of the backslash command in MATLAB (version 2011b). From the first two columns, it can be seen that in terms of direct solution, there is a small advantage in using the nullspace method: for larger problems, the gain of solving a smaller system outweighs the costs incurred in setting up the nullspace method. For this one-dimensional problem, we would not expect the new iterative method proposed here to outperform a direct solve, but the timings in the third column show that using the nullspace method with ideal block preconditioning is competitive. Timings using MINRES with the diagonal preconditioner are not displayed as the method fails to converge in 200,000 iterations for most of the values of $N$ used in Table 6.6. The final column contains timings for the constraint preconditioner (6.4), which performs relatively poorly despite taking only one PPCG iteration per Newton step. As the basic MINRES and PPCG algorithms can be shown to be comparable in terms of computational cost per iteration, the difference in performance can be attributed to the additional costs associated with implementing the more sophisticated constraint preconditioner. The “—” in Table 6.6 indicates that
the calculation required more than 16 GB of memory. We expect, however, that performance of this method may be improved using a more sophisticated implementation (here all inner solves and factorizations were carried out using \texttt{backslash}).

7. Summary. We have studied a prototypical liquid crystal director model emphasizing the commonly occurring case of coupled electric field interaction and have elucidated the computational challenges presented by discretizations of such models. General models of this type have a double saddle-point structure due to the presence of nonlinear equality constraints and due to the negative-definite nature of the electric field coupling in the free-energy functional. We have presented a nullspace method which provides a natural and effective way to deal with the pointwise unit-vector constraints that arise in these models (as well as in other areas, such as computational micromagnetics). Although the model problem used for illustration here is in one space dimension, the implementation of this constraint would be exactly the same in two or three dimensions; so the technique should be equally effective there.

To utilize these techniques in numerical modeling and exploration of realistic liquid crystal devices and experiments (via numerical bifurcation and phase analyses), one requires efficiently computable criteria to determine if calculated equilibrium points are stable or unstable. The characterization of local stability of equilibria is complicated by the double saddle-point nature of the problem, and this is addressed in [14]. An important consequence of the analysis in [14] is the realization that the reduced matrix $Z^T A Z$ is not positive definite at all constrained equilibrium points of interest. Also discussed in [14] is a simplified outer iteration, which is an alternative to the global Newton scheme and which takes advantage of the simplifications that can be realized when the directors are normalized ($|n_j| = 1 \, \forall j$), while maintaining the local quadratic convergence of Newton.

For the types of problems we have considered here, the nullspace-method system of equations is real, symmetric, and indefinite. In the large-scale setting, we contemplate solving this system using a MINRES iteration. The effectiveness of the approach hinges on the ability to precondition this system effectively. We have shown that block-diagonal preconditioning (using the $Z^T A Z$ and $C$ diagonal blocks of the coefficient matrix) gives optimal (mesh-independent) performance for our model problem when $Z^T A Z$ is positive definite—the $C$ block matrix is always positive definite and amenable to fast solution in various ways. The reduced Hessian block $Z^T A Z$ is not positive definite at all points of interest, however, and so preconditioning it is a challenge. There are good ways to precondition the $A$ matrix (whether $Z^T A Z$ is positive definite or indefinite), but there are well-documented difficulties in trying to construct a good preconditioner for $Z^T A Z$ using a good preconditioner for $A$; see [1, 5, 23, section 6]. This matter is currently under investigation, but we anticipate that similarly good results may be obtained in fully two- and three-dimensional settings by approximating the block solve with $Z^T A Z$ in a spectrally equivalent way. Our approach will then provide a significant enhancement of scientific computing capabilities for a large class of problems of this type.
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