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Abstract. This paper addresses a low-cost matched fil-
ter bank (MFB) receiver for GFSK signals with estimation
and correction of carrier frequency and modulation index
offsets, such as found in Bluetooth systems. The proposed
MFB implementation exploits redundancies in an other-
wise prohibitively large system of filter banks by perform-
ing matched filtering over a symbol period followed by an it-
erative process of phase propagation. The resulting scheme
has low complexity, is scalable, and permits the estimation
of carrier frequency and modulation index offsets from the
intermediate MFB outputs. We present simulations and
a comparison of the proposed system for a Bluetooth sce-
nario.

1 Introduction

Gaussian Frequency Shift Keying (GFSK) is a bandwidth
preserving digital modulation technique used for low-cost
transmission standards like Bluetooth [1]. The simple and
inexpensive receiver functionality of Bluetooth can be en-
hanced if the excess computational capabilities of a com-
mon hardware platform shared with more complex wireless
local area network standards, such as proposed in some
software defined radio systems, are exploited [2].

High performing receivers for continuous phase mod-
ulated signals, of which GFSK is a subset, include the
Viterbi and the matched filter bank (MFB) receivers [3].
However, unlike the MFB [4, 5], the Viterbi [6] receiver
requires a rational and precisely known modulation index
(h) [7], and neither of these conditions is guaranteed in
Bluetooth [1]. We have derived a low-cost, scalable realisa-
tion of the MFB receiver, using a smaller set of intermedi-
ate filters, followed by an iterative phase propagation pro-
cess [8]. This will enable operation at a much lower chan-
nel signal to noise ratio than popular methods like FM-AM
conversion, phase-shift discrimination, zero-crossing detec-
tion, or frequency feedback would allow [9, 10], but with-
out the prohibitive complexity of the conventional MFB
receiver.

For the MFB receiver operation over hostile channels,
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in the past we have successfully applied blind equalisation
to mitigate dispersiveness [11]. Carrier frequency offsets
were targeted in [8, 11] based on the receiver input. In this
paper, we propose new schemes for carrier frequency and
modulation index offset correction for the efficient MFB
receiver implementation. The proposed schemes utilise in-
termediate filter outputs for offset estimation, and regen-
eration of the smaller set of intermediate filter coefficients
for correction, thereby overcoming performance deteriora-
tion which would otherwise occur in systems such as Blue-
tooth [12, 7].

The structure of this paper is as follows: To begin a sys-
tem model is developed in Sec. 2. In Sec. 3 we highlight the
operation of the standard MFB receiver for GFSK signals,
before the efficient realisation of the MFB is derived. Sec. 4
contains proposals for carrier frequency, modulation index,
and timing synchronisation. Finally simulation results are
presented in Sec. 5, before concluding in Sec. 6.

2 System Model

GFSK generally modulates a multilevel symbol stream p[k],
which here is assumed to be binary, p[k] € {£1} with bit
index k. This bit sequence is expanded by a factor of N
and passed through a Gaussian filter with a bandwidth-
time product K g and impulse response g[n] of length LN,
thus having a support of L bit periods, yielding its discrete
instantaneous angular frequency signal

wln] =270 Y plklgln — kN] (1)

k=—o00

where n represents the chip index, while A is the modu-
lation index. The phase of the baseband version of the
transmitted signal,

n

sin] = exp{j )

Vv=—00

wly= I &M . @

V=—00

is determined as the cumulative sum over all previous fre-
quency values w[n].
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We assume that the received signal r[n] is subjected to
a carrier frequency 0 and additive white Gaussian noise
(AWGN) v[n], which is uncorrelated with s[n], such that

r[n] = s[n] " + wn] . (3)

Since a dispersive channel can be sufficiently well
equalised [11], its effect has been neglected in (3).

3 MPFB Receiver
3.1 Standard Receiver

A standard MFB receiver is based on a filter bank con-
taining all possible transmitted sequences s; ;j[n] over a du-
ration of K bit periods, where s; ;[n] are the legitimate
transmitted sequences with ¢ € {£1} indicating the value
of the middle bit and j = 0(1)25+L~2 indexing the possible
combinations of the remaining K — 1 bits. The detection
determines the output bit according to

KN—-1
plk] = arg max Z r[kN —n]-si;[-n]l , (4

n=0

and achieves near-optimum maximum likelihood non-
coherent, estimation of a GFSK symbol in AWGN [4, 5,
13, 3, 14]. Note that the detector imposes a delay such
that ideally p[k] = p[k — ££L].

As a result of the support length of the Gaussian fil-
ter, over the K bit observation interval 25X+L—1 legitimate
signal sequences exist if we neglect the initial phase shift.
Therefore, a computational complexity of

Cstandard =2 NK2K+L71 = NK2K+L (5)

real valued multiply accumulates (MACs) arises. The cost
in (5) consider that the possible sequences s; j[n] consist
of complex conjugate pairs, and that a complex valued op-
eration accounts for 4 real valued ones. Nevertheless, the
complexity in (5) is prohibitive. Therefore, in the Sec. 3.2
we describe a low complexity implementation of this re-
ceiver.

3.2 TIterative Receiver
The matched filter responses s} ;[-n] in Sec. 3.1 are de-
signed from the transmitted signal s[n] in (2). In the fol-
lowing, we summarise the approach in [8] to obtain a low
cost iterative implementation of the MFB.

The MFB outputs over a single bit period, K = 1, can
be calculated as

v =W, (6)

where rj, represents the received signal samples r[n] held in

alength N tap delay line, and W) € C2" %V contains the
2L possible complex conjugated transmitted waveforms in

its rows, and represents an intermediate filter bank. For the
example of L = 3, the phase trajectories of the resulting 8
waveforms are shown in Fig. 1. The superscript () in (6)
indicates that only a single bit period K =1 is observed.
For K > 1, the possible phase trajectories can be derived
from the case K —1 by augmentation of the curves shown in
Fig. 1 and the application of appropriate phase shifts. This

allows us to formulate iteratively for ySCK ) e gt 8]
yng>: DE) AK) yI(CK—l) + ME) yg_)lr{+1 :
where
[ M&E-1)
ME) = x(ff—l) } with M1 =T,
[ A(K-1) 0] .
AE) 0 AlK-1) with
AL — blockdiag{ [ 1 } } c 72ix2t !
- D(Kfl) 0 T ) .
DE) = 0 DE-D) with DW= diag{w}. (7)

The vector w in (7) contains the first column of W),
i.e. the final phase rotations after one bit period as shown
in Fig. 1. This form of the MFB receiver is depicted by the
flow graph in Fig. 3. A detector similar to (4), selecting
the index of the largest element would operate on ych) to
determine the correct output bit.

3.3 Computational Complexity

Inspecting the operations in Fig. 3, each bit period 2"
matched filter operations of length NV have to be performed.
With the matrices M(*) and A*) only performing index-
ing, the only arithmetic operations required are multipli-
cations with the diagonal elements of the phase correction

- p[k‘—1]=-1; p‘[k+1] = -1‘ -

0.8H — plk-1]=-1; p[k+1] = 1 -7 4
plk-1]= 1; plk+1] = -1 .
— - plk-1]= 1; pk+1]= 1 i

o
o

0.4

0.2

Z{s[n]}/ m h/[rad]

plkI=-1

1 I I I I I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

time index n/N

Fig. 1. Example of the legitimate phase trajectories of
s[n] for one bit period when Kpr = 0.5, L =3, h = 0.35
and an initial phase of zero.
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While the functionality of the MFBs in Secs. 3.1 and 3.2
are identical, their computational complexities according
to (5) and (8) differ considerably, as evident from Fig. 2.
Particularly for long observation intervals and high sample
resolution, the low-cost approach offers a viable route for
a high performance MFB receiver.

4 Synchronisation

In this section we assume that the parameters forA carrier
frequency and modulation index in the receiver, {2 and h
respectively, are not accurately known and need to be es-
timated. The methods proposed below are based on in-
termediate MFB outputs, and adjustment of Q and h af-
fects intermediate W() in (6) and subsequently D*) in
(7), which is indicated in Fig. 3. Timing synchronisation is
not detailed below, but can be achieved in the maximum
likelihood sense by techniques described in [3].

4.1 Carrier Frequency
By excluding the noise term in (3), such that

r[n] = s[n]e’"

-5~ Cqandare V=2

—O— efficient’ '

10°| 7 Sstandare’ N=8
—= Cefficient N=8

—©— “standard’ h=18

—O- Ce"ic\en(' N=16

MACs / [bit periods]

3 5 7
matched filter length, K [bit periods]

Fig. 2. Complexity comparison: standard vs.
MFB receiver for binary GFSK.

efficient

. U WO with a single bit duration. Processed
:>D(K):>GB over K stages, the matched filter bank out-
/' ka(K) puts are contained in y,(cK

it is obvious that ZE{r[n]} oc 2, and therefore the offset
AQ = Q — Q causes a difference in the phase trajectories
computed by the transmitter and receiver. Thus, the phase
term

n = 45{(1/1(61,)(K,1)/2'(yl(cl_)(K_g)/Q)*)} o< AQ  (9)

can be verified to be proportional to the mismatch in car-

rier frequency AQ. In (9), the quantity y,(cl) refers to the

element of y,(cl) in Fig. 3, associated with the correct bit se-
quence leading to the detection of the middle bit p[k— £3].
The complex conjugate term in (9) ensures that the phase
is measured relative to zero.

Due to (9), the receiver carrier frequency estimate Q can
be adjusted by

Ok + 1] = Q[k] + po-ilk]

where 7[k] is an instantaneous estimate of the term in (9)
based on a single bit period,

ATL] — (1) (1) *

U[k] =/ {yk_(K_l)/z : (yk—(K—3)/2) } (10)
Note that in (10), the element y,(cl) is based on the estimated
bit sequence rather than the true quantities assumed in (9).
Since y,(cl) is available from the proposed low-cost MFB,
the only additional complexity arises from 2" N MACs for
modifying W) and consequently D*),

4.2 Modulation Index

Observation of (1) and (2) reveals that |Z{s[n]}| « h. For
the example of possible phase trajectories of s[n] in Fig. 1,
assuming that the phase at the beginning of the bit period
was zero, an increase in h would cause the phase trajecto-
ries to fan out further. Since both the transmitted signal
and W) are derived from this set of curves, the phase
term

_ (1) (1) *
X—ZS{ (yk_(K_l)/z'(yk_(K_3)/2) )'p |:k - T] }O(Ah
(11)
can be verified to be proportional to the mismatch in
modulation index between the transmitter and receiver,
Ah = h — h. Analogous to Sec. 4.1, in (11), the quan-

(1) (1)

tity y, ' refers to the element of y,c1 in Fig. 3, associated
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with the correct bit sequence leading to the detection of
the middle bit p[k — £]. The complex conjugate term
in (11) ensures that the phase is measured relative to zero,
while p[k — %] compensates for the sign change imposed
by the middle bit onto the phase as evidenced in Fig. 1.

To adapt the modulation index estimate h and there-
fore W) and D®) in the receiver, we employ an iterative
technique

hik +1] = hlk] + pn-X[K] (12)

where x[k] is an instantaneous estimate of the term in (11)
based on a single bit period,

. 1 1 S IR

X[k] =/ {yl(g_)([(_l)/g : (yl(c—)(K—B)/Z) } p[k] (13)
Note that in (13), the element y,(cl) is based on the estimated
bit sequence and the estimated middle bit p[k] rather than
the true quantities assumed in (11). The adaptation of h[k]
according to (12) requires few extra computations since the
coefficients in W) and subsequently D*) can be adjusted

together with the carrier frequency offset estimate at the
same time.

5 Simulation Results

In our experiments we employed system parameters K g =
0.5, h = 0.35, in order to simulate a Bluetooth signal, and
N = 2 . Where applicable AQ) and Ah are set to mag-
nitudes of % radians and 0.07 respectively, to repre-
sent the maximum normalised offsets permitted between a
communicating transceiver pair adhering to the Bluetooth
standard. The required system performance is a bit er-
ror ratio (BER) of at most 1073, which is the maximum
allowed in Bluetooth [1].

The runtime of the efficient algorithm was a fraction
of that of the standard MFB receiver simulator, which is
expected from the results portrayed in Fig. 2. Despite this,
the BER of the two realisations are equivalent and depicted
in Fig. 4 for various values of K. Performance improves
significantly with an increase in K, up to K ~ 9, where
1073 BER is achieved at 9.8 dB Eb/No.

The BER plots in Fig. 5 suggest that an MFB system
with K = 9 and an uncompensated modulation index offset
of Ah = 0.07 results in 3 dB loss, while an uncompensated
carrier frequency offset of AQ = 0.0757 causes the sys-
tem to collapse. It was noted that frequency offset and
modulation index errors cause an accumulation in phase
error, which amplifies the problem for larger observation
intervals. Figs. 5 and 6 demonstrate the efficacy of the
carrier frequency and modulation index offset correction
algorithms. In Fig. 6, it takes less than 500 iterations for
convergence of Q) and h when uo = pp = 0.01 and K = 5.
As exemplified in Fig. 5, the algorithms restore ideal per-
formance in AWGN. However, it must be noted that for
low Eb/No, pq > pp for convergence to occur.
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Fig. 4. BER performance in AWGN with different obser-

vation intervals K, and Kpr=0.5, h=0.35.
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Fig. 5. BER performance improvement due to carrier fre-
quency and modulation index correction algorithms with
Kpr =05, h=0.35, N =2, and K =9.
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6 Conclusion

With the advent of SDR, simple wireless standards like
Bluetooth, which employs GFSK will have extra computa-
tional capacity if sharing a hardware platform with a more
complex one. We suggest an efficient implementation of
a matched filter bank receiver as a potential use of this
extra resource. Our realisation of the MFB saves approx-
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imately 90% complexity for a 9 bit observation interval,
and maintains the near optimal BER performance of the
standard MFB receiver. In addition, we have shown that
outputs from the smaller set of intermediate filters used in
the efficient realisation provide a means to detect offsets in
carrier frequency and modulation index, both of which de-
grade reception of GFSK signals, and should be expected in
networks like Bluetooth where nontrivial offsets in carrier
frequency and modulation index are permitted. Such off-
sets can then be corrected for by adjusting the coefficients
of the intermediate filter coefficients, and thus adding neg-
ligible complexity to the filter bank. The offset correction
algorithms are fast and do not require any training.
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