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REALISTIC COMPUTABLE ERROR BOUNDS FOR THREE DIMENSIONAL FINITE ELEMENT ANALYSES IN LINEAR ELASTICITY

MARK AINSWORTH† AND RICHARD RANKIN‡

Abstract. We obtain a computable estimator for the energy norm of the error in piecewise quadratic finite element approximations of linear elasticity in three dimensions. We show that the estimator provides guaranteed upper bounds on the energy norm of the error as well as (up to a constant and data oscillation terms) local lower bounds.

1. Introduction. Error estimators for linear elasticity problems go back at least as far as [16] with many more estimators being subsequently obtained for two dimensional linear elasticity [7, 8, 11, 12, 18, 19, 24] and three dimensional linear elasticity [10–13, 17, 20, 24]. However, the majority of estimators obtained are not actually computable since they involve either (a) generic unknown constants [7, 10–12, 24], or (b) the solution of (local) infinite dimensional problems (which cannot be solved exactly) [8, 13, 19, 20]. Upper bounds can be obtained at the expense of the solution of a global finite element problem [17]. However, the only locally computable guaranteed error estimators for two dimensional linear elasticity problems, of which we are aware, are those in [4, 18].

A vital part of the analysis in both [4, 18] is the construction of a suitable field \( \sigma_K \) whose normal components and divergence have certain properties. In [18] this field was constructed using the Arnold and Winther finite element [6] whilst in [4] the Arnold, Douglas and Gupta finite element [5] was used. In the current work we extend this result to three dimensional domains in the context of approximation on meshes comprised of tetrahedra. The computation of the estimator involves computations over patches of elements sharing a vertex, with the computation of the three dimensional version of the field \( \sigma_K \) constructed using a three dimensional analog of the Arnold, Douglas and Gupta element. We show that, if one wishes to avoid additional post-processing steps as in [18], then one is obliged to make use of so-called “macro-element” techniques and we believe the one presented here is the simplest one available.

Our estimator takes account of so-called “data oscillation” error at the expense of requiring an upper bound on the Korn’s inequality on each element or on the domain itself. Suitable bounds in the two dimensional case were given in [14]. However, as far as we are aware, there is no three dimensional analog of the two dimensional result given in [14]. Of course, if the load data is piecewise affine (which is often the case in many stress analyses performed using finite elements), then there is no need for a bound on the constant in Korn’s inequality, and our estimator provides a guaranteed upper bound on the energy norm of the error. We illustrate the performance of the estimator for a simple three dimensional test problem and show that the upper bound is both realistic, and suitable for driving an adaptive solution algorithm.

2. Preliminaries.

2.1. Model problem. Let \( \lambda \geq 0 \) and \( \mu > 0 \) be given. Let \( \Omega \) be a polyhedral domain whose boundary \( \Gamma \) is partitioned into disjoint sets \( \Gamma_D \) and \( \Gamma_N \) on which the
displacement and tractions are prescribed respectively. Let the spaces
\[ L_2(\Omega) = \left\{ v : \|v\|_{L_2(\Omega)}^2 = \int_\Omega v^2 \, dx < \infty \right\} \]
and
\[ H^1(\Omega) = \left\{ v : v \in L_2(\Omega), \, \text{grad} \, v \in L_2(\Omega)^2 \right\}. \]
For \( v \in H^1(\Omega) = H^1(\Omega)^3 \), let
\[ \epsilon(v) = \frac{1}{2} \left( \text{grad} \, v + (\text{grad} \, v)^T \right) \]
and
\[ \sigma(v) = E \epsilon(v) = 2\mu \epsilon(v) + \lambda \text{tr} \left( \epsilon(v) \right) I \]
denote the linearised strain and stress associated with a displacement \( v \), where \( I \) is the identity tensor. The compliance tensor is given in terms of the inverse \( E^{-1} \) defined by
\[ E^{-1} w = \frac{1}{2\mu} \left( w - \frac{\lambda}{2\mu + 3\lambda} \text{tr}(w) I \right). \]
Consider the model problem of finding the linearly elastic displacement \( u \) such that
\[-\text{div} \, \sigma(u) = f \text{ in } \Omega, \]
\[ u = q \text{ on } \Gamma_D, \]
\[ \sigma(u) n = g \text{ on } \Gamma_N, \]
where \( n \) is the outward unit normal vector to \( \Gamma \).

The variational form of this problem is to find \( u \in H^1(\Omega) \) such that
\[ \int_\Omega \sigma(u) : \epsilon(v) \, dx = \int_\Omega f \cdot v \, dx + \int_{\Gamma_N} g \cdot v \, dS \forall v \in H^1_D(\Omega), \tag{2.1} \]
where \( w : v = \sum_{i=1}^3 \sum_{j=1}^3 w_{ij}v_{ij} \) and \( H^1_D(\Omega) = \{ v \in H^1(\Omega) : v = 0 \text{ on } \Gamma_D \} \).

The data are supposed to satisfy \( f \in L_2(\Omega) = L_2(\Omega)^3 \) and \( g \in L_2(\Gamma_N) = L_2(\Gamma_N)^3 \). Likewise, we assume that the data \( q \) is smooth, and, in addition, is compatible in the sense that problem (2.1) admits a solution. We shall also assume that the boundary \( \Gamma_D \) is such that a unique solution \( u \in H^1(\Omega) \) to problem (2.1) exists. In this case Korn’s inequality
\[ \left( \int_\Omega \text{grad} \, v : \text{grad} \, v \, dx \right)^{1/2} \leq C_\Omega \left( \int_\Omega \epsilon(v) : \epsilon(v) \, dx \right)^{1/2} \tag{2.2} \]
is satisfied for all \( v \in H^1_D(\Omega) \). For certain domains \( \Omega \) and choices of \( \Gamma_D \) an upper bound for the constant \( C_\Omega \) is given in [15, 22]. However, in many cases suitable bounds are unavailable and one can then resort to an approximation to \( C_\Omega \) obtained by solving an eigenvalue problem.
2.2. Partitioning the domain. Consider a family of partitions \( \{ P \} \) of the domain \( \Omega \) into the union of nonoverlapping, shape-regular tetrahedral elements such that the nonempty intersection of a distinct pair of elements is a single common node, single common edge or single common face which is an entire face of both of these elements. Consequently, the family of partitions is locally quasi-uniform in the sense that the ratio of the diameters of any pair of neighbouring elements is uniformly bounded above and below over the whole family. In addition, we shall insist that each element face \( \gamma \) which lies on the domain boundary satisfies one of the inclusions \( \gamma \subset \Gamma_D \) or \( \gamma \subset \Gamma_N \).

Henceforth, we shall consider a fixed partition \( P \) from the family. Let \( K \) and \( K' \) denote individual elements in \( P \), let \( \partial K \) denote the boundary of element \( K \) and let \( F_K \) denote the set containing the individual faces of element \( K \). Likewise, we let \( F_I \), \( F_D \) and \( F_N \) denote the disjoint sets of faces defined by

\[
F_I = \{ \gamma : \gamma = \partial K \cap \partial K', K, K' \in P \}, \\
F_D = \{ \gamma \subset \Gamma_D : \gamma \in F_K \text{ for some } K \in P \}, \\
F_N = \{ \gamma \subset \Gamma_N : \gamma \in F_K \text{ for some } K \in P \}
\]

and let \( \partial P = F_I \cup F_D \cup F_N \) denote the set of all element faces. For \( m \in \mathbb{N}_0 \), let \( \mathbb{P}_m (K) \) denote the space of polynomials on \( K \in P \) of total degree at most \( m \) and let \( \mathbb{P}_m (\gamma) \) denote the space of polynomials on \( \gamma \in \partial P \) of total degree at most \( m \). We also let \( |K| \) denote the volume of the element \( K \) and let \( |\gamma| \) denote the area of face \( \gamma \).

2.3. Finite element approximation. The conforming finite element space of second order \( X \subset H^1 (\Omega) \) is defined by

\[
X = \left\{ v \in C(\overline{\Omega})^3 : v|_K \in \mathbb{P}_2 (K)^3 \forall K \in P \right\},
\]

with the subspace \( X_D \subset H^1_D (\Omega) \) being defined by

\[
X_D = \left\{ v \in X : v = 0 \text{ on } \Gamma_D \right\}.
\]

The conforming finite element approximation of second order of problem (2.1) consists of finding \( u_X \in X \) such that

\[
\int_{\Omega} \sigma (u_X) : \varepsilon (v) \, dx = \int_{\Omega} f \cdot v \, dx + \int_{\Gamma_N} g \cdot v \, dS \forall v \in X_D
\]

subject to the boundary condition \( u_X = q \) on \( \Gamma_D \). For simplicity, we suppose that the Dirichlet conditions can be satisfied exactly using the finite element space.

2.4. Projections and oscillation of the data. For \( K \in P \), let \( P_K f \in \mathbb{P}_1 (K)^3 \) be the function such that

\[
\int_K (f - P_K f) \cdot p \, dx = 0 \text{ for all } p \in \mathbb{P}_1 (K)^3.
\]

For \( \gamma \in F_N \), let \( P_\gamma g \in \mathbb{P}_1 (\gamma)^3 \) be the function such that

\[
\int_\gamma (g - P_\gamma g) \cdot p \, dS = 0 \text{ for all } p \in \mathbb{P}_1 (\gamma)^3.
\]

We define the oscillation of the data \( f \) on an element \( K \in P \) to be

\[
\text{osc} (f, K) = h_K \| f - P_K f \|_{L_2(K)}
\]
where $h_K$ is the length of the longest edge of element $K$. The oscillation of the Neumann data $g$ on a face $\gamma \in F_N$ is defined to be

$$\text{osc}(g, \gamma) = |\gamma|^{1/4} \|g - P_\gamma g\|_{L^2(\gamma)}.$$

### 3. Estimation of the energy norm of the error.

Let the energy norm over a region $\omega$ be denoted by

$$\|\cdot\|_\omega = \left(\int_\omega \sigma(\cdot) : \epsilon(\cdot) \ dx\right)^{1/2}.$$

We shall omit the subscript in the case where $\omega = \Omega$. We are interested in obtaining computable bounds for the error $e = u - u_\lambda$ measured in the energy norm.

Let $v \in H^1_0(\Omega)$. Then, by the definition of $e$ and (2.1), there holds

$$\int_\Omega \sigma(e) : \epsilon(v) \ dx = \int_\Omega \sigma(u) : \epsilon(v) \ dx - \int_\Omega \sigma(u_\lambda) : \epsilon(v) \ dx$$

$$= \int_\Omega f \cdot v \ dx + \int_{\Gamma_N} g \cdot v \ dS - \int_\Omega \sigma(u_\lambda) : \epsilon(v) \ dx$$

$$= \sum_{K \in P} \left( \int_K f \cdot v \ dx + \sum_{\gamma \in F_K \cap F_N} \int_\gamma g \cdot v \ dS - \int_K \sigma(u_\lambda) : \epsilon(v) \ dx \right).$$

#### 3.1. Equilibrated stresses on tetrahedral elements.

Let $N$ index the set $\{x_n\}_{n \in N}$ of vertices of the elements in $P$. For $n \in N$, let $P_n$ denote the set of elements in $P$ that have a vertex at $x_n$ and let $\lambda_n$ denote the function which is piecewise linear on $P$ and vanishes at all the vertices in $P$, except $x_n$, where it takes the value one. Define $\lambda_n^{(1)} = \begin{pmatrix} \lambda_n \\ 0 \\ 0 \end{pmatrix}$, $\lambda_n^{(2)} = \begin{pmatrix} 0 \\ \lambda_n \\ 0 \end{pmatrix}$, and $\lambda_n^{(3)} = \begin{pmatrix} 0 \\ 0 \\ \lambda_n \end{pmatrix}$.

Also, let $N(\gamma)$ denote the subset of $N$ which indexes the three vertices of face $\gamma$.

We want to define equilibrated stress functions $g_{K,\gamma} \in P_1(\gamma)^3$ satisfying the conditions

$$g_{K,\gamma} + g_{K',\gamma} = 0 \text{ if } \gamma \in F_K \cap F_{K'}, K, K' \in P,$$

$$g_{K,\gamma} = P_\gamma g \text{ if } \gamma \in F_N$$

along with the equilibrium condition

$$\int_K f \cdot p \ dx + \sum_{\gamma \in F_K} \int_\gamma g_{K,\gamma} \cdot p \ dS - \int_K \sigma(u_\lambda) \cdot \epsilon(p) \ dx = 0 \ \forall p \in P_1(K)^3$$

for all $K \in P$. We note that conditions (3.2) and (3.3) imply that

$$\sum_{K \in P} \sum_{\gamma \in F_K \cap F_N} \int_\gamma P_\gamma g \cdot v \ dS = \sum_{K \in P} \sum_{\gamma \in F_K} \int_\gamma g_{K,\gamma} \cdot v \ dS \ \forall v \in H^1_0(\Omega).$$

We also note that the values of the nine moments

$$\mu_{K,n}^{\gamma,i} = \int_\gamma g_{K,\gamma} \cdot \lambda_n^{(i)} \ dS$$

for $n \in N(\gamma)$ and $i = 1, 2, 3$

determine a unique stress $g_{K,\gamma} \in P_1(\gamma)^3$. This means that the stress field can be written as a linear combination of the stress moments, but it will not be necessary to actually construct this representation in the code. In fact, the estimator which we shall derive is expressed directly in terms of the moments $\mu_{K,n}^{\gamma,i}$. 
The computational procedure used to determine the moments $\mu_{K,n}^{\gamma,i}$ is virtually identical to the one described in [3] for the case of scalar problems in $\mathbb{R}^2$ (with element faces in $\mathbb{R}^3$ playing the same role as edges in [3]). For convenience, we briefly outline the main steps.

Let

$$\langle \sigma (u_X) n_K \rangle \gamma = \begin{cases} \frac{1}{2} \left( \sigma (u_X|_K) n^K_\gamma - \sigma (u_X|_{K'}) n^{K'}_\gamma \right) & \text{if } \gamma \in F_K \cap F_{K'}, \\ \sigma (u_X|_K) n^K_\gamma & \text{if } \gamma \in F_K \cap F_D, \\ \sigma (u_X|_{K'}) n^{K'}_\gamma & \text{if } \gamma \in F_{K'} \cap F_N, \end{cases}$$

where $n^K_\gamma$ denotes the outward unit normal vector to face $\gamma$ of element $K$. We look for moments $\mu_{K,n}^{\gamma,i}$ of $g_{K,\gamma}$ in the form

$$\mu_{K,n}^{\gamma,i} = \begin{cases} \frac{1}{2} \left( \xi_{K,n}^{(i)} - \xi_{K',n}^{(i)} \right) + \int_\gamma \langle \sigma (u_X) n_K \rangle \gamma \cdot \lambda_n^{(i)} dS & \text{if } \gamma \in F_K \cap F_{K'}, \\ \xi_{K,n}^{(i)} + \int_\gamma \langle \sigma (u_X) n_K \rangle \gamma \cdot \lambda_n^{(i)} dS & \text{if } \gamma \in F_K \cap F_D, \\ \int_\gamma \lambda_n^{(i)} dS & \text{if } \gamma \in F_{K'} \cap F_N. \end{cases}$$

This construction means that $\mu_{K,n}^{\gamma,i} + \mu_{K',n}^{\gamma,i} = 0$ for $\gamma \in F_K \cap F_{K'}$, which means that the corresponding stresses $g_{K,\gamma}$ will automatically satisfy (3.2) for all choices of $\xi_{K,n}^{(i)}$. Similarly, (3.3) follows directly from the definition of $\mu_{K,n}^{\gamma,i}$ on $\gamma \in F_K \cap F_N$.

We determine the free parameters $\xi_{K,n}^{(i)}$ in (3.7) by solving a system of equations analogous to (6.46) in [3]:

$$\frac{1}{2} \sum_{K' \in \mathcal{P}_n \cap \mathcal{P}_K} \left( \xi_{K,n}^{(i)} - \xi_{K',n}^{(i)} \right) + \sum_{\gamma \in F_K \cap F_{D,n} \cap \mathcal{F}_n} \xi_{K,n}^{(i)} = \Delta_K \lambda_n^{(i)}$$

for all $K \in \mathcal{P}_n$.

where $\mathcal{P}_K$ denotes the set of elements that share a face with element $K$, $\mathcal{F}_n$ denotes the set of faces that have a vertex at $x_n$ and

$$\Delta_K \lambda_n^{(i)} = \int_K \sigma (u_X) : \lambda_n^{(i)} dx - \int_K f \cdot \lambda_n^{(i)} dx - \sum_{\gamma \in F_K} \int_\gamma \langle \sigma (u_X) n_K \rangle \gamma \cdot \lambda_n^{(i)} dS.$$

The above system consists of $\sharp \mathcal{P}_n$ equations for $\sharp \mathcal{P}_n$ unknowns, where $\sharp$ denotes cardinality. In general, the linear system fails to have a unique solution. Fortunately, as shown in Lemma 5 in [2], a solution can always be found which depends continuously on the data $\left\{ \Delta_K \lambda_n^{(i)} , K \in \mathcal{P}_n \right\}$ provided that the following compatibility condition holds:

$$\sum_{K \in \mathcal{P}_n} \Delta_K \lambda_n^{(i)} = 0 \ \forall n \in \mathcal{N} : x_n \not\in \Gamma_D.$$

The fact that this compatibility condition does indeed hold follows at once upon using the definition (3.8) along with (2.3) and the fact that, thanks to (3.6),

$$\sum_{K \in \mathcal{P}_n} \sum_{\gamma \in \mathcal{F}_n} \int_\gamma \langle \sigma (u_X) n_K \rangle \gamma \cdot \lambda_n^{(i)} dS = \int_{\mathcal{F}_n} P_d g \cdot \lambda_n^{(i)} dS = \int_{\Gamma_D} g \cdot \lambda_n^{(i)} dS$$

for all $n \in \mathcal{N}$ such that $x_n \not\in \Gamma_D$.

The following result establishes the continuous dependence of the stresses on the data:

**Theorem 3.1.** If the stresses $g_{K,\gamma}$ are chosen as described above, then there exists a positive constant $C$, independent of the error $e$ and the size of the elements...
in the mesh, such that
\[
\left\| g_{K,\gamma} - \left( \sigma (u_X) n_K \right)_{\gamma} \right\|_{L_2(\gamma)}^{1/2} \leq C \sum_{n \in \mathcal{N}(\gamma)} \left( \sum_{K' \in \mathcal{P}_n} \| e_{K'} \| + \sum_{K' \in \mathcal{P}_n} \text{osc} (f, K') + \sum_{\gamma \in \mathcal{F}_n \cap \mathcal{F}_N} \text{osc} (g, \gamma) \right).
\]

\textbf{Proof.} Standard “bubble function” arguments \cite{3, 23} can be used to prove that, for \( K \in \mathcal{P} \),
\[
h_K \left\| P_K f + \text{div}_{\|} \sigma (u) \right\|_{L_2(K)} \leq C \left( \| e \|_K + \text{osc} (f, K) \right)
\]
and
\[
h_K^{1/2} \sum_{\gamma \in \mathcal{F}_K \cap \mathcal{F}_n} \| J_{\gamma} \|_{L_2(\gamma)} \leq C \left( \sum_{K' \in \mathcal{P}_K \cap \mathcal{P}_n} \| e_{K'} \| + \sum_{K' \in \mathcal{P}_K \cap \mathcal{P}_n} \text{osc} (f, K') + \sum_{\gamma \in \mathcal{F}_K \cap \mathcal{F}_N} \text{osc} (g, \gamma) \right)
\]
where
\[
J_{\gamma} = \begin{cases} \frac{1}{2} \left( \sigma (u_X|_K) n^K_K + \sigma (u_X|_{K'}) n^{K'}_{K'} \right) & \text{if } \gamma \in \mathcal{F}_K \cap \mathcal{F}_K', \\ \sigma (u_X|_K) n^K_{\gamma} - P_{\gamma} g & \text{if } \gamma \in \mathcal{F}_K \cap \mathcal{F}_N, \\ 0 & \text{if } \gamma \in \mathcal{F}_K \cap \mathcal{F}_D. \end{cases}
\]

Now, integration by parts yields
\[
\left| \text{osc}_{\gamma} \left( \lambda^{(i)}_n \right) \right| = \left| \sum_{\gamma \in \mathcal{F}_K} \int_{\mathcal{F}_\gamma} \sigma (u_X|_K) n^K_{\gamma} \cdot \lambda^{(i)}_n \, dS - \sum_{\gamma \in \mathcal{F}_K} \int_{\mathcal{F}_\gamma} \langle \sigma (u_X) n \rangle_{\gamma} \cdot \lambda^{(i)}_n \, dS \right|
\]
\[
- \int_K \left( P_K f + \text{div}_{\|} \sigma (u) \right) \cdot \lambda^{(i)}_n \, dS \right|
\]
\[
= \left| \sum_{\gamma \in \mathcal{F}_K} \int_{\mathcal{F}_\gamma} J_{\gamma} \cdot \lambda^{(i)}_n \, dS - \int_K \left( P_K f + \text{div}_{\|} \sigma (u) \right) \cdot \lambda^{(i)}_n \, dS \right|
\]
\[
\leq \left\| J_{\gamma} \right\|_{L_2(\gamma)} \left\| \lambda^{(i)}_n \right\|_{L_2(\gamma)} + \left\| P_K f + \text{div}_{\|} \sigma (u) \right\|_{L_2(K)} \left\| \lambda^{(i)}_n \right\|_{L_2(K)}
\]
\[
\leq C \left( h_K \sum_{\gamma \in \mathcal{F}_K \cap \mathcal{F}_n} \left\| J_{\gamma} \right\|_{L_2(\gamma)} + h_K^{3/2} \left\| P_K f + \text{div}_{\|} \sigma (u) \right\|_{L_2(K)} \right)
\]
\[
\leq C h_K^{1/2} \left( \sum_{K' \in \mathcal{P}_K \cap \mathcal{P}_n} \| e_{K'} \| + \sum_{K' \in \mathcal{P}_K \cap \mathcal{P}_n} \text{osc} (f, K') + \sum_{\gamma \in \mathcal{F}_K \cap \mathcal{F}_N} \text{osc} (g, \gamma) \right)
\]
upon inserting bounds (3.10) and (3.11). Finally, (33) from [2] means that
\[
h_K^{-1/2} \left| \int_{\gamma} \left( g_{K,\gamma} - \left( \sigma (u_X) n_K \right)_{\gamma} \right) \cdot \lambda^{(i)}_n \, dS \right| \leq C h_K^{-1/2} \sum_{K' \in \mathcal{P}_n} \left| \text{osc}_{\gamma} \left( \lambda^{(i)}_n \right) \right|
\]
from which it follows that
\[
\begin{multlined}
\frac{h_K^{-1/2}}{2} \left| \int_{\gamma} (g_{K,\gamma} - \langle \sigma(u_X) n_K \rangle_{\gamma}) \cdot \lambda_{n}^{(1)} \, dS \right|
\leq C \left( \sum_{K' \in \mathcal{P}_n} \| e \|_{K'} + \sum_{K' \in \mathcal{P}_n} \text{osc} (f, K') + \sum_{\gamma' \in \mathcal{F}_n \cap \mathcal{F}_N} \text{osc} (g, \gamma') \right)
\end{multlined}
\]
(3.13)
upon combining the above bounds. Inequality (3.9) is then a direct consequence of (3.13) and the fact that \( g_{K,\gamma} \) is affine.

3.2. Upper bounds on the energy norm of the error. Substituting (3.5) into (3.1) gives
\[
\begin{aligned}
\int_{\Omega} \sigma(e) : \varepsilon(v) \, dx &= \sum_{K \in \mathcal{P}} \left( \int_K f \cdot v \, dx + \sum_{\gamma \in \mathcal{F}_K} \int_{\gamma} g_{K,\gamma} \cdot v \, dS \\
&\quad - \int_K \sigma(u_X) : \varepsilon(v) \, dx \right).
\end{aligned}
\]
Now, integrating by parts yields
\[
\begin{aligned}
\int_{\Omega} \sigma(e) : \varepsilon(v) \, dx &= \sum_{K \in \mathcal{P}} \left( \int_K r_K \cdot v \, dx + \sum_{\gamma \in \mathcal{F}_K} \int_{\gamma} R_{\gamma,K} \cdot v \, dS \\
&\quad - \sum_{\gamma \in \mathcal{F}_K} \int_{\gamma} (\sigma(u_X|K) n^K_{\gamma}) \cdot v \, dS + \int_K (\text{div} \sigma(u_X)) \cdot v \, dx \right).
\end{aligned}
\]
The above expression can then be rewritten in the form
\[
\begin{aligned}
\int_{\Omega} \sigma(e) : \varepsilon(v) \, dx &= \sum_{K \in \mathcal{P}} \left( \int_K r_K \cdot v \, dx + \sum_{\gamma \in \mathcal{F}_K} \int_{\gamma} R_{\gamma,K} \cdot v \, dS \right) \\
&\quad + \sum_{K \in \mathcal{P}} \int_K (f - P_K f) \cdot v \, dx + \sum_{\gamma \in \mathcal{F}_K} \int_{\gamma} (g - P_{\gamma} g) \cdot v \, dS
\end{aligned}
\]
(3.14)
where the interior residual \( r_K \in \mathbb{P}_1(K)^3 \) is defined by
\[
\begin{align*}
\begin{aligned}
r_K &= P_K f + \text{div} \sigma(u_X|K) \quad \text{on } K
\end{aligned}
\end{align*}
\]
and the boundary residual \( R_{\gamma,K} \in \mathbb{P}_1(\gamma)^3 \) is defined by
\[
\begin{align*}
\begin{aligned}
R_{\gamma,K} &= g_{K,\gamma} - \sigma(u_X|K) n^K_{\gamma} \quad \text{on } \gamma.
\end{aligned}
\end{align*}
\]
(3.15)
Since the stresses \( g_{K,\gamma} \) have been chosen such that (3.4) holds, then these residuals satisfy
\[
\sum_{\gamma \in \mathcal{F}_K} \int_{\gamma} R_{\gamma,K} \cdot p \, dS + \int_K r_K \cdot p \, dx = 0 \quad \text{for all } p \in \mathbb{P}_1(K)^3.
\]
(3.16)
For future reference, we note that choosing the stresses \( g_{K,\gamma} \) in the standard way described above does not enforce any relationship between the \( R_{\gamma,K} \) beyond (3.16) and so, in general,
\[
\begin{align*}
n^K_{\gamma} \cdot R_{\gamma,K} &\neq n^K_{\gamma} \cdot R_{\gamma,K}
\end{align*}
\]
(3.17)
on the edge shared by faces $\gamma$ and $\gamma'$ of element $K$.

We define the set of symmetric tensors in $H(\text{div}; K)$ by

$$H^\text{sym} (\text{div}; K) = \{ \mathbf{g} \in H(\text{div}; K) : \mathbf{a}_1^T \mathbf{g} \mathbf{a}_2 = \mathbf{a}_2^T \mathbf{g} \mathbf{a}_1 \text{ for all } \mathbf{a}_1, \mathbf{a}_2 \in \mathbb{R}^3 \}$$

and the associated subspace

$$H^\text{sym}_* (\text{div}; K) = \{ \mathbf{v} \in H^\text{sym} (\text{div}; K) : \mathbf{\sigma}_K \mathbf{n}_\gamma^K \in \mathbb{P}_1 (\gamma)^3 \text{ for all } \gamma \in F_K, \div \mathbf{v} \in \mathbb{P}_1 (K)^3, \int_K \mathbf{v} : \mathbf{\epsilon} (p) \, dx = 0 \text{ for all } p \in \mathbb{P}_1 (K)^3 \}. $$

Observe that both spaces are infinite dimensional.

We can now state our main result giving a computable upper bound on the energy norm of the error $\mathbf{e}$ in the finite element approximation:

**Theorem 3.2.** Suppose $\mathbf{\sigma}_K \in H^\text{sym}_* (\text{div}; K)$ satisfies the condition

$$\mathbf{\sigma}_K \mathbf{n}_\gamma^K = \mathbf{R}_{\gamma,K} \text{ on } \gamma \text{ for all } \gamma \in F_K. \tag{3.18}$$

Then

$$\int_K \mathbf{\sigma}_K : \mathbf{\epsilon} (\mathbf{v}) \, dx = \sum_{\gamma \in F_K} \int_\gamma \mathbf{R}_{\gamma,K} \cdot \mathbf{v} \, dS + \int_K \mathbf{r}_K \cdot \mathbf{v} \, dx \text{ for all } \mathbf{v} \in H^1 (\Omega) \tag{3.19}$$

and

$$\| \mathbf{e} \| \leq \left( \sum_{K \in P} \int_K \mathbf{E}^{-1} \mathbf{\sigma}_K : \mathbf{\sigma}_K \, dx \right)^{1/2} + \frac{C_\Omega}{\sqrt{2^p}} \left( \sum_{K \in P} \Psi_K^2 \right)^{1/2} \tag{3.20}$$

where $C_\Omega$ is the constant in (2.2) and

$$\Psi_K = \frac{1}{\pi} \text{osc} (\mathbf{f}, K) + \sum_{\gamma \in F_K \cap F_N} C^K_\gamma \text{osc} (\mathbf{g}, \gamma), \tag{3.21}$$

with

$$C^K_\gamma = \left( \frac{|\gamma|^{1/2} h_K \pi}{|K|} + \frac{2}{3} \max_{x \in \gamma} |x - x_\gamma| \right)^{1/2} \tag{3.22}$$

where $h_K$ is the length of the longest edge of element $K$ and $x_\gamma$ is the vertex of element $K$ which is not a vertex of face $\gamma$. Details on how to compute the value of $\int_K \mathbf{E}^{-1} \mathbf{\sigma}_K : \mathbf{\sigma}_K \, dx$ directly without having to construct $\mathbf{\sigma}_K$ explicitly are given in Section 4.

**Proof.** For $\mathbf{\sigma}_K \in H^\text{sym}_* (\text{div}; K)$, integration by parts yields

$$\int_K \mathbf{\sigma}_K : \mathbf{\epsilon} (\mathbf{v}) \, dx = \sum_{\gamma \in F_K} \int_\gamma (\mathbf{\sigma}_K \mathbf{n}_\gamma^K) \cdot \mathbf{v} \, dS - \int_K (\div \mathbf{\sigma}_K) \cdot \mathbf{v} \, dx$$

$$= \sum_{\gamma \in F_K} \int_\gamma \mathbf{R}_{\gamma,K} \cdot \mathbf{v} \, dS - \int_K (\div \mathbf{\sigma}_K) \cdot \mathbf{v} \, dx \tag{3.23}$$

upon inserting (3.18). By letting $\mathbf{v} = p \in \mathbb{P}_1 (K)^3$ in (3.23) we can see that

$$\sum_{\gamma \in F_K} \int_\gamma \mathbf{R}_{\gamma,K} \cdot p \, dS - \int_K (\div \mathbf{\sigma}_K) \cdot p \, dx = 0 \text{ for all } p \in \mathbb{P}_1 (K)^3.$$
by the definition of $H^s_{\sym}(\div; K)$. From (3.16) it follows that
\[ \int_K (r_K + \div \sigma_K) \cdot p \, dx = 0 \text{ for all } p \in P_1(K)^3 \]
which means that
\[ -\div \sigma_K = r_K \text{ in } K, \tag{3.24} \]
since both $r_K$ and $\div \sigma_K$ belong to $P_1(K)^3$ by the definition of $H^s_{\sym}(\div; K)$. Finally, substituting (3.24) into (3.23) yields (3.19).

We can now return to (3.14) and replace the first two terms on the right hand side using (3.19) and then use the estimates
\[ \int_K (f - P_K f) \cdot v \, dx \leq \frac{1}{\pi} \text{osc} (f, K) \left( \int_K \approx grad : \approx grad \, dx \right)^{1/2} \tag{3.25} \]
and
\[ \int_\gamma (g - P_\gamma g) \cdot v \, dS \leq C^K_{\gamma} \text{osc} (g, \gamma) \left( \int_K \approx grad : \approx grad \, dx \right)^{1/2} \tag{3.26} \]
(which we prove in Lemma 3.7) to conclude that
\[ \int_{\Omega} \approx \sigma : \approx \sigma \, dx \leq \sum_{K \in P} \Phi_K \| \v \|_K + \sum_{K \in P} \Psi_K \left( \int_K \approx grad : \approx grad \, dx \right)^{1/2}. \]

Let
\[ \Phi_K = \left( \int_K \approx \sigma : \approx \sigma \, dx \right)^{1/2}. \]

Then using the Cauchy-Schwarz inequality
\[ \int_K \approx \sigma : \approx \sigma \, dx \leq \left( \int_K \approx \sigma : \approx \sigma \, dx \right)^{1/2} \| \v \|_K = \Phi_K \| \v \|_K, \]
we obtain the bounds
\[ \int_{\Omega} \approx \sigma : \approx \sigma \, dx \]
\[ \leq \sum_{K \in P} \Phi_K \| \v \|_K + \sum_{K \in P} \Psi_K \left( \int_K \approx grad : \approx grad \, dx \right)^{1/2} \]
\[ \leq \left( \sum_{K \in P} \Phi_K^2 \right)^{1/2} \left( \sum_{K \in P} \| \v \|_K^2 \right)^{1/2} + \left( \sum_{K \in P} \Psi_K^2 \right)^{1/2} \left( \sum_{K \in P} \int_K \approx grad : \approx grad \, dx \right)^{1/2} \]
\[ = \left( \sum_{K \in P} \Phi_K^2 \right)^{1/2} \| \v \| + \left( \sum_{K \in P} \Psi_K^2 \right)^{1/2} \left( \int_{\Omega} \approx \sigma : \approx \sigma \, dx \right)^{1/2}. \]

We can then apply (2.2) and make use of the fact that
\[ \left( \int_K \approx \sigma : \approx \sigma \, dx \right)^{1/2} \leq \frac{1}{\sqrt{2\mu}} \| \v \|_K \]
to conclude that
\[ \int_{\Omega} \sigma(e) : \varepsilon(v) \, dx \leq \left( \left( \sum_{K \in P} \Phi_K^2 \right)^{1/2} + \frac{C_\Omega}{\sqrt{2\mu}} \left( \sum_{K \in P} \Psi_K^2 \right)^{1/2} \right) \|v\|. \]

Finally, letting \( v = e \) in the above expression and dividing through by \( \|e\| \) we arrive at (3.20) in the case when \( \|e\| \neq 0 \). In the case when \( \|e\| = 0 \) the bound holds trivially. \( \square \)

It is also possible to obtain an alternative bound:

**Corollary 3.3.** Suppose \( \sigma_K \in H^{sym}_{\text{div}}(K) \) satisfies (3.18). Then

\[ \|e\| \leq \left( \sum_{K \in P} \left( \left( \int_K \frac{E^{-1} \sigma}{\varepsilon} : \varepsilon \right)^{1/2} + \frac{C_K}{\sqrt{2\mu}} \Psi_K \right)^2 \right)^{1/2} \tag{3.27} \]

where \( C_K \) denotes the constant in the local Korn's inequality

\[ \inf_{v_K \in \mathcal{R}(K)} \left( \int_K \frac{\text{grad} (v - v_K) : \text{grad} (v - v_K)}{\varepsilon} \, dx \right)^{1/2} \leq C_K \left( \int_K \varepsilon(v) : \varepsilon(v) \, dx \right)^{1/2} \tag{3.28} \]

for all \( v \in H^1_D(K) = \{ v \in H^1(K) : \ v = 0 \text{ on } \Gamma_D \} \) where

\[ \mathcal{R}(K) = \{ v \in H^1(K) : \varepsilon(v) = 0 \} \subset P_1(K)^3. \tag{3.29} \]

**Proof.** In the proof of Theorem 3.2 we can use the estimates

\[ \int_K (f - P_K f) \cdot v \, dx \leq \frac{C_K}{\pi} \text{osc}(f, K) \left( \int_K \varepsilon(v) : \varepsilon(v) \, dx \right) \]

and

\[ \int_{\gamma} (g - P_{\gamma} g) \cdot v \, dS \leq C_K C_{\gamma} \text{osc}(g, \gamma) \left( \int_K \varepsilon(v) : \varepsilon(v) \, dx \right)^{1/2} \]

(which we prove in Lemma 3.8) instead of (3.25) and (3.26) to arrive at

\[ \int_{\Omega} \sigma(e) : \varepsilon(v) \, dx \leq \sum_{K \in P} \Phi_K \|v\|_K + C_K \Psi_K \left( \int_K \varepsilon(v) : \varepsilon(v) \, dx \right)^{1/2} \]

\[ \leq \sum_{K \in P} \left( \Phi_K + \frac{C_K}{\sqrt{2\mu}} \Psi_K \right) \|v\|_K \]

\[ \leq \left( \sum_{K \in P} \left( \Phi_K + \frac{C_K}{\sqrt{2\mu}} \Psi_K \right)^2 \right)^{1/2} \|v\|, \]

from which we obtain (3.27). \( \square \)

An upper bound on the constant \( C_K \) in the two dimensional analog of (3.28) is given in [14]. However, as far as we are aware, an upper bound for the constant \( C_K \) in (3.28) is not known in three dimensions. In many practical applications of finite elements, one sees the engineer choosing data \( f \in P_1(K)^3 \) on each element \( K \in P \) and \( g \in P_1(\gamma)^3 \) on each face \( \gamma \in \mathcal{F}_N \) (or even piecewise constant), in which case the oscillation terms are absent and knowledge of \( C_K \) or \( C_\Omega \) becomes a moot point.
3.3. Construction of a stress representer. Throughout this section we shall only be considering a single element \( K \), and hence, for ease of notation we omit the superscript from \( n^K \). Our computable upper bound hinges on the existence (and construction) of a suitable stress representer \( \sigma_K \in H^{\text{sym}}(\text{div}; K) \) satisfying (3.18).

**Theorem 3.4.** There exists \( \sigma_K \in H^{\text{sym}}(\text{div}; K) \) satisfying (3.18).

**Proof.** In order to prove the existence of \( \sigma_K \), we consider the related problem of seeking a displacement \( \phi_K \in \mathcal{H}(K) = H^1(K) \setminus \mathcal{R}(K) \) satisfying

\[
\int_K \sigma(\phi_K) : \epsilon(v) \, dx = \int_K r_K \cdot v \, dx + \sum_{\gamma \in \mathcal{F}_K} \int_{\gamma} R_{\gamma,K} \cdot v \, dS \quad \forall v \in \mathcal{H}(K). \tag{3.30}
\]

The bilinear form on the left hand side of (3.30) is trivially seen to be coercive on \( \mathcal{H}(K) \) whilst the linear form on the right hand side of (3.30) is continuous on \( \mathcal{H}(K) \). Hence, the Lax-Milgram Lemma ensures the existence of a unique solution \( \phi_K \). Let \( \sigma_K = \sigma(\phi_K) \). Then \( \sigma_K \) satisfies

\[
\int_K \sigma_n : \epsilon(v) \, dx = \int_K r_K \cdot v \, dx + \sum_{\gamma \in \mathcal{F}_K} \int_{\gamma} R_{\gamma,K} \cdot v \, dS \quad \forall v \in \mathcal{H}(K) \tag{3.31}
\]

since both sides of (3.31) vanish when \( v \in \mathcal{R}(K) \) thanks to (3.16). Consequently, since \( r_K \in \mathbb{P}_1(K)^3 \) and \( R_{\gamma,K} \in \mathbb{P}_1(\gamma)^3 \), identity (3.31) means that \( -\text{div} \sigma_K = r_K \) in \( K \) and \( \sigma_K n_{\gamma} = R_{\gamma,K} \) on all \( \gamma \in \mathcal{F}_K \). Moreover, \( \sigma_K \in H^{\text{sym}}(\text{div}; K) \) since, again thanks to (3.16), (3.31) means that \( \int_K \sigma_K : \epsilon(v) \, dx = 0 \) when \( v \in \mathbb{P}_1(K)^3 \). \( \square \)

Theorem 3.4 ensures the existence of a suitable field \( \sigma_K \), satisfying the hypothesis of Theorem 3.2. It is easy to see that \( \sigma_K \) is non-unique which is indeed fortunate since the construction of \( \sigma_K \) suggested in the proof of Theorem 3.4 is not a viable practical proposition: (3.30) entails the existence of an infinite dimensional local boundary value problem which cannot be solved analytically in general. Nevertheless, some authors [8, 13, 19, 20] have sought to construct an approximation to \( \mathcal{H}(K) \) by approximating (3.30) over a finite dimensional subspace of \( H^1(K) \). This means that the approximate displacement \( \phi_K \) fails to satisfy (3.31) over the full space \( H^1(K) \) meaning that the resulting estimator is no longer a guaranteed upper bound on the error. For this reason, we adopt an alternative approach whereby \( \sigma_K \) is treated directly (i.e. need not be defined in terms of a displacement field \( \phi_K \)).

Ideally, we would like to choose a simple direct construction for \( \sigma_K \) in terms of polynomials defined over the element \( K \): e.g. seek \( \sigma_K \in \mathbb{P}_m(K)^{3 \times 3} \cap H^{\text{sym}}(\text{div}; K) \) for a suitable \( m \in \mathbb{N} \). Unfortunately, this choice is doomed to failure, regardless of the value of \( m \), for the following reason. Let \( \sigma_K \in \mathbb{P}_m(K)^{3 \times 3} \cap H^{\text{sym}}(\text{div}; K) \), and consider only the edge shared by distinct faces \( \gamma_4, \gamma_1 \in \mathcal{F}_K \) shown in Figure 3.1. Since, \( \sigma_K \) is symmetric \( \sigma_K = \sigma_K^T \), \( \sigma_K n_{\gamma_1} = n_{\gamma_1}^T \sigma_K n_{\gamma_1} \) on the edge shared by faces \( \gamma_1 \) and \( \gamma_1 \). This means that, if \( \sigma_K \in \mathbb{P}_m(K)^{3 \times 3} \cap H^{\text{sym}}(\text{div}; K) \), then (3.18) can only be satisfied if \( n_{\gamma_4}^T R_{\gamma_1,K} = n_{\gamma_1}^T R_{\gamma_4,K} \) on the edge shared by faces \( \gamma_4 \) and \( \gamma_1 \), which, as noted earlier in (3.17), is not the case in general.

The above argument shows that one cannot hope to find a polynomial field \( \sigma_K \in H^{\text{sym}}(\text{div}; K) \) on element \( K \) satisfying (3.18). Prompted by our investigations [4] in the case of planar elasticity we construct a piecewise polynomial field \( \sigma_K \) over the element as follows. We construct a sub-mesh of four tetrahedra, denoted by \( K_1, K_2, K_3 \) and \( K_4 \), each having a vertex at the centroid of element \( K \) and such that \( K_1 \) has \( \gamma_m \) as one of its faces as shown in Figure 3.2. We then seek \( \sigma_K \in H^{\text{sym}}(\text{div}; K) \) such that \( \sigma_K|_{K_m} \in \mathbb{P}_2(K_m)^{3 \times 3} \) for each sub-tetrahedron \( K_m \subset K \). In other words,
we seek $\sigma_K$ in the space $V_K$ defined by

$$V_K = \{ v : v \in H_\text{sym}^\text{div}(K), \, v|_{K_m} \in \mathbb{P}_2(K_m)^{3\times3} \text{ for } m = 1, 2, 3, 4 \}. $$

We note that the space $V_K$ is a subspace of the three dimensional analog of the lowest order Arnold, Douglas and Gupta finite element space [5]. The following result asserts that it is possible to find a $\sigma_K \in V_K$ which satisfies (3.18).

**Theorem 3.5.** There exists $\sigma_K \in V_K$ such that

$$\sigma_K n_{\gamma} = R_{\gamma,K} \text{ for all } \gamma \in F_K$$

and there exists a positive constant $C$, independent of the error $e$ and the size of the elements in the mesh, such that

$$\left( \int_K E^{-1} \sigma_K : \sigma_K \, dx \right)^{1/2} \leq C \left( \sum_{K' \in \tilde{K}} \| e \|_{K'} + \sum_{K' \in \tilde{K}} \text{osc} (f, K') + \sum_{\gamma \in \tilde{F}_K \cap F_N} \text{osc} (g, \gamma) \right)$$

where $\tilde{K}$ denotes the set of elements which share a vertex with element $K$ and $\tilde{F}_K$ denotes the set of faces which share a vertex with element $K$.

**Proof.** The theorem is proved at the end of this section. \qed
The splitting of element $K$ (shown in Figure 3.1) into the four sub-tetrahedra $K_1$, $K_2$, $K_3$, and $K_4$ is shown in the centre, surrounded by individual diagrams of the four sub-tetrahedra. The centroid of the element $x_K = \frac{1}{4}(x_1 + x_2 + x_3 + x_4)$.

Fig. 3.2. The splitting of element $K$ (shown in Figure 3.1) into the four sub-tetrahedra $K_1$, $K_2$, $K_3$, and $K_4$ is shown in the centre, surrounded by individual diagrams of the four sub-tetrahedra. The centroid of the element $x_K = \frac{1}{4}(x_1 + x_2 + x_3 + x_4)$.

Theorem 3.5 asserts the existence of a field $\sigma_K \in \mathbf{V}_K$ satisfying (3.32). For the purposes of Theorem 3.2, we are obliged to construct $\sigma_K \in \mathbf{V}_K$ explicitly, or, at any rate compute its norm. We construct $\sigma_K$ on a given element $K$ in terms of functions $\tilde{\sigma}_K^\gamma$ associated with each face of $K$ as follows. Without loss of generality, we consider the face $\gamma_4$, with vertices $x_1, x_2$ and $x_3$, of the element shown in Figure 3.1. For each vertex $x_1, x_2$ and $x_3$ of the face we define three functions, which are associated with the remaining faces $\gamma_1, \gamma_2$, and $\gamma_3$. For example, in the case of vertex $x_1$, the functions are denoted by $\theta_{\gamma_4 / n_1, x_1}^\gamma, \theta_{\gamma_4 / n_2, x_1}^\gamma$, and $\theta_{\gamma_4 / n_3, x_1}^\gamma$ and satisfy the conditions:

$$\theta_{\gamma_4 / n_i, x_1}^\gamma n_{\gamma'} = 0 \text{ on } \gamma' \in \mathcal{F}_K \setminus \gamma_4$$

and

$$\int_{\gamma_4} (n_{\gamma_4} \cdot \theta_{\gamma_4 / n_i, x_1}^\gamma n_{\gamma_4}) \lambda_j dS = \begin{cases} \frac{1}{|\lambda_j|} & \text{if } j = 1 \text{ and } \gamma_i = \gamma', \\ 0 & \text{otherwise}, \end{cases}$$
The function \( \theta_{\gamma_4}^{\lambda_4} \) is assigned a weight \( R_{\gamma_4,n_1,x_1} \), given in terms of the residual \( R_{\gamma_4,K} \) defined by (3.15), as follows:

\[
R_{\gamma_4,n_1,x_1} = |\gamma_4| \int_{\gamma_4} (n_{\gamma_4}^T R_{\gamma_4,K}) \lambda_1 \, dS.
\]

The sum of this weighted combination yields the function

\[
\theta_{\gamma_4}^{\gamma_4} = \sum_{i=1}^{3} R_{\gamma_4,n_1,x_1} \theta_{\gamma_4,n_1,x_1}^{\gamma_4}
\]

associated with vertex \( x_1 \) of face \( \gamma_4 \). Functions associated with the vertices \( x_2 \) and \( x_3 \) of face \( \gamma_4 \) can be constructed similarly and used to construct a function associated with face \( \gamma_4 \) as follows:

\[
\theta_{\gamma_4}^{\gamma_4} = \sum_{i=1}^{3} \theta_{\gamma_4}^{\gamma_4}
\]

Our actual stress representer is then given by the sum of this function and the corresponding functions on the remaining faces:

\[
\sigma_K = \sigma_K^{\gamma_1} + \sigma_K^{\gamma_2} + \sigma_K^{\gamma_3} + \sigma_K^{\gamma_4}.
\]

(3.34)

However, as seen in Theorem 3.2, in order to compute the upper bound on the error, we need only compute the value of the number \( \int_K \mathbb{E}^{-1} \sigma_K : \sigma_K \, dx \) and not the actual field \( \sigma_K \) itself.

All of the above arguments depend on whether or not one can find functions \( \theta_{n_1,x_j}^{\gamma} \) for all \( i, j \in N(\gamma) \) and \( \gamma \in F_K \) such that

\[
\theta_{n_1,x_j}^{\gamma} n_{\gamma'} = 0 \quad \text{on} \quad \gamma' \in F_K \backslash \gamma
\]

and, for \( m \in N(\gamma) \) and \( \gamma' \in F_K \),

\[
\int_{\gamma} \left( n_{\gamma}^T \theta_{n_1,x_j}^{\gamma} n_{\gamma} \right) \lambda_m \, dS = \begin{cases} \frac{1}{|\gamma|_1} & \text{if } m = j \text{ and } \gamma_i = \gamma', \\ 0 & \text{otherwise.} \end{cases}
\]

(3.36)

In fact the following piecewise polynomials satisfy these properties:

The function \( \theta_{\gamma_4}^{\gamma_4} \) is defined by

\[
\theta_{\gamma_4}^{\gamma_4} = \frac{1}{896580 |K|} \left( \rho_{\gamma_4,11}^{\gamma_4,11} T_{\gamma_4}^{\gamma_4,11} + \rho_{\gamma_4,22}^{\gamma_4,22} T_{\gamma_4}^{\gamma_4,22} + \rho_{\gamma_4,33}^{\gamma_4,33} T_{\gamma_4}^{\gamma_4,33} + \rho_{\gamma_4,12}^{\gamma_4,12} T_{\gamma_4}^{\gamma_4,12} \right)
\]

(3.37)

where

\[
T_{\gamma_4}^{\gamma_4,jk} = \frac{1}{2} (t_j t_k^T + t_k t_j^T)
\]

with

\[
t_{jk} = x_j - x_i
\]

and the piecewise quadratic polynomials \( \rho_{\gamma_4,11}^{\gamma_4,11}, \rho_{\gamma_4,22}^{\gamma_4,22}, \rho_{\gamma_4,33}^{\gamma_4,33}, \rho_{\gamma_4,23}^{\gamma_4,23}, \rho_{\gamma_4,31}^{\gamma_4,31}, \rho_{\gamma_4,12}^{\gamma_4,12} \) are given in Table 6.1. Moreover, the function \( \theta_{\gamma_4}^{\gamma_4} \) is defined by

\[
\theta_{\gamma_4}^{\gamma_4} = \frac{1}{36759780 |K|} \left( \rho_{\gamma_4,11}^{\gamma_4,11} T_{\gamma_4}^{\gamma_4,11} + \rho_{\gamma_4,22}^{\gamma_4,22} T_{\gamma_4}^{\gamma_4,22} + \rho_{\gamma_4,33}^{\gamma_4,33} T_{\gamma_4}^{\gamma_4,33} + \rho_{\gamma_4,23}^{\gamma_4,23} T_{\gamma_4}^{\gamma_4,23} + \rho_{\gamma_4,31}^{\gamma_4,31} T_{\gamma_4}^{\gamma_4,31} + \rho_{\gamma_4,12}^{\gamma_4,12} T_{\gamma_4}^{\gamma_4,12} \right)
\]

(3.38)
where the piecewise quadratic polynomials \( \rho_{n_i,x_2}^{\gamma_i,12}, \rho_{n_1,x_2}^{\gamma_1,22}, \rho_{n_1,x_2}^{\gamma_1,33}, \rho_{n_1,x_2}^{\gamma_1,23}, \rho_{n_1,x_2}^{\gamma_1,31} \) and \( \rho_{n_1,x_2}^{\gamma_1,11} \) are given in Table 6.2. In total, there are 36 distinct functions of the form \( \theta_{n,x}^{\gamma} \) corresponding to nine functions on each of the four faces of \( K \), and the choices of \( x \) being any of the three vertices on the face itself, and \( n \) being the normals on the three remaining faces. Expressions for the remaining 34 functions can be obtained by permuting the indices of the functions \( \theta_{n,x}^{\gamma_1} \) and \( \theta_{n,x}^{\gamma_1} \).

In general, for \( \gamma \in \mathcal{F}_K \) and \( i,j \in \mathcal{N}(\gamma) \),

\[
\theta_{n,x}^{\gamma} = \frac{1}{\omega_{ij}} \sum_{k \in \mathcal{N}(\gamma)} \sum_{\ell \geq k} \rho_{n,x}^{\gamma,kl} \gamma,kl
\]

where

\[
\omega_{ij} = \begin{cases} 
896580 & \text{if } i = j, \\
36759780 & \text{if } i \neq j,
\end{cases}
\]

and the piecewise quadratic polynomials \( \rho_{n,x}^{\gamma,kl} \) can be obtained by permuting the indices of the \( \rho_{n,x}^{\gamma,kl} \), given in Table 6.1 and the \( \rho_{n,x}^{\gamma,kl} \) given in Table 6.2 for the cases \( i = j \) and \( i \neq j \) respectively. A tedious, but straightforward manipulation reveals that these functions do in fact satisfy (3.35) and (3.36). We note that there are other functions in \( \mathcal{V}_K \) which satisfy these properties. However, the choices given above are such that \( \int_K \mathbf{w}^{-1} \theta_{n,x}^{\gamma} : \theta_{n,x}^{\gamma} \, d\mathbf{x} \) is minimised when \( K \) is an equilateral tetrahedron.

We are now in a position to give a proof of Theorem 3.5.

**Proof.** For \( \gamma \in \mathcal{F}_K \), let

\[
\sigma_{\gamma}^{\gamma} = \sum_{i \in \mathcal{N}(\gamma)} \sum_{j \in \mathcal{N}(\gamma)} \theta_{n,x}^{\gamma} \int_{\gamma} |\gamma| n_{\gamma}^T R_{\gamma,K} \lambda_j \, d\mathbf{S}.
\]

Now, property (3.35) implies that \( \sigma_{\gamma}^{\gamma} n_{\gamma}^{\gamma} \) vanishes on all faces \( \gamma' \) of element \( K \) except face \( \gamma \). Upon observing that \( \{\lambda_j\}_{j \in \mathcal{N}(\gamma)} \) is a basis for \( \mathbb{P}_1(\gamma) \) and that \( \{|\gamma| n_{\gamma}^{\gamma} \}_{i \in \mathcal{N}(\gamma)} \) is a basis for \( \mathbb{P}_1(\gamma)^3 \). Hence, it follows from property (3.36) that

\[
\int_{\gamma} (\sigma_{\gamma}^{\gamma} n_{\gamma}^{\gamma}) \cdot p \, d\mathbf{S} = \int_{\gamma} R_{\gamma,K} \cdot p \, d\mathbf{S} \text{ for all } p \in \mathbb{P}_1(\gamma)^3.
\]

Hence, \( \sigma_{\gamma}^{\gamma} n_{\gamma}^{\gamma} = R_{\gamma,K} \) on face \( \gamma \) of element \( K \) since \( R_{\gamma,K} \in \mathbb{P}_1(\gamma)^3 \) and the definition of \( \mathcal{V}_K \) means that \( \sigma_{\gamma}^{\gamma} n_{\gamma}^{\gamma} \in \mathbb{P}_1(\gamma)^3 \). Hence,

\[
\sigma_{\gamma}^{\gamma} n_{\gamma}^{\gamma} = R_{\gamma,K} \delta_{\gamma' \gamma} \text{ on } \gamma' \text{ for all } \gamma' \in \mathcal{F}_K
\]

from which (3.32) is a simple consequence when we construct \( \sigma_{\gamma}^{\gamma} \) as in (3.34).

Moreover, the triangle inequality allows us to say that

\[
\left( \int_K \mathbf{w}^{-1} \sigma_{\gamma}^{\gamma} : \sigma_{\gamma}^{\gamma} \, d\mathbf{x} \right)^{1/2} \leq \sum_{\gamma' \in \mathcal{F}_K} \left( \int_K \mathbf{w}^{-1} \sigma_{\gamma'}^{\gamma'} : \sigma_{\gamma'}^{\gamma'} \, d\mathbf{x} \right)^{1/2}
\]

by the definition of \( \sigma_{\gamma}^{\gamma} \) (3.34) and

\[
\left( \int_K \mathbf{w}^{-1} \sigma_{\gamma}^{\gamma} : \sigma_{\gamma}^{\gamma} \, d\mathbf{x} \right)^{1/2} \leq \sum_{i \in \mathcal{N}(\gamma)} \sum_{j \in \mathcal{N}(\gamma)} \left| \int_{\gamma} |\gamma| n_{\gamma}^{\gamma} R_{\gamma,K} \lambda_j \, d\mathbf{S} \right| \left( \int_K \mathbf{w}^{-1} \theta_{n,x}^{\gamma} : \theta_{n,x}^{\gamma} \, d\mathbf{x} \right)^{1/2}
\]
by the definition of $\sigma_K^\gamma$ (3.39). Now, standard arguments yield that
\[
\int_K \mathbb{P}^{-1} \theta_{n_\gamma, x_j} : \theta_{n_\gamma, x_j} \, dx \leq C h_K^{-5}
\]
and
\[
\left| \int_{\gamma} |n_{\gamma}^T R_{\gamma, K} \lambda_j \, dS \right| \leq C h_K^2 \left| \int_{\gamma} n_{\gamma}^T R_{\gamma, K} \lambda_j \, dS \right| \leq C h_K^3 \|R_{\gamma, K}\|_{L_2(\gamma)}.
\]
Rewriting
\[
R_{\gamma, K} = g_{K, \gamma} - \langle \sigma (u x) n_K \rangle_\gamma - J_\gamma,
\]
where $J_\gamma$ is defined by (3.12), allows us to say that
\[
\|R_{\gamma, K}\|_{L_2(\gamma)} \leq \left\| g_{K, \gamma} - \langle \sigma (u x) n_K \rangle_\gamma \right\|_{L_2(\gamma)} + \|J_\gamma\|_{L_2(\gamma)}
\]
to which we can apply (3.9) and (3.11) to conclude that
\[
\frac{C h_K^3}{h_K} \|R_{\gamma, K}\|_{L_2(\gamma)} \leq C h_K^{5/2} \sum_{n \in \mathcal{N}(\gamma)} \left( \sum_{K' \in \mathcal{P}_n} \|f\|_{K'} + \sum_{\gamma' \in \mathcal{F}_K \cap \mathcal{F}_N} \text{osc}(f, K') + \sum_{\gamma' \in \mathcal{F}_K \cap \mathcal{F}_N} \text{osc}(g, \gamma') \right).
\]
Finally, by combining the above inequalities we can arrive at (3.33).

3.4. Bounding the oscillation terms. In order to bound the oscillation terms we shall require the three dimensional analog of the result proved for triangles in the appendix of [1].

**Lemma 3.6.** Let $w \in H^1(K)$ be such that $\int_K w \, dx = 0$. Then, for $\gamma \in \mathcal{F}_K$,
\[
\|w\|_{L_2(\gamma)} \leq \left( \frac{|\gamma|}{|K|} \frac{h_K}{\pi} \left( \frac{h_K}{\pi} + \frac{2}{3} \max_{x \in \gamma} |x - x_\gamma| \right) \right)^{1/2} \|\text{grad} w\|_{L_2(K)}.
\]

**Proof.** Let $\theta^K_\gamma = \frac{|\gamma|}{|K|} (x - x_\gamma)$ where $x_\gamma$ is the vertex of element $K$ which does not lie on face $\gamma$. This function satisfies $\int_{\gamma} \n^K_\gamma : \theta^K_\gamma \, dS = \delta_{\gamma', \gamma}$ for all $\gamma' \in \mathcal{F}_K$. Then
\[
\|w\|_{L_2(\gamma)}^2 = \sum_{\gamma' \in \mathcal{F}_K} \int_{\gamma'} \n^K_\gamma : \theta^K_\gamma \, dS = \int_K \text{div}(\theta^K_\gamma w^2) \, dx
\]
\[
= \frac{|\gamma|}{|K|} \|w\|_{L_2(K)}^2 + 2 \int_K w \theta^K_\gamma \cdot \text{grad} w \, dx
\]
\[
\leq \frac{|\gamma|}{|K|} \|w\|_{L_2(K)} \left( \|w\|_{L_2(K)} + \frac{2}{3} \max_{x \in \gamma} |x - x_\gamma| \|\text{grad} w\|_{L_2(K)} \right)
\]
\[
\leq \frac{|\gamma|}{|K|} \frac{h_K}{\pi} \left( \frac{h_K}{\pi} + \frac{2}{3} \max_{x \in \gamma} |x - x_\gamma| \right) \|\text{grad} w\|_{L_2(K)}^2
\]
upon applying the inequality
\[
\|w\|_{L_2(\gamma)} \leq \frac{h_K}{\pi} \|\text{grad} w\|_{L_2(K)}
\]
which is proved in [9, 21].

We can then bound the oscillation terms as follows.
Lemma 3.7. Let \( C^K_\gamma \) be defined by (3.22). Then, for \( v \in H^1_D(\Omega) \),

\[
\int_K (f - P_K f) \cdot v \, dx \leq \frac{1}{\pi} \text{osc} (f, K) \left( \int_K \nabla v : \nabla v \, dx \right)^{1/2}
\]

(3.42)

for \( K \in \mathcal{P} \) and

\[
\int_\gamma (g - P_\gamma g) \cdot v \, dS \leq C^K_\gamma \text{osc} (g, \gamma) \left( \int_K \nabla v : \nabla v \, dx \right)^{1/2}
\]

(3.43)

for \( \gamma \in \mathcal{F}_K \cap \mathcal{F}_N \).

Proof. Let \( v_K \in \mathbb{R}^3 \) be such that

\[
\int_K p \cdot (v - v_K) \, dx = 0 \text{ for all } p \in \mathbb{R}^3.
\]

Then, the definition of \( P_K f \) means that we can write

\[
\int_K (f - P_K f) \cdot v \, dx = \int_K (f - P_K f) \cdot (v - v_K) \, dx
\]

\[
\leq \| f - P_K f \|_{L^2(K)} \| v - v_K \|_{L^2(K)}
\]

from which (3.42) follows upon applying (3.41). Also, for \( \gamma \in \mathcal{F}_K \cap \mathcal{F}_N \), the definition of \( P_\gamma g \) means that

\[
\int_\gamma (g - P_\gamma g) \cdot v \, dS = \int_\gamma (g - P_\gamma g) \cdot (v - v_K) \, dS
\]

\[
\leq \| g - P_\gamma g \|_{L^2(\gamma)} \| v - v_K \|_{L^2(\gamma)}
\]

to which we can apply (3.40) to arrive at (3.43). \( \square \)

We can also bound the oscillation terms in an alternative way.

Lemma 3.8. Let \( C_K \) denote the constant in the local Korn’s inequality (3.28). Then, for \( v \in H^1_D(\Omega) \),

\[
\int_K (f - P_K f) \cdot v \, dx \leq \frac{C_K}{\pi} \text{osc} (f, K) \left( \int_K \varepsilon (v) : \varepsilon (v) \, dx \right)^{1/2}
\]

(3.44)

for \( K \in \mathcal{P} \) and

\[
\int_\gamma (g - P_\gamma g) \cdot v \, dS \leq C_K C^K_\gamma \text{osc} (g, \gamma) \left( \int_K \varepsilon (v) : \varepsilon (v) \, dx \right)^{1/2}
\]

(3.45)

for \( \gamma \in \mathcal{F}_K \cap \mathcal{F}_N \).

Proof. The definitions of \( P_K f \) and \( P_\gamma g \) mean that (3.42) and (3.43) will still hold with \( v \) on the right hand side replaced by \( v - v_K \) where \( v_K \in \mathcal{R}(K) \). We can then apply (3.28) to the resulting inequalities to arrive at (3.44) and (3.45). \( \square \)

4. Practical application of the theory. Our main result is summarised in the following theorem.

Theorem 4.1. Let the error \( e = u - u_X \) where \( u \) is the solution of (2.1) and \( u_X \) is the solution of (2.3). Then

\[
\| e \| \leq \left( \sum_{K \in \mathcal{P}} \int_K \mathbb{E}^{-1} \sigma_K : \sigma_K \, dx \right)^{1/2} + \frac{C_\Omega}{\sqrt{2\mu}} \left( \sum_{K \in \mathcal{P}} \psi^2_K \right)^{1/2}
\]

(4.1)
where \( C_\Omega \) is the constant in (2.2) and \( \Psi_K \) is defined by (3.21). Alternatively, 

\[
\| \epsilon \| \leq \left( \sum_{K \in P} \left( \left( \int_K \mathbb{E}^{-1} \sigma_K : \sigma_K \, dx \right)^{1/2} + C_K \sqrt{2\mu} \Psi_K \right)^2 \right)^{1/2}.
\] (4.2)

where \( C_K \) is the constant in (3.28). Moreover, there exists a positive constant \( C \), independent of the error \( \epsilon \) and the size of the elements in the mesh, such that 

\[
\left( \int_K \mathbb{E}^{-1} \sigma_K : \sigma_K \, dx \right)^{1/2} + \frac{1}{\sqrt{2\mu}} \max(\mathcal{C}_\Omega, C_K) \Psi_K \leq C \left( \sum_{K' \in \tilde{K}} \| \epsilon \|_{K'} + \sum_{K' \in \tilde{K}} \text{osc}(f, K') + \sum_{\gamma \in \tilde{F}_K \cap F_N} \text{osc}(g, \gamma) \right)
\] (4.3)

where \( \tilde{K} \) denotes the set of elements which share a vertex with element \( K \) and \( \tilde{F}_K \) denotes the set of faces which share a vertex with element \( K \).

For the convenience of the reader who is primarily interested in the practicalities of implementing the estimator, we present an outline of the steps involved in the computation of \( \int_K \mathbb{E}^{-1} \sigma_K : \sigma_K \, dx \).

The procedure for calculating \( \int_K \mathbb{E}^{-1} \sigma_K : \sigma_K \, dx \) is:

1. Calculate equilibrated stresses \( \sigma_{K,\gamma} \), satisfying equations (3.2), (3.3), (3.4) and (3.9). A way of doing this is described in Section 3.1.
2. Use these equilibrated stresses to calculate the data defined by (3.15).
3. With these data, calculate \( \int_K \mathbb{E}^{-1} \sigma_K : \sigma_K \, dx \) (see below).

The final step is to calculate 

\[
\int_K \mathbb{E}^{-1} \sigma_K : \sigma_K \, dx = \quad \text{(4.4)}
\]

\[
\int_K \mathbb{E}^{-1} \sigma_K^1 : \sigma_K^1 \, dx + \int_K \mathbb{E}^{-1} \sigma_K^2 : \sigma_K^2 \, dx + \int_K \mathbb{E}^{-1} \sigma_K^3 : \sigma_K^3 \, dx + \int_K \mathbb{E}^{-1} \sigma_K^4 : \sigma_K^4 \, dx
\]

\[
+ 2 \left( \int_K \mathbb{E}^{-1} \sigma_K^1 : \sigma_K^2 \, dx + \int_K \mathbb{E}^{-1} \sigma_K^2 : \sigma_K^3 \, dx + \int_K \mathbb{E}^{-1} \sigma_K^3 : \sigma_K^4 \, dx + \int_K \mathbb{E}^{-1} \sigma_K^4 : \sigma_K^1 \, dx \right).
\]

The following lemma, which is proved in Section 6.1 of the appendix, shows how to compute this quantity without having to construct \( \sigma_K \) explicitly. We continue to use the notation shown in Figure 3.1.
LEMMA 4.2. Let \( i, j, k, l \in \{1, 2, 3, 4\} \) be distinct and define

\[
\vec{R}_{j,k,l}^i = \begin{bmatrix}
\int \gamma_j n_{jij}^T R_{\gamma_i,\lambda j} \, ds \\
\int \gamma_j n_{ijj}^T R_{\gamma_i,\lambda j} \, ds \\
\int \gamma_j n_{jjj}^T R_{\gamma_i,\lambda j} \, ds \\
\int \gamma_j n_{jij}^T R_{\gamma_i,\lambda j} \, ds \\
\int \gamma_j n_{ijj}^T R_{\gamma_i,\lambda j} \, ds \\
\int \gamma_j n_{jjj}^T R_{\gamma_i,\lambda j} \, ds \\
\end{bmatrix}
\]

and

\[
\vec{R}_{j,k,l}^i = \begin{bmatrix}
\int \gamma_k n_{kik}^T R_{\gamma_j,\lambda k} \, ds \\
\int \gamma_k n_{ikj}^T R_{\gamma_j,\lambda k} \, ds \\
\int \gamma_k n_{jki}^T R_{\gamma_j,\lambda k} \, ds \\
\int \gamma_k n_{kij}^T R_{\gamma_j,\lambda k} \, ds \\
\int \gamma_k n_{ikj}^T R_{\gamma_j,\lambda k} \, ds \\
\int \gamma_k n_{jki}^T R_{\gamma_j,\lambda k} \, ds \\
\end{bmatrix}
\]

Then

\[
\int_{K} E^{-1} \sigma_R : \sigma_R^T \, dx = \frac{1}{|K|^2} \left( \vec{R}_{j,k,l}^i \right)^T M_{j,k,l}^{\gamma_i,\gamma_j} \vec{R}_{j,k,l}^i
\]

and

\[
\int_{K} E^{-1} \sigma_R : \sigma_R^T \, dx = \frac{1}{|K|^2} \left( \vec{R}_{j,k,l}^i \right)^T N_{j,k,l}^{\gamma_i,\gamma_j} \vec{R}_{j,k,l}^i
\]

where the matrix \( M_{j,k,l}^{\gamma_i,\gamma_j} \) is defined by

\[
M_{j,k,l}^{\gamma_i,\gamma_j} = M_{j,j,j} B_{j,j,j}^{\gamma_i,\gamma_j} + M_{j,j,k} B_{j,j,k}^{\gamma_i,\gamma_j} + M_{j,j,l} B_{j,j,l}^{\gamma_i,\gamma_j} + M_{j,k,l} B_{j,k,l}^{\gamma_i,\gamma_j}
\]

and the matrix \( N_{j,k,l}^{\gamma_i,\gamma_j} \) is defined by

\[
N_{j,k,l}^{\gamma_i,\gamma_j} = N_{j,j,j} B_{j,j,j}^{\gamma_i,\gamma_j} + N_{j,j,k} B_{j,j,k}^{\gamma_i,\gamma_j} + N_{j,j,l} B_{j,j,l}^{\gamma_i,\gamma_j} + N_{j,k,l} B_{j,k,l}^{\gamma_i,\gamma_j}
\]

where

\[
B_{\gamma}^{\nu,\sigma} = E^{-1} \tau^{\gamma,\nu} : \tau^{\gamma,\sigma}
\]

with

\[
\tau^{\gamma,\sigma} = \frac{1}{2} (t_{\nu q} t_{\sigma r}^T + t_{\sigma q} t_{\nu r}^T)
\]

and

\[
t_{\nu q} = x_q - x_i.
\]
The matrices which appear in the definitions of $M_{j,k,l}^{\gamma_i}$ and $N_{j,k,l}^{\gamma_i}$ are defined in Tables 6.3 and 6.4 in the appendix.

By setting $i$, $j$, and $k$ to the appropriate values all ten terms on the right hand side of (4.4) can be calculated using the above lemma:

- $i = 1, j = 2, k = 3, l = 4$ yields $\int_K E^{-1} \sigma_K : \sigma_K^2 \, dx$ and $\int_K E^{-1} \sigma_K^2 : \sigma_K \, dx$;
- $i = 2, j = 3, k = 4, l = 1$ yields $\int_K E^{-1} \sigma_K^2 : \sigma_K^3 \, dx$ and $\int_K E^{-1} \sigma_K^3 : \sigma_K \, dx$;
- $i = 3, j = 4, k = 1, l = 2$ yields $\int_K E^{-1} \sigma_K^3 : \sigma_K^2 \, dx$ and $\int_K E^{-1} \sigma_K^2 : \sigma_K \, dx$;
- $i = 4, j = 1, k = 2, l = 3$ yields $\int_K E^{-1} \sigma_K^4 : \sigma_K \, dx$ and $\int_K E^{-1} \sigma_K \, dx$;
- $i = 1, j = 3, k = 2, l = 4$ yields $\int_K E^{-1} \sigma_K^2 \, dx$;
- $i = 2, j = 4, k = 3, l = 1$ yields $\int_K E^{-1} \sigma_K^2 : \sigma_K \, dx$.

5. Numerical example. Consider the problem $- \nabla \cdot \sigma (u) = 0$ in the L-shaped region pictured in Figure 5.1. Homogeneous Dirichlet boundary conditions are imposed on the face which is built in. The Neumann boundary condition $g = (0 \; 0 \; 1)^T$ is imposed on the face on which there is a tangential traction. Homogeneous Neumann boundary conditions are imposed on the remaining faces. We took $\lambda = \frac{15}{20}$ and $\mu = \frac{5}{13}$. The initial mesh is shown in Figure 5.2(a).

For this example, both of the upper bounds given in Theorem 4.1 reduce to $\| \e \| \leq \eta$ where

$$
\eta = \left( \sum_{K \in P} \int_K E^{-1} \sigma_K : \sigma_K \, dx \right)^{1/2}
$$

and $\int_K E^{-1} \sigma_K : \sigma_K \, dx$ is calculated using Lemma 4.2. However, as noted previously, the field $\sigma_K$ is not uniquely defined. We therefore also give results for when, on each element $K \in P$, $\int_K E^{-1} \sigma_K : \sigma_K \, dx$ is minimised over $V_K$. We shall use $\eta_{\min}$ to denote the estimator obtained with this choice of $\sigma_K$.

We obtained results for a uniform refinement strategy as well as for an adaptive refinement strategy where we used a bulk criterion to refine the mesh on the smallest number of elements such that the sum of the contributions from these elements to the estimator of $\| \varepsilon \|^2$ exceeded 50% of the value of the estimator of $\| \varepsilon \|^2$. The final adaptively refined mesh is shown in Figure 5.2(b). We can see that the areas which have been the most refined are the re-entrant corner and the edges on which Dirichlet boundary conditions are imposed. The results obtained are shown in Figures 5.4, 5.5 and 5.6 where the effectivity indices $\vartheta = \eta / \| \varepsilon \|$ and $\vartheta_{\min} = \eta_{\min} / \| \varepsilon \|$.

In order to see how well our estimator performs we need to calculate the energy norm of the error. This proves problematic since the true solution to the problem that we are considering is unknown. However, we used the adaptive refinement strategy based on our estimator to refine the initial mesh 22 times to arrive at the mesh shown in Figure 5.3. The finite element approximation on this mesh gave us an approximate value of $\| \varepsilon \|^2$ which allowed us to calculate $\| \varepsilon \|^2 = \| \varepsilon \| - \| \omega \| \varepsilon \|^{2}$ with sufficient accuracy for the results shown in Figures 5.4, 5.5 and 5.6 to give a faithful representation of the actual performance of the estimator.

In Figures 5.4(a), 5.5(a) and 5.6(a) it can be seen that the estimators do indeed provide guaranteed upper bounds on the energy norm of the error. It can also be seen that the error decreased at a faster rate when an adaptive refinement strategy
Fig. 5.1. Domain, loading and boundary conditions for the example.

Fig. 5.2. The (a) initial and (b) final adaptively refined meshes for the example.

was used. Whether this strategy was based on the estimator $\eta$ or the estimator $\eta_{\min}$ made negligible difference to the rate at which the error went down.

In Figures 5.4(b), 5.5(b) and 5.6(b) it can be seen that the estimators over-estimated the energy norm of the error by a factor between 3.28 and 5.71 when uniform refinement was used. When adaptive refinement was used the energy norm of the error was overestimated by a factor between 3.74 and 4.55 by $\eta$ and a factor between 3.23 and 3.96 by $\eta_{\min}$. The difference in the amount of overestimation by the estimators $\eta$ and $\eta_{\min}$ varies between 0.31 and 0.97.
Fig. 5.3. The adaptively refined mesh containing 71377 tetrahedrons and 321426 degrees of freedom used to approximate $\|u\|^2$.

Fig. 5.4. The (a) performance and (b) effectivity indices of the estimators for the example with uniform refinement.

Fig. 5.5. The (a) performance and (b) effectivity indices of the estimators for the example with adaptive refinement with respect to $\eta$. 
Fig. 5.6. The (a) performance and (b) effectivity indices of the estimators for the example with adaptive refinement with respect to $\eta_{\min}$.

6. Appendix.

6.1. **Proof of Lemma 4.2.** Let the vertices, faces and unit normal vectors of element $K$ be as in Figure 3.1 and let $i, j, k, l \in \{1, 2, 3, 4\}$ be distinct. Define

$$S_{j,k,l}^{\gamma_i,ab} = \frac{1}{36759780} \begin{bmatrix} 41\rho_{\eta_{\min},i} & \rho_{\eta_{\min},j} & \rho_{\eta_{\min},k} & \rho_{\eta_{\min},l} \\ \rho_{\eta_{\min},i} & 41\rho_{\eta_{\min},j} & \rho_{\eta_{\min},k} & \rho_{\eta_{\min},l} \\ \rho_{\eta_{\min},i} & \rho_{\eta_{\min},j} & 41\rho_{\eta_{\min},k} & \rho_{\eta_{\min},l} \\ \rho_{\eta_{\min},i} & \rho_{\eta_{\min},j} & \rho_{\eta_{\min},k} & 41\rho_{\eta_{\min},l} \end{bmatrix}. \quad (6.1)$$

Then,

$$\sigma_{\gamma_i} = \frac{1}{|K|^2} \sum_{a \in N(\gamma_i)} \sum_{b \geq a} \left( R_{j,k,l}^{\gamma_i} \right)^T S_{j,k,l}^{\gamma_i,ab} T_{\gamma_i,ab}$$

$$= \frac{1}{|K|^2} \sum_{a \in N(\gamma_i)} \sum_{b \geq a} \left( S_{j,k,l}^{\gamma_i,ab} \right)^T R_{j,k,l}^{\gamma_i} E_{\gamma_i,ab}$$

Therefore,

$$\int_K E^{-1} \sigma_{\gamma_i} : \sigma_{\gamma_i} = \frac{1}{|K|^3} \left( R_{j,k,l}^{\gamma_i} \right)^T M_{j,k,l}^{\gamma_i,\gamma_i} R_{j,k,l}^{\gamma_i}$$

where the matrix $M_{j,k,l}^{\gamma_i,\gamma_i}$ is defined by

$$M_{j,k,l}^{\gamma_i,\gamma_i} = \sum_{a \in N(\gamma_i)} \sum_{b \in N(\gamma_i)} \sum_{d \geq c} \frac{1}{|K|} \int_K S_{j,k,l}^{\gamma_i,ab} \left( S_{j,k,l}^{\gamma_i,cd} \right)^T d\tau B_{ab,cd}^{\gamma_i,\gamma_i}$$
and
\[ \int_K \mathbb{E}^{-1} \gamma_i \cdot \sigma_{ij}^\gamma \, dx = \frac{1}{|K|^3} (\bar{R}_{j,k,l})^T N_{k,l}^{\gamma_i,\gamma_j} \bar{R}_{j,k,l} \]

where the matrix \( N_{k,l}^{\gamma_i,\gamma_j} \) is defined by
\[ N_{k,l}^{\gamma_i,\gamma_j} = \sum_{a \in N(\gamma_i)} \sum_{b \in N(\gamma_j)} \sum_{c \geq b} \frac{1}{|K|} \int_K S_{j,k,l}^{\gamma_i,ab} (\bar{S}_{k,l,i}^{\gamma_j,cd})^T \, dx \left( E^{-1} \tau_{\gamma_i,ab} : \tau_{\gamma_j,cd} \right) . \]

Now, since \( i, j, k \) and \( l \) are distinct and \( a, b, c, d \in \{i,j,k,l\} \), for fixed \( a, b, c \) and \( d \) the entries in the \( 9 \times 9 \) matrices
\[ \frac{1}{|K|} \int_K S_{j,k,l}^{\gamma_i,ab} (\bar{S}_{k,l,i}^{\gamma_j,cd})^T \, dx \]
and
\[ \frac{1}{|K|} \int_K S_{j,k,l}^{\gamma_i,ab} (\bar{S}_{k,l,i}^{\gamma_j,cd})^T \, dx \]
will be independent of the particular values taken by \( i, j, k \) and \( l \). These matrices are also independent of which element \( K \) we are on. Hence, these matrices need only be calculated once for each admissible combination of values for \( a, b, c \) and \( d \).

Hence, upon also making use of the property that \( B_{\gamma_i}^{\gamma_j,cd} = B_{\gamma_j}^{\gamma_i,dc} = B_{\gamma_i}^{\gamma_i,cd} = B_{\gamma_i}^{\gamma_j,dc} \), we can conclude that (4.6) holds with \( M_{j,k,l}^{\gamma_i,\gamma_j} \) defined by (4.8). Similarly, upon also making use of the fact that \( t_{jk} = t_{kj} - t_{ij}, t_{jl} = t_{lj} - t_{ij} \) and \( t_{ji} = -t_{ij} \) to rewrite the \( (E^{-1} \tau_{\gamma_i,ab} : \tau_{\gamma_j,cd}) \) in terms of \( B_{\gamma_i,\gamma_j}^{ab,cd} \), we can conclude that (4.7) holds with \( N_{k,l}^{\gamma_i,\gamma_j} \) defined by (4.9).
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<table>
<thead>
<tr>
<th>$\gamma_{4,11}$</th>
<th>$\lambda_1^2$</th>
<th>$\lambda_2^2$</th>
<th>$\lambda_3^2$</th>
<th>$\lambda_1^3$</th>
<th>$\lambda_2^3$</th>
<th>$\lambda_3^3$</th>
<th>$\lambda_1^4$</th>
<th>$\lambda_2^4$</th>
<th>$\lambda_3^4$</th>
<th>$\lambda_1^5$</th>
<th>$\lambda_2^5$</th>
<th>$\lambda_3^5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{4,11}$</td>
<td>$\gamma_{4,22}$</td>
<td>$\gamma_{4,33}$</td>
<td>$\gamma_{4,44}$</td>
<td>$\gamma_{4,55}$</td>
<td>$\gamma_{4,66}$</td>
<td>$\gamma_{4,77}$</td>
<td>$\gamma_{4,88}$</td>
<td>$\gamma_{4,99}$</td>
<td>$\gamma_{4,101}$</td>
<td>$\gamma_{4,111}$</td>
<td>$\gamma_{4,121}$</td>
<td>$\gamma_{4,131}$</td>
</tr>
<tr>
<td>$\rho_{4,12}$</td>
<td>$\gamma_{4,23}$</td>
<td>$\gamma_{4,34}$</td>
<td>$\gamma_{4,45}$</td>
<td>$\gamma_{4,56}$</td>
<td>$\gamma_{4,67}$</td>
<td>$\gamma_{4,78}$</td>
<td>$\gamma_{4,89}$</td>
<td>$\gamma_{4,910}$</td>
<td>$\gamma_{4,1011}$</td>
<td>$\gamma_{4,1112}$</td>
<td>$\gamma_{4,1212}$</td>
<td>$\gamma_{4,1312}$</td>
</tr>
<tr>
<td>$\rho_{4,13}$</td>
<td>$\gamma_{4,24}$</td>
<td>$\gamma_{4,35}$</td>
<td>$\gamma_{4,46}$</td>
<td>$\gamma_{4,57}$</td>
<td>$\gamma_{4,68}$</td>
<td>$\gamma_{4,79}$</td>
<td>$\gamma_{4,810}$</td>
<td>$\gamma_{4,911}$</td>
<td>$\gamma_{4,1012}$</td>
<td>$\gamma_{4,1113}$</td>
<td>$\gamma_{4,1213}$</td>
<td>$\gamma_{4,1313}$</td>
</tr>
<tr>
<td>$\rho_{4,14}$</td>
<td>$\gamma_{4,25}$</td>
<td>$\gamma_{4,36}$</td>
<td>$\gamma_{4,47}$</td>
<td>$\gamma_{4,58}$</td>
<td>$\gamma_{4,69}$</td>
<td>$\gamma_{4,710}$</td>
<td>$\gamma_{4,811}$</td>
<td>$\gamma_{4,912}$</td>
<td>$\gamma_{4,1013}$</td>
<td>$\gamma_{4,1114}$</td>
<td>$\gamma_{4,1214}$</td>
<td>$\gamma_{4,1314}$</td>
</tr>
</tbody>
</table>

The coefficients of $\lambda_1^2$, $\lambda_2^2$, $\lambda_3^2$, $\lambda_1 \lambda_2$, $\lambda_1 \lambda_3$, $\lambda_2 \lambda_3$, $\lambda_1 \lambda_4$, $\lambda_2 \lambda_4$, $\lambda_3 \lambda_4$ and $\lambda_1 \lambda_5$ for the six piecewise quadratic polynomials $\rho_{4,11,1}^{\gamma_{4,11}}$, $\rho_{4,12,1}^{\gamma_{4,12}}$, $\rho_{4,33,1}^{\gamma_{4,33}}$, $\rho_{4,44,1}^{\gamma_{4,44}}$, $\rho_{4,55,1}^{\gamma_{4,55}}$, $\rho_{4,66,1}^{\gamma_{4,66}}$ and $\rho_{4,77,1}^{\gamma_{4,77}}$ in (3.37) on each of the four sub-tetrahedra $K_1$, $K_2$, $K_3$ and $K_4$. We define $\rho_{4,11,1}^{\gamma_{4,11}} = \rho_{4,11}^{\gamma_{4,11}}$. 

**Table 6.1**
<table>
<thead>
<tr>
<th>$n_{x_2}$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
<th>$\lambda_1\lambda_2$</th>
<th>$\lambda_2\lambda_3$</th>
<th>$\lambda_1\lambda_3$</th>
<th>$\lambda_2\lambda_4$</th>
<th>$\lambda_1\lambda_4$</th>
<th>$\lambda_3\lambda_4$</th>
<th>$\lambda_1\lambda_2$</th>
<th>$\lambda_2\lambda_3$</th>
<th>$\lambda_1\lambda_3$</th>
<th>$\lambda_2\lambda_4$</th>
<th>$\lambda_1\lambda_4$</th>
<th>$\lambda_3\lambda_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_{n_1,x_2}^{a,b}$</td>
<td>12253260</td>
<td>0</td>
<td>190596948</td>
<td>0</td>
<td>-34173451</td>
<td>-171438523</td>
<td>639483198</td>
<td>-238376017</td>
<td>150987382</td>
<td>0</td>
<td>-111016253</td>
<td>0</td>
<td>-82176263</td>
<td>0</td>
<td>-111016253</td>
</tr>
<tr>
<td>$\rho_{n_1,x_2}^{b,a}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\rho_{n_1,x_2}^{1,1}$</td>
<td>12253260</td>
<td>0</td>
<td>36759780</td>
<td>-1223260</td>
<td>26395112</td>
<td>65255891</td>
<td>24506520</td>
<td>47369011</td>
<td>-203429208</td>
<td>34446111</td>
<td>-351496857</td>
<td>-220871840</td>
<td>0</td>
<td>-10090231</td>
<td>-22603673</td>
</tr>
<tr>
<td>$\rho_{n_1,x_2}^{1,2}$</td>
<td>0</td>
<td>110279340</td>
<td>0</td>
<td>97196160</td>
<td>-2080783</td>
<td>-2772867</td>
<td>2447827</td>
<td>15820163</td>
<td>0</td>
<td>0</td>
<td>-10090231</td>
<td>-22603673</td>
<td>0</td>
<td>-220871840</td>
<td>0</td>
</tr>
<tr>
<td>$\rho_{n_1,x_2}^{2,1}$</td>
<td>0</td>
<td>0</td>
<td>-36759780</td>
<td>-19770612</td>
<td>0</td>
<td>13043367</td>
<td>74992528</td>
<td>1187909</td>
<td>-10090231</td>
<td>0</td>
<td>-22603673</td>
<td>0</td>
<td>-220871840</td>
<td>0</td>
<td>-10090231</td>
</tr>
<tr>
<td>$\rho_{n_1,x_2}^{2,2}$</td>
<td>0</td>
<td>0</td>
<td>-36759780</td>
<td>1223260</td>
<td>123717500</td>
<td>91843194</td>
<td>139383272</td>
<td>52777302</td>
<td>-91843194</td>
<td>0</td>
<td>130795200</td>
<td>0</td>
<td>34940824</td>
<td>0</td>
<td>34940824</td>
</tr>
<tr>
<td>$\rho_{n_1,x_2}^{3,1}$</td>
<td>0</td>
<td>0</td>
<td>-36759780</td>
<td>1223260</td>
<td>-12253260</td>
<td>13043859</td>
<td>10971678</td>
<td>139383272</td>
<td>52777302</td>
<td>-91843194</td>
<td>0</td>
<td>130795200</td>
<td>0</td>
<td>34940824</td>
<td>0</td>
</tr>
<tr>
<td>$\rho_{n_1,x_2}^{3,2}$</td>
<td>0</td>
<td>0</td>
<td>-36759780</td>
<td>1223260</td>
<td>12253260</td>
<td>87681628</td>
<td>174352686</td>
<td>-208670186</td>
<td>31152140</td>
<td>-67403720</td>
<td>0</td>
<td>130795200</td>
<td>0</td>
<td>34940824</td>
<td>0</td>
</tr>
<tr>
<td>$\rho_{n_1,x_2}^{4,1}$</td>
<td>0</td>
<td>0</td>
<td>-36759780</td>
<td>1223260</td>
<td>-12253260</td>
<td>26395112</td>
<td>47369011</td>
<td>-203429208</td>
<td>34446111</td>
<td>-351496857</td>
<td>-220871840</td>
<td>0</td>
<td>-10090231</td>
<td>-22603673</td>
<td>0</td>
</tr>
<tr>
<td>$\rho_{n_1,x_2}^{4,2}$</td>
<td>0</td>
<td>0</td>
<td>-36759780</td>
<td>1223260</td>
<td>-12253260</td>
<td>26395112</td>
<td>47369011</td>
<td>-203429208</td>
<td>34446111</td>
<td>-351496857</td>
<td>-220871840</td>
<td>0</td>
<td>-10090231</td>
<td>-22603673</td>
<td>0</td>
</tr>
</tbody>
</table>

The coefficients of $\lambda_1^2$, $\lambda_2^2$, $\lambda_3^2$, $\lambda_1 \lambda_2$, $\lambda_2 \lambda_3$, $\lambda_3 \lambda_4$, $\lambda_1 \lambda_3$ and $\lambda_2 \lambda_4$ for the six piecewise quadratic polynomials $\rho_{n_1,x_2}^{a,b}$, $\rho_{n_1,x_2}^{b,a}$, $\rho_{n_1,x_2}^{1,1}$, $\rho_{n_1,x_2}^{1,2}$, $\rho_{n_1,x_2}^{2,1}$ and $\rho_{n_1,x_2}^{2,2}$ in (3.38) on each of the four sub-tetrahedra $K_1$, $K_2$, $K_3$ and $K_4$. We define $\hat{\rho}_{n_1,x_2}^{a,b} = \rho_{n_1,x_2}^{a,b}$.  

Table 6.2
The matrix \( \zeta = \frac{1}{\|K\|} \int_K \mathbf{Y} \, dx \) where the entries in \( \mathbf{Y} \) are in terms of the vectors of piecewise quadratic polynomials defined by (6.1). We note that the matrix \( \zeta \) will be identical for every tetrahedron \( K \).

| \( \mathbf{M}_{jj,jj} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{jj,kk} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{jj,ll} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{jj,kl} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{jj,ij} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{jj,jk} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{kk,kk} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{kk,ll} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{kk,kl} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{kk,jl} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{kk,jk} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{ll,ll} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{ll,kl} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{ll,ij} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{ll,jk} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{kl,kl} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{kl,jj} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{kl,jk} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{jj,ij} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{jj,jk} \) | \( S_{2,3,4} \) |
| \( \mathbf{M}_{kl,jk} \) | \( S_{2,3,4} \) |

TABLE 6.3

The matrix \( \zeta = \frac{1}{\|K\|} \int_K \mathbf{Y} \, dx \) where the entries in \( \mathbf{Y} \) are in terms of the vectors of piecewise quadratic polynomials defined by (6.1). We note that the matrix \( \zeta \) will be identical for every tetrahedron \( K \).
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The matrix \( \zeta = \frac{1}{|K|} \int_K \mathbf{Y} \, dx \) where the entries in \( \mathbf{Y} \) are in terms of the vectors of piecewise quadratic polynomials defined by (6.1). We note that the matrix \( \zeta \) will be identical for every tetrahedron \( K \).

<table>
<thead>
<tr>
<th>( \zeta_{jj,jj} )</th>
<th>( Y_{jj,jj} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_{j1,22} + S_{j2,44} )</td>
<td>( S_{j1,22} + S_{j2,44} )</td>
</tr>
<tr>
<td>( S_{j1,23} + S_{j2,43} )</td>
<td>( S_{j1,23} + S_{j2,43} )</td>
</tr>
<tr>
<td>( S_{j1,24} + S_{j2,44} )</td>
<td>( S_{j1,24} + S_{j2,44} )</td>
</tr>
<tr>
<td>( S_{j1,31} + S_{j2,41} )</td>
<td>( S_{j1,31} + S_{j2,41} )</td>
</tr>
<tr>
<td>( S_{j1,32} + S_{j2,42} )</td>
<td>( S_{j1,32} + S_{j2,42} )</td>
</tr>
<tr>
<td>( S_{j1,33} + S_{j2,43} )</td>
<td>( S_{j1,33} + S_{j2,43} )</td>
</tr>
<tr>
<td>( S_{j1,34} + S_{j2,44} )</td>
<td>( S_{j1,34} + S_{j2,44} )</td>
</tr>
<tr>
<td>( S_{j2,11} + S_{j4,33} )</td>
<td>( S_{j2,11} + S_{j4,33} )</td>
</tr>
<tr>
<td>( S_{j2,12} + S_{j4,32} )</td>
<td>( S_{j2,12} + S_{j4,32} )</td>
</tr>
<tr>
<td>( S_{j2,13} + S_{j4,31} )</td>
<td>( S_{j2,13} + S_{j4,31} )</td>
</tr>
<tr>
<td>( S_{j2,14} + S_{j4,34} )</td>
<td>( S_{j2,14} + S_{j4,34} )</td>
</tr>
<tr>
<td>( S_{j2,21} + S_{j4,22} )</td>
<td>( S_{j2,21} + S_{j4,22} )</td>
</tr>
<tr>
<td>( S_{j2,22} + S_{j4,24} )</td>
<td>( S_{j2,22} + S_{j4,24} )</td>
</tr>
<tr>
<td>( S_{j2,23} + S_{j4,23} )</td>
<td>( S_{j2,23} + S_{j4,23} )</td>
</tr>
<tr>
<td>( S_{j2,24} + S_{j4,24} )</td>
<td>( S_{j2,24} + S_{j4,24} )</td>
</tr>
<tr>
<td>( S_{j2,31} + S_{j4,33} )</td>
<td>( S_{j2,31} + S_{j4,33} )</td>
</tr>
<tr>
<td>( S_{j2,32} + S_{j4,32} )</td>
<td>( S_{j2,32} + S_{j4,32} )</td>
</tr>
<tr>
<td>( S_{j2,33} + S_{j4,31} )</td>
<td>( S_{j2,33} + S_{j4,31} )</td>
</tr>
<tr>
<td>( S_{j2,34} + S_{j4,34} )</td>
<td>( S_{j2,34} + S_{j4,34} )</td>
</tr>
<tr>
<td>( S_{j2,41} + S_{j4,21} )</td>
<td>( S_{j2,41} + S_{j4,21} )</td>
</tr>
<tr>
<td>( S_{j2,42} + S_{j4,22} )</td>
<td>( S_{j2,42} + S_{j4,22} )</td>
</tr>
<tr>
<td>( S_{j2,43} + S_{j4,23} )</td>
<td>( S_{j2,43} + S_{j4,23} )</td>
</tr>
<tr>
<td>( S_{j2,44} + S_{j4,24} )</td>
<td>( S_{j2,44} + S_{j4,24} )</td>
</tr>
</tbody>
</table>

Table 6.4


