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Numerical investigation of the radial quadrupole and scissors modes in trapped gases

Lei Wu and Yonghao Zhang
Department of Mechanical & Aerospace Engineering, University of Strathclyde, Glasgow, G1 1XJ, UK

The analytical expressions for the frequency and damping of the radial quadrupole and scissors modes, as obtained from the method of moments, are limited to the harmonic potential. In addition, the analytical results may not be sufficiently accurate as an average relaxation time is used and the high-order moments are ignored. Here, we propose to numerically solve the Boltzmann model equation in the hydrodynamic, transition, and collisionless regimes to study mode frequency and damping. When the gas is trapped by the harmonic potential, we find that the analytical expressions underestimate the damping in the transition regime. In addition, we demonstrate that the numerical simulations are able to provide reasonable predictions for the collective oscillations in the Gaussian potentials.
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Introduction. The realization of quantum degeneracy in the ultracold atomic gases has attracted intensive research effort to understand the interacting quantum systems [1, 2]. The experimental controllability of the interactions, energy, and spin population makes these systems ideal to study the BEC-BCS crossover, which is ubiquitous in high-temperature superconductivity, neutron stars, nuclear matter, and quark-gluon plasma [3].

And the study of collective excitations is important for probing the properties of strongly correlated systems, revealing the underlying mechanics of BEC-BCS crossover.

The dynamics of the dilute quantum gas in the normal phase can be described by the semi-classical Boltzmann equation [4]. The analytical expressions for the mode frequency and damping can be obtained by applying the method of moments to the linearized Boltzmann equation [5–9]. However, the analytical method of moments may not provide accurate predictions, e.g. for the two-component Fermi gases in the transition regime [9, 10], which is caused by i) the spatially-dependent relaxation time is replaced by the spatially-average one and ii) only low orders of moments are included in the analytical method, which may not be adequate for capturing the important features of the collective oscillations. For example, one needs to consider high-order terms for the cloud surface deformation at large radii in the quadrupole mode [10]. The other major drawback of the analytical method is that it is only limited to the harmonic potentials, while in experiments anharmonic effects emerge at high temperatures where the external potential has a Gaussian profile [9, 11]. Therefore, it is necessary to solve the Boltzmann equation numerically to get the mode frequency and damping, which is the aim of this work.

Here we put forward a deterministic method to numerically solve the Boltzmann model equation in the hydrodynamic, transition, and collisionless regimes. For simplicity, we consider two-dimensional gases trapped in the harmonic potential

\[ V(x, y) = \frac{m}{2} (\omega_x^2 x^2 + \omega_y^2 y^2), \]

and the Gaussian potential

\[ V(x, y) = V_0 \left[1 - \exp \left(-\frac{x^2}{a^2} - \frac{y^2}{b^2}\right)\right], \]

with the atom mass \( m \), spatial coordinates \( x \) and \( y \), trap frequencies \( \omega_x \) and \( \omega_y \), trap depth \( V_0 \), and trap widths \( a \) and \( b \). Experimentally, this corresponds to the gas confined in elongated traps so that one can focus on radial oscillations, neglecting the axial motion [11, 12].

We compare the predicted mode frequency and damping with the analytical and experimental data [6, 9, 13].

Model equation and numerical scheme. We study the dilute quantum gases well above the degeneracy temperature, where the gases are statistically classical. Instead of the Boltzmann equation, we begin with the kinetic model equation based on the relaxation-time approximation:

\[ \frac{\partial f}{\partial t} + v_x \frac{\partial f}{\partial x} + v_y \frac{\partial f}{\partial y} + a_x \frac{\partial f}{\partial v_x} + a_y \frac{\partial f}{\partial v_y} = f_{le} - f, \]

where \( f(x, y, v_x, v_y; t) \) is the reduced distribution function which neglects the axial motion, \( v_x \) and \( v_y \) are velocity components, \((a_x, a_y) = -(\partial / \partial x + \partial / \partial y)V/m\) are the accelerations, \( \tau(x, y) \) is the local relaxation time, and \( f_{le} \) is the local equilibrium distribution function

\[ f_{le} = \frac{mn}{2\pi k_B T} \exp \left[ -m \left( \frac{(v_x - u_x)^2 + (v_y - u_y)^2}{2k_B T} \right) \right], \]

which is defined in terms of the local particle density \( n(x, y) \), local temperature \( T(x, y) \), local macroscopic velocities \( u_x(x, y) \) and \( u_y(x, y) \), and the Boltzmann constant \( k_B \). When the system is in global equilibrium, \( n = n_0 \exp[-V(x, y)/k_B T_0] \) with \( n_0 \) the particle density at the trap center and \( T_0 \) the global equilibrium temperature.

The shear viscosity plays a dominant role in the collective oscillations; the cloud remains nearly isothermal and the experiment is not sensitive to the thermal conductivity [14, 15]. Therefore, the local relaxation time can be determined by equating the shear viscosity with that derived from the kinetic model equation.
(3), yielding \( \tau = \eta/nk_B T \). When the vacuum expression for the cross section is used, we have \( \tau(x, y) = 15\sqrt{m\pi/k_BT/16\sigma_n}\int_0^\infty d\xi \xi^2 e^{-\xi^2} (1 + \xi^2 T/T_0)^{-1} \), where \( \sigma \) is the total energy-independent cross section \( (4\pi a^2 \text{ and } 8\pi a^2 \text{ for the Fermi and the Bose gases, respectively}) \) and \( T_0 = k^2/nk_B a^2 \), with \( a \) the s-wave scattering length and \( h \) the Planck constant. Two limiting cases will be considered. When \( a \) is small, the scattering cross section is energy-independent, and atoms behave like hard spheres. The local relaxation time is therefore given by [16, 17]

\[
\tau(x, y) = \frac{5}{16\pi \sigma_n(x, y)} \left( \frac{m\pi}{k_BT(x, y)} \right). \tag{5}
\]

On the contrary, in the unitarity limit where \( a \rightarrow \infty \), we have, for example, for the Fermi gases

\[
\tau(x, y) = \frac{15m^{3/2}}{64\pi^2 \sigma_n(x, y)} \left( \frac{k_BT(x, y)}{\pi} \right). \tag{6}
\]

We adopt the concept of asymptotic preserving to solve the model equation (3) numerically [18]. The terms at the left side are treated explicitly, while the collision term at the right side is treated implicitly to overcome its stiffness in the hydrodynamic regime (the stiff means that, since the relaxation time \( \tau(x, y) \) is very small, numerical errors can be greatly amplified), resulting

\[
\frac{f^{j+1} - f^j}{\Delta t} + Tr[f^j] = \frac{1}{\tau_{j+1}(x, y)} (f_{le}^{j+1} - f^{j+1}), \tag{7}
\]

where \( \Delta t \) is the time step, variables with superscript \( j \) denote the values of these variables at the \( j \)-th time step, and \( Tr[f] \) represents the spatial and velocity discretization of the last four terms at the left side of Eq. (3). If the spatial and velocity ranges are wide enough such that \( \Delta x = \Delta y \rightarrow 0 \), the collision term in Eq. (5) is neglected near the spatial boundary. This is justified by the fact that far from the trap center the gas is in the collisionless limit so the collision term is negligible. Another point one should pay attention to is that, the maximum Courant-Friedrichs-Lewy (CFL) number \( \Delta t \cdot \max(|v_x|/\Delta x + |v_y|/\Delta y + |v_z|/\Delta v_x + |\omega_y|/\Delta v_y) \) with \( \Delta x, \Delta y \) the spatial steps and \( \Delta v_x, \Delta v_y, \Delta v_y \) the velocity steps, must be smaller than 1.

\textbf{Numerical results for the harmonic potential.} The virtual of the asymptotic preserving scheme is that it can capture gas dynamics in the hydrodynamic limit even if the small scale determined by the relaxation time is not numerically resolved. The computational accuracy in the hydrodynamic regime is guaranteed by the fact that, using the Chapman-Enskog expansion [19], Eq. (7) reduces to the Euler equations when \( \tau \) is very small. Therefore, the computation of a hydrodynamic flow can be as fast and accurate as that of the transitional and collisionless flows. This unique feature cannot be implemented by the probabilistic methods.

In practice, since \( n(x, y) \) is very small near the boundary, numerical error emerges when calculating the macroscopic velocity. Hence it is possible to get negative temperature, which is not physical. To tackle this problem, the collision term in Eq. (5) is neglected near the spatial boundary. This is justified by the fact that far from the trap center the gas is in the collisionless limit so the collision term is negligible. Another point one should pay attention to is that, the maximum Courant-Friedrichs-Lewy (CFL) number \( \Delta t \cdot \max(|v_x|/\Delta x + |v_y|/\Delta y + |v_z|/\Delta v_x + |\omega_y|/\Delta v_y) \) with \( \Delta x, \Delta y \) the spatial steps and \( \Delta v_x, \Delta v_y, \Delta v_y \) the velocity steps, must be smaller than 1.

\textbf{Numerical results for the harmonic potential.} To validate the numerical scheme, we first simulate the sloshing and breathing modes in the radial isotropic harmonic trap with \( \omega_x, \omega_y = \omega_0 \). The local relaxation time is given by Eq. (3). However, the use of Eq. (6) will give the same result because the cloud is nearly isothermal, i.e., after normalization, only \( n(x, y) \) affects \( \tau(x, y) \). The numerical results in Fig. 1 show that, as expected, the sloshing and breathing modes oscillate with the frequency \( \omega_0 \) and \( 2\omega_0 \), respectively [5, 10]. Note that the numerical simulations were carried out in the transition regime, where damped modes are suppressed rapidly. The two perfectly undamped modes prove the accuracy of the numerical scheme.

Now we simulate the radial quadrupole mode. Analytically, replacing the local relaxation time by the average relaxation time \( \bar{\tau} = 2\sqrt{2}\bar{\sigma}(0, 0) \) and applying the method of moments up to the second-order, one find that the
mode frequency $\omega_0$ and damping rate $\omega_1$ satisfy the following equation:

$$\omega^2 - 2\omega_0^2 - i\omega\tau(\omega^2 - 4\omega_0^2) = 0,$$

where $\omega = \omega_0 - i\omega_1$ [6, 20]. In the hydrodynamic regime ($|\omega^2| \ll 1$), the mode frequency is $\sqrt{2}\omega_0$, while in the collisionless regime ($|\omega^2| \gg 1$), the mode frequency is $2\omega_0$.

One would expect that, if using the average relaxation time in the numerical simulation, the relation between the mode frequency and damping should, to some extent, coincide with the analytical one. This is confirmed in Fig. 2: both results (solid line and stats) match extremely well in the collisionless and transition regimes, while a small discrepancy emerges in the hydrodynamic limit. This may be due to that the second-order trial function is oversimplified [6]. Overall, this match also shows the validation of the present numerical scheme.

When the local relaxation time is used, the relation between the mode frequency and damping (squares) is very close to the analytical prediction in the collisionless and hydrodynamic limits. However, in the transition regime, the analytical damping rates are significantly underpredicted, while the numerical results are close to the experimental data. In addition, neglecting high-order moments may affect analytical results: for the quadrupole mode in the three-dimensional harmonic potential, it was found that the fourth-order moments can give better results [10].

Finally, we simulate the scissors mode in the elliptical harmonic potential. The method of moments predicts the following relation between the mode frequency and damping rate:

$$i\omega(\omega^2 - \omega_0^2) + \tau(\omega^2 - \omega_0^2)(\omega^2 - \omega_1^2) = 0,$$

where $\omega_0 = (\omega_x^2 + \omega_y^2)^{1/2}$ is the frequency in the hydrodynamic limit, $\omega_1 = \omega_x + \omega_y$, and $\omega_2 = |\omega_x - \omega_y|$ are the frequencies at the collisionless limit [13]. From Fig. 3 we again see that, the numerical results agree with the analytical solutions in the hydrodynamic and collisionless limits, while the analytical damping rates are smaller than the numerical ones in the transition regime. Compared with the experimental data (open circles in Fig. 2 of Ref. [11]), the last three data are magnified by a factor of 1.08 because for the harmonic potential the mode frequency in the collisionless regime should be $1245 \times \pi$ Hz instead of $1150 \times 2\pi$ Hz; we find that the numerical results fit with the experiment data better than the analytical solutions.

**Numerical results for the Gaussian potential.** Instead of the harmonic potential, the gases are trapped in the Gaussian potential at higher temperatures. The moment method fails to provide analytical solution for the Gaussian potential, so we have to rely on numerical simulations. To calculate the collective frequency and damping of the radial quadrupole mode, the following experimental data are used [9]: $V_0 = 50 k_B T(\mu K)$, $a, b = 32.8 \mu m$, with the corresponding trap frequency $\omega_x, \omega_y = 1800 \times 2\pi$ Hz. The trap frequency in the $z$ direction is $\omega_z = 32 \times 2\pi$ Hz, and the total number of atoms is $N = 6 \times 10^6$. In numerical simulations, the time, spatial coordinates, velocity, and temperature are
FIG. 4: (Color online) (a) The sloshing mode frequency versus the temperature in the Gaussian potential. (b) Damping rate $\omega_\nu$ versus collective frequency $\omega_r$ of the radial quadrupole mode. The spatial region $[-\sqrt{T}, \sqrt{T}] \times [-\sqrt{T}, \sqrt{T}]$ and the velocity region $[-8\sqrt{T}, 8\sqrt{T}] \times [-8\sqrt{T}, 8\sqrt{T}]$ are uniformly discretized into $64 \times 64$ and $32 \times 32$ meshes, respectively. The time step is $\Delta t = 0.0013$.

respectively normalized by $a = \sqrt{m/k_B T_F}$, $a_r = \sqrt{m/k_B T_F}$, and the Fermi temperature $T_F = 2.73 \mu K$. The distribution function is also normalized by the particle density at the trap center. Therefore, the normalized accelerations in the $x$ and $y$ directions are respectively $-36.6 \alpha \exp(-x^2 - y^2)$ and $-36.6 \alpha \exp(-x^2 - y^2)$, and at the unitarity limit, the normalized local relaxation time is $\tau(x, y) = 0.09 + T^2/n(x, y)$.

Figure 4(a) shows that the normalized sloshing mode frequency decreases as the temperature increases, which coincides with the experimental observations. We also find that the frequency decreases as the initial cloud center $x_0$ increases. Note that the sloshing mode is excited by shifting the Gaussian potential by $x_0$ in the $x$ direction.

Figure 4(b) shows the relation between the mode frequency and damping rate, where the local relaxation time is $\tau(x, y) = \alpha T^2/n(x, y)$, the initial distribution function is $f = \exp[-18.3 \alpha(x^2 + y^2)36 + T^2]2\pi T^2/\tilde{T}$, and $\tilde{T} = T/T_F$. When $\alpha = 0.09$, the trend agrees with the experimental finding. When $\alpha = 0.18$, the numerical results agree reasonably well with the experimental data. This indicates that the difference between the numerical and experimental results may be a consequence of the approximation of the relaxation rate or the neglected interaction term in Eq. (3), rather than the anharmonic effect.

Conclusions. To improve accuracy and overcome the limitation of the moment method, we have demonstrated a computationally efficient numerical scheme to solve the Boltzmann model equation. The extracted mode frequency and damping of the radial quadrupole and scissors modes provide better agreement with the experimental data than the analytical solutions obtained from the method of moments. The advantage of this numerical approach is that it can deal with the harmonic and Gaussian potentials, and other forms of the potential, including the mean-field and other self-energy terms, which will help us to understand the properties of strongly interacting particles.