
This version is available at https://strathprints.strath.ac.uk/32580/

Strathprints is designed to allow users to access the research output of the University of Strathclyde. Unless otherwise explicitly stated on the manuscript, Copyright © and Moral Rights for the papers on this site are retained by the individual authors and/or other copyright owners. Please check the manuscript for details of any other licences that may have been applied. You may not engage in further distribution of the material for any profitmaking activities or any commercial gain. You may freely distribute both the url (https://strathprints.strath.ac.uk/) and the content of this paper for research or private study, educational, or not-for-profit purposes without prior permission or charge.

Any correspondence concerning this service should be sent to the Strathprints administrator: strathprints@strath.ac.uk
MIMO Precoding for Filter Bank Modulation Systems Based on PSVD

Nicola Moret$^1$, Andrea Tonello$^2$ and Stephan Weiss$^3$,
Dipartimento di Ingegneria Elettrica Gestionale Meccanica
Università di Udine, Udine, Italy$^{1,2}$
Centre for Excellence in Signal & Image Processing
Department of Electronic & Electrical Engineering
Strathclyde University, Glasgow, Scotland, UK$^3$
Email: \{nicola.moret$^1$, tonello$^2$\}@uniud.it stephan.weiss@eee.strath.ac.uk$^3$,

Abstract—In this paper we consider the design of a linearly precoded MIMO transceiver based on filter bank (FB) modulation for transmission over broadband frequency selective fading channels. The modulation FB is capable of lowering the channel dispersion at sub-channel level. Nevertheless, the sub-channels experience some level of inter-symbol interference. Therefore, the precoder and the equalizer are designed exploiting the polynomial singular value decomposition (PSVD). In particular, we consider two types of FB system. The first system deploys maximal frequency confined pulses and it is referred to as filtered multitone (FMT) modulation, while the second uses maximal time confined pulses with rectangular impulse response, i.e., it corresponds to the conventional orthogonal frequency division multiplexing (OFDM) system. We compare the performance of the considered systems in terms of capacity over typical WLAN channels, showing that PSVD precoding with FMT can outperform the performance of precoded OFDM in the two-by-two antenna case especially for moderate to low SNRs.

I. INTRODUCTION

Transmission systems based on multiple antennas have attracted considerable interest due to the fact that they are able to exploit the spatial diversity of the channel to achieve throughput levels that are much higher than those achieved with single antenna realizations.

Under the availability of the full channel state information (FSI) at the transmitter and the receiver, several different precoding and equalization methods have been proposed in order to cope with the interference created by the MIMO spatial channel [1]. In this paper we consider precoding for broadband channels that introduce inter-symbol (ISI). For this scenario, a precoding approach has been proposed in [2]. It is based on the singular value decomposition (SVD) of polynomial matrices (PSVD) which it is also referred to as broadband SVD (BSVD). PSVD can be implemented with the algorithm proposed in [3].

To limit the residual interference introduced by the ISI channel, it was proposed in [4] to concatenate to the PSVD decomposition with a further precoder and equalizer stage.

This technique is characterized by high computational complexity that is $O(L^3)$ where $L$ is the order of the channel, or equivalently the channel length in number of taps.

To address this limitation in this paper we analyze the possibility of combining the PSVD decomposition of the broadband MIMO channel with a filter bank (FB) modulation transmission system. The FB modulator, also referred to as multicarrier transmission system [5], divides the broadband channel in many narrow band sub-channels. This renders each sub-channel less frequency selective and therefore, less dispersive in time.

Thus, if each FB sub-channel is not affected by inter-channel interference, it will be possible to apply the PSVD on each sub-channel. This allows to reduce the complexity of the PSVD algorithm since it operates at sub-channel level which has a length shorter than that of the broadband channel.

In this paper, we consider two particular FB techniques: orthogonal frequency division multiplexing (OFDM) and filtered multitone (FMT) [6]. FMT uses filters well confined in frequency [7]-[8] so that the inter-channel interference can be considered negligible. OFDM can be viewed as an FMT system with a time confined prototype pulse having rectangular shape. Due to the cyclic prefix (CP), OFDM can cancel the interference, however, paying a price in terms of a loss of signal-to-noise ratio at the receiver since the receiver FB is not matched to the transmitter one contrarily to FMT. However, while precoding in MIMO OFDM can be based on the SVD of the channel, precoding in MIMO FMT requires the PSVD of the channel since it exhibits some inter-symbol interference (ISI).

This paper is organized as follows: in Section II we discuss the PSVD decomposition applied to a broadband channel. In Section III, we describe the design of the MIMO FB with the PSVD. In Section IV, we briefly describe the OFDM and the FMT systems. The evaluation of the capacity (under a uniform power distribution) is discussed in Section V, while in Section VI report numerical results for typical WLAN channels, and finally, in Section VII the conclusions are given.
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II. POLYNOMIAL SVD-BASED PRECODING AND EQUALISATION

We consider a general linear time invariant (LTI) MIMO channel with \(N_T\) transmit and \(N_R\) receive antennas which is characterised by an \(N_R \times N_T\) matrix of impulse response

\[
c[n] = \begin{bmatrix}
c_{i,1}[n] & \cdots & c_{i,N_T}[n] \\
\vdots & \ddots & \vdots \\
c_{N_R,1}[n] & \cdots & c_{N_R,N_T}[n]
\end{bmatrix},
\]

where \(c_{i,k}[n]\) represents the finite channel impulse response between the \(k\)th transmit and \(i\)th receive antennas. This channel matrix in (1) can also be written as

\[
c[n] = \sum_{\ell=0}^{L_c-1} c_\ell \delta[n-\ell],
\]

where \(\delta[n]\) is the Kronecker function, \(L_c\) is the channel order, and the matrix \(c_\ell \in \mathbb{C}^{N_R \times N_T}\) contains the \(\ell\)th time slice of the FIR MIMO channel, i.e. \(c_\ell = c[\ell]\). The \(z\)-transform of \(c[n]\), denoted by \(C(z) = Z[c[n]] \in \mathbb{C}^{N_R \times N_T}(z)\), is a polynomial matrix of size \(N_R \times N_T\) and order \(L_c - 1\). Mathematically, \(C(z)\) can be written as

\[
C(z) = \sum_{n=0}^{L_c-1} c_n z^{-n}.
\]

In analogy to optimal processing of narrowband MIMO systems by means of an SVD [9], [2] and [4] a precoding and equalization design for a single carrier transceiver is proposed, which exploits the polynomial SVD (PSVD) in order to decouple a broadband MIMO system matrix into \(\min\{N_T, N_R\}\) independent SISO subchannels. The PSVD of the polynomial channel matrix yields

\[
C(z) = U(z) \Sigma(z) V^H(z),
\]

where \(V^H(z) = V^H_1(1/z)\) denotes the parahermitian operation, and \(U(z) \in \mathbb{C}^{N_R \times N_T}(z)\) and \(V(z) \in \mathbb{C}^{N_T \times N_T}(z)\) are paraunitary matrices. Paraunitary matrices fulfill \(U(z)U^H(z) = I_{N_R}\), where \(I_{N_R}\) is the \(N_R \times N_R\) identity matrix.

We assume that the MIMO system possesses a number of transmit antennas greater or equal to the number of receive antennas, \(N_R \geq N_T\), and that the channel \(C(z)\) has no common zeros across all its transfer functions \(Z\{c_{i,k}[n]\}, i = 0 \cdots (N_T - 1)\). In such a case, the polynomial matrix \(\Sigma(z) \in \mathbb{C}^{N_R \times N_T}(z)\) can be written as

\[
\Sigma(z) = \begin{bmatrix}
\tilde{\Sigma}(z) \\
0_{(N_R - N_T) \times N_T}
\end{bmatrix},
\]

where we define the diagonal matrix \(\tilde{\Sigma}(z) = \text{diag}\{\Sigma_0(z), \ldots, \Sigma_{N_T-1}(z)\}\), and \(0_{A \times B} \in \mathbb{C}^{A \times B}\) as a matrix with zero entries.

Using the matrix \(V(z)\) as a filter bank precoder and \(U(z)\) as an equalizer matrix, the equivalent overall MIMO channel is decoupled into \(N_R\) independent subchannels, canceling co-channel interference. It is worth noting that this type of precoding and equalization is not designed to remove ISI, and dispersive subchannels with transfer functions \(\Sigma_i(z)\) remain [4]. As a drawback, the computational complexity of the PSVD approach is of order \(O(L_c^2)\) and can be prohibitive.

The remaining ISI caused by the frequency selective channels \(\Sigma_i(z)\), can be addressed employing a modulated FB system on each antenna. If the number of sub-channels, \(M\), approaches infinity, the equivalent sub-channel MIMO impulse responses are no longer time dispersive. However, in feasible implementations \(M\) might not be large enough and the equivalent sub-channel response could be still time dispersive.

We propose an architecture based on the use of a PSVD decomposition on each FB sub-channel to address both the inter antenna interference and the inter-symbol interference. This approach has a lower computational complexity w.r.t the single carrier case, since the equivalent MIMO sub-channel impulse response is much shorter than the broadband MIMO channel.

In the following section we present the system model.

III. PRECODED MIMO FB MODULATION SYSTEM

In this section we describe the proposed MIMO system model considering \(N_T\) antennas at the transmitter and \(N_R\) antennas at the receiver. The general scheme is depicted in Fig. 1.

A. MIMO FB Modulation Transmitter

The signal transmitted on the \(o\)th antenna is here denoted as \(x^{(o)}[n]\), which is obtained by the transmission FB (FB Tx)
depicted in Fig. 2 filtering $M$ data streams at symbol rate

$$x^{(\alpha)}[n] = \sum_{k=0}^{M-1} g^{(\alpha,k)}(\ell) g^{(k)}[n - N\ell] .$$  \hfill (6)

Applying the $z$-transform to (6) we obtain

$$X^{(\alpha)}(z) = \sum_{k=0}^{M-1} A^{(\alpha,k)}(z^N) G^{(k)}(z) ,$$  \hfill (7)

where $M$ is the number of the transmitter sub-channels, and $N$ is the interpolation factor to obtain transmit signals operated at $N$ times the symbol rate. According to (7), the $M$ symbol rate data streams $A^{(k)}(z)$ are upsampled by a factor $N$ and then filtered by pulses $G^{(k)}(z) = G(z e^{-j} \frac{2\pi k}{N})$ which are modulated versions of a prototype pulse with transfer function $G(z)$. Thereafter, the sub-channel streams are summed and transmitted.

**B. MIMO Precoding**

The $N_C$ streams at the $k$th input of each FMT system are obtained as

$$A^{(k)}(z) = V_k(z) S^{(k)}(z) ,$$  \hfill (8)

where $A^{(k)}(z) \in C^{N_C \times 1}(z)$ denotes the $N_C$-element vector of transmit signals $A^{(\alpha,k)}(z)$ associated with the $k$th FMT sub-channel. The vector $S^{(a,k)}(z) \in C^{N_C \times 1}(z)$ contains $N_C$ signals $S^{(a,k)}(z) = Z\{s^{(a,k)}[n]\}$ where $s^{(a,k)}[n]$ are spatially and temporally uncorrelated symbols belonging to a constellation set such as QAM with zero mean and variance $\sigma^2_x$. The polynomial precoder matrix $V_k(z) \in C^{N_C \times N_T}(z)$ defined in (4) as the polyphase synthesis matrix of a filter bank of order $L_u$

$$V_k(z) = \sum_{n=0}^{L_u-1} v_{k,n} z^{-n} ,$$  \hfill (9)

which comprises of FIR filters whose $n$th time slide is given by $v_{k,n} \in C^{N_T \times N_T}$.

The $N_T$ transmitted signals $X^{(\alpha)}(z)$ are sent over the MIMO channel $C(z) \in C^{N_R \times N_T}(z)$, whose transfer function is defined in (3).

**C. MIMO FB Modulation Receiver**

The received signal at the $\beta$th antenna denoted by $Y^{(\beta)}(n)$ is affected by additive white Gaussian noise $W^{(\beta)}(z)$, and processed by an analysis FB (FB Rx) whose outputs are

$$B^{(\beta,i)}(z) = \mathcal{P}_N \left[ (Y^{(\beta)}(z) + W^{(\beta)}(z)) H^{(i)}(z) \right] ,$$  \hfill (10)

where we define the periodic repetition operation

$$\mathcal{P}_N[P(z)] = \frac{1}{N} \sum_{k=0}^{N-1} P(z^{1/N} e^{j} \frac{2\pi k}{N}) .$$  \hfill (11)

According to (10), the signal $Y^{(\beta)}(z)$ is filtered by the modulated filters $H^{(i)}(z) = H(z e^{-j} \frac{2\pi k}{N})$, where $H(z)$ is the prototype pulse of the analysis bank.

**D. MIMO Equalisation**

The $i$th outputs of the FMT receivers are processed by the equalization matrix $U_i(z) \in C^{N_T \times N_R}(z)$ as

$$R^{(i)}(z) = U_i(z) B^{(i)}(z) ,$$  \hfill (12)

where $B^{(i)}(z) \in C^{N_T \times 1}(z)$ denotes a vector containing the $N_R$ signals $B^{(\beta,i)}(z)$ associated with the $i$th FMT sub-channels and the $\beta$th receiver antenna. The equalizer matrix $U_i(z) \in C^{N_T \times N_T}$ is defined in (4) as a filter bank with polyphase analysis matrix of order $L_u$

$$U_i(z) = \sum_{n=0}^{L_u-1} u_{i,n} z^{-n} ,$$  \hfill (13)

whose $n$th time slide is given by $u_{i,n} \in C^{N_T \times N_T}$.

**IV. FILTER BANK TRANSCIEVERS WITH TIME OR FREQUENCY CONFINEMENT**

In this paper we consider and compare two classes of modulated FB transceivers. Firstly, we employ a filter bank based on a prototype with finite support in the time domain — here termed as time-confined. Secondly, an FB with filters confined to a finite interval in the frequency domain is utilised.

Orthogonal frequency division multiplexing (OFDM) belongs to a class of FB systems with time confined pulses. It employs a rectangularly shaped time domain prototype filters

$$g[n] = \frac{1}{\sqrt{N}} \text{rect} \left[ \frac{n}{N} \right] ,$$  \hfill (14)

where rect$[n/N] = 1$ if $n \in \{0, \ldots, N-1\}$, 0 otherwise. The number of sub-channels of the FB is denoted as $M$, and the interpolation factor is $N = M + T_{CP}$ where $T_{CP}$ is the length of the cyclic prefix (CP), measured in sampling periods. The prototype pulse for the analysis FB in the receiver is given by $\tilde{h}[n] = \frac{1}{\sqrt{M}} \text{rect} \left[ \frac{n}{M} \right]$, allowing OFDM to remove inter-block (IBI) and inter-symbol interference (ISI) if $T_{CP}$ matches at least the channel order. Since the receiver filters are not matched with the transmitted pulses forms, the received signal in an OFDM system exhibits a reduced SNR compared to a system employing matched filters.
FB systems with frequency confined pulses are also referred to as filtered multitone (FMT) systems. Due to this confinement, inter-channel interference (ICI) becomes negligible. FMT system generally use matched filters that guarantee that SNR at the receiver is maximised. Ideal FMT uses sinc-shaped prototype pulses
\[ g[n] = h[-n] = \frac{1}{\sqrt{N}} \text{sinc} \left( \frac{n}{N} \right) . \tag{15} \]
In presence of a frequency selective channel, FMT suffers from inter-symbol interference (ISI), which can be mitigated by sub-channel equalization. In order to limit ISI, common choice of prototype pulse is the root-raised cosine filter instead of the sinc pulse.

\section{V. Capacity}

In this section we define the signal to interference plus noise ratio (SINR) and the capacity, that are used to evaluate the performance of the proposed system.

We consider the received signal at the \( \beta \)th antenna and the \( i \)th sub-channel \( R^{(\beta,i)}(z) \) which can be written in the time domain as
\[ r^{(\beta,i)}[n] = g_{\text{EQ}}^{(\beta,i)}[0] s^{(\beta,i)}[n] + \sum_{\ell \neq n} g_{\text{EQ}}^{(\beta,i)}[n-\ell] s^{(\beta,i)}[\ell] \]
\[ + w^{(\beta,i)}[n] , \tag{16} \]
where \( g_{\text{EQ}}^{(\beta,i)}[n] \) is the equivalent impulse response between the output \( r^{(\beta,i)}[n] \) and the input \( s^{(\alpha,k)}[n] \), \( \text{USE}^{(\beta,i)}[n] \) is the useful signal, \( \text{ISI}^{(\beta,i)}[n] \) the inter-symbol interference (ISI), and \( w^{(\beta,i)}[n] \) the noise component. In (16), we assume that inter-carrier interference (ICI) is negligible, which is true for FMT in good approximation due to the very short spectral support of the pulses. For OFDM, it is assumed that the CP is sufficiently long to neglect ICI.

Assuming stationarity, the SINR experienced at the \( i \)th sub-channel and at the \( \beta \)th antenna can be written as
\[ \text{SINR}^{(\beta,i)} = \left( \frac{1}{\text{SNR}^{(\beta,i)}} + \frac{1}{\text{SIR}^{(\beta,i)}} \right)^{-1} , \tag{17} \]
where in (17) we define the signal to noise ratio (SNR) and the signal to interference ratio (SIR) respectively as \( \text{SNR}^{(\beta,i)} = P_{\text{USE}}^{(\beta,i)} / P_{\text{ISI}}^{(\beta,i)} \) and \( \text{SIR}^{(\beta,i)} = P_{\text{USE}}^{(\beta,i)} / P_{\text{ISI}}^{(\beta,i)} \), where we denote the average powers of the useful signal, the interference, and the noise respectively as \( P_{\text{USE}}^{(\beta,i)} = E \{ |\text{USE}^{(\beta,i)}[0]|^2 \} \), \( P_{\text{ISI}}^{(\beta,i)} = E \{ |\text{ISI}^{(\beta,i)}[0]|^2 \} \), and \( P_{\text{N}}^{(\beta,i)} = E \{ |w^{(\beta,i)}[0]|^2 \} \), where \( E \{ \cdot \} \) is the expectation operator.

The average power of the useful signal and the ISI component can be expressed in the frequency domain as
\[ P_{\text{USE}}^{(\beta,i)} = P_s \left| \int_{-5}^{5} G_{\text{EQ}}^{(\beta,i)}(e^{2\pi f}) df \right|^2 \tag{18} \]
and
\[ P_{\text{ISI}}^{(\beta,i)} = P_s \left( \int_{-5}^{5} \left| G_{\text{EQ}}^{(\beta,i)}(e^{2\pi f}) \right|^2 df \right) - \left| \int_{-5}^{5} G_{\text{EQ}}^{(\beta,i)}(e^{2\pi f}) df \right|^2 , \tag{19} \]
where \( G_{\text{EQ}}^{(\beta,i)}(z) = Z \{ s_{\text{EQ}}^{(\beta,i)}(n) \} \), the power of the transmitted data symbols is denoted as \( P_s \), and \( f \) represents normalized frequency relative to a sampling rate \( f_s = 1 \).

The system performance that we present in the following sections is based on the information capacity of the system. For this purpose, we assume parallel Gaussian channels and statistically independent Gaussian distributed input signals, which render interferences also Gaussian (cf. e.g. [10]). Furthermore, by applying single tap zero forcing equalization, the capacity in [bit/s] for a given channel is
\[ C(\beta) = B \sum_{\beta=0}^{N-1} \sum_{\ell=0}^{M-1} \log_2 \left( 1 + \text{SINR}^{(\beta,i)}(\beta) \right) , \tag{20} \]
where \( B \) is the transmission bandwidth in Hz.

\section{VI. Numerical Results in WLAN Channel}

In this section we present numerical results for the capacity of the proposed system when using either FMT or OFDM over typical WLAN channels.

\subsection{A. Channel Model and Transmission Parameters}

For our simulations, we adopt the IEEE 802.11 TGn channel model described in [11]. This model consists of five classes of channels representing different environments, i.e. small office, large open space/office. Both small scale multipath fading and large scale path loss fading as a function of distance are incorporated in this model. In particular, we consider the channel model of class C that has an RMS delay spread of 30 ns and of class E with an RMS delay spread of 100 ns. The transmitting and receiving antenna arrays are considered linear uniformly spaced with a specifiable distance between antenna elements. For a detailed description of the model, please refer to [11].

We assume the following system parameters. The transceiver has \( N_T = 2 \) transmitting and \( N_R = 2 \) receiving antennas. The transmit antennas are spaced by one wavelength of the highest frequency component, while the receive antennas are spaced at half that distance. [12]. The FB system uses \( M = 64 \) sub-channels with a transmission bandwidth of 20 MHz. In the following we set the level of the transmitted signal PSD mask to \(-53 \) dBm/Hz, which represents the total power transmitted by the \( N_T \) antennas. The receiver side experiences additive white Gaussian noise with a PSD equal to \(-168 \) dBm/Hz.

To show the performance of the proposed systems, we use an OFDM system which uses a fixed CP of 0.8 \( \mu \)s \((N = 80, \beta = N - M = 16 \) samples), which is the CP value employed by the IEEE 802.11n standard [12]. The FMT system is derived from a root raised cosine (RRC) prototype pulse filter with length \( L_g = 24N \), roll-off \( \rho = 0.2 \), and a sampling interpolation factor equal to \( N = 80 \). The analysis FMT pulses in the receiver are matched to the synthesis pulses used in the Rx FB. Both system use single-tap sub-channel equalization.
B. Simulation Results

For the class C and E models detailed in Sec. VI-A, large ensembles of random channel realizations for distances of 10m and 60m between Tx and Rx arrays have been simulated. For these ensembles, Fig. 3 and Fig. 4 show the complementary cumulative distribution functions (CCDF) for the system capacity. It is interesting to note that with probability 0.9, MIMO-FMT provides a capacity increase of 15% and 6% for class C over MIMO-OFDM for distances of 10m and 60m, respectively. While for class E, MIMO-FMT achieves a 7% advantage over MIMO-OFDM for the 60m distance. At the shorter distance of 10m, the advantage is reversed, and MIMO-OFDM achieves a 13% advantage over MIMO-FMT.

MIMO-OFDM provides an advantage in the case of channel class E for the shorter 10m distance, where the low path-loss provides relatively high SNR and the ISI dominates the performance of MIMO-FMT. While dispersive, the channel is however sufficiently short for OFDM to suppress all inter-block and inter-carrier interferences with its sufficiently long CP. In the cases where the SNR is not too high, MIMO-FMT gains from employing matched filtering for a superior performance in noise.

Although not reported, improved performance in FMT can be achieved with linear sub-channel equalization to better suppress the residual sub-channel ISI.

VII. Conclusions

In this paper we have presented a MIMO transceiver based on FB modulation systems and on the PSVD decomposition. In particular, we have considered two types of FB which deploys either time confined prototype pulses (OFDM) or frequency confined prototype pulses (FMT). We have shown the performance in terms of capacity of the considered systems in typical WLAN channels. MIMO-FMT can afford higher capacity compared to MIMO-OFDM only in certain conditions, in particular when the power level of the noise at the receiver is higher than the power level of the interferences. In presence of high interference power, MIMO-OFDM is the best option because due to the CP it can cope with limit imposed by the interference.
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